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della Policy di Ateneo di cui al D.R. 642 del 13.11.2015) il testo completo della tesi di dottorato, fatta salva la possibilità
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Luogo e data BARI, 04/11/2020 Firma ............................

Il/La sottoscritto, con l’autoarchiviazione della propria tesi di dottorato nell’Archivio Istituzionale ad accesso aperto del

Politecnico di Bari (POLIBA-IRIS), pur mantenendo su di essa tutti i diritti d’autore, morali ed economici, ai sensi della normativa

vigente (Legge 633/1941 e ss.mm.ii.),

CONCEDE

• al Politecnico di Bari il permesso di trasferire l’opera su qualsiasi supporto e di convertirla in qualsiasi formato al fine

di una corretta conservazione nel tempo. Il Politecnico di Bari garantisce che non verrà effettuata alcuna modifica al
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Luogo e data BARI, 04/11/2020 Firma ............................

ii



Al Magnifico Rettore

del Politecnico di Bari

RICHIESTA DI EMBARGO

Sottoscrivere solo nel caso in cui si intenda auto-archiviare la tesi di dottorato nell’Archivio Istituzionale ad accesso aperto

alla letteratura scientifica POLIBA-IRIS (https://iris.poliba.it) non in modalità ”Accesso Aperto”, per motivi di segretezza e/o
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Introduction: Dissertation

Overview

In the last decade, we have been witness to the explosion of the Internet media deliv-

ery services, with the exponential grow of popular video streaming companies such as

YouTube and Netflix. In fact, according to the report published by Cisco [6], global

Internet tra�c will reach 3.3 ZB (ZettaByte = 1024 Byte) in 2021, of which video tra�c

will represent more than 80%.

In the vast technological context of online video streaming, Virtual and Augmented

Reality applications are becoming increasingly popular thanks to the improvements and

the penetration of cheap Head Mounted Displays (HMDs) available in the consumer

market. To testify the importance of such a technology, it is worth mentioning that

leading platforms are already delivering Immersive videos to their users: as an example,

Google has introduced an Immersive video player on Youtube; Facebook has invested

over 2 billion euros, creating a 360-degree video player in collaboration with Oculus

Rift; Samsung developed its Samsung Gear VR augmented reality device; Sony has

introduced PlaystationVR. The ability to stream Immersive videos, or Omnidirectional

Video (OV) contents, is a key enabling technology for several emerging applications

such as immersive cinema, social-media, and health-care, just to name a few.

For seek of clarity, OV contents are those videos produced by capturing the whole

360 scene in all directions simultaneously with a bunch of video cameras [7]. The user,

equipped with a HMD, is free to explore the recorded environment. Streaming immer-

sive videos with an high QoE to viewers requires resolutions larger than Ultra High

Definition (HD), i.e. 4K and beyond. As a proof of this, the popular Netflix streaming

company recommends an internet connection bandwidth of 25Mbps for the Ultra HD

xi



0. INTRODUCTION: DISSERTATION OVERVIEW

video streaming [8]. Nevertheless, less than 25% of the global internet connections

satisfies that requirement [9].

For these reasons, the provisioning of such new services pose numerous new issues,

among which we mention:

1. the standardization of new video formats;

2. the design of new adaptive streaming algorithms;

3. the design of compression techniques suitable for immersive videos.

As a proof of this, World Standard Organizations - such as the Video Coding Experts

Group (VCEG) and Moving Pictures Experts Group (MPEG) - have spent a lot of

e↵orts to create and introduce new streaming systems for immersive videos [10].

Starting from these premises, the present work wraps around the main topic of

providing advanced control algorithms for Immersive streaming applications, with the

aim of optimizing resources, with a particular emphasis on consumption of network

bandwidth, server storage and client computing capabilities.

With the focus on bandwidth optimization aspects, a methodology for generating

Immersive contents specifically designed to optimize the video bitrate consumption has

been conceived and implemented. The performance indicators of the conceived opti-

mization technique have been evaluated, in terms of bitrate reduction and resulting

visual quality in function of the user’s viewport. Through an extensive experimental

campaign, some insights useful for the encoding of immersive videos have been catch

and the best theoretical trade-o↵ between bitrate reduction and visual quality (eval-

uated with both Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index

Measurement (SSIM) visual quality metrics) in viewer side has been found.

Within the context of the Cloud-based pLatform for Immersive adaPtive video

Streaming (CLIPS) project, the architecture of a Dynamic Adaptive Streaming over

HTTP (DASH)-based control system for the adaptive streaming of immersive contents

has been proposed. The DASH-based system is based on two distinct control algorithms

which dynamically cooperate for adapting both to the varying network conditions and

to the movement of the user’s viewport. The optimizing methodology described ahead

has been used as a content generation algorithm. The complete streaming platform has

been implemented and a performance evaluation has been carried out.

Moreover, by following the most recent developments of the State-of-the-Art in the

optimization techniques for the immersive video streaming, the two techniques used

xii



for implementing bitrate reduction of spatially partitioned immersive videos have been

identified. To investigate the relationship between the obtainable bitrate reduction and

the resulting video quality (evaluated with the Video Multi-Method Assessment Fusion

(VMAF) visual quality metric), the identified techniques have been tested against a

video dataset lasting a total of around 88 hours of immersive video contents.

Finally, the open-source TAPAS-360 tool has been developed with the aim to aid in

the research community the rapid prototyping of viewport adaptive control algorithms.

Moreover, other research activities, strictly connected to those aforementioned, have

been carried out during the PhD work.

To conclude, a brief description of the structure of this thesis is provided below:

• Chapter 1: The Immersive Streaming technology. It introduces the Immersive

Streaming ecosystem, with a particular emphasis on the di↵erences with respect

to traditional streaming. The main features of the upcoming technology for the

immersive streaming are also introduced, with a particular focus on the stan-

dardized protocols and the variety of hardware devices specifically designed for

such applications.

• Chapter 2: Reducing the Network Bandwidth Requirements for 360 Immersive

Video Streaming. It provides the description of an encoder-agnostic technique to

reduce bandwidth requirements to stream Immersive Videos, which exploit the

RoI concept.

• Chapter 3: A DASH-compliant immersive streaming architecture. In this Chap-

ter a DASH-compliant video streaming control system for 360 immersive videos

is provided, identifying the most important high-level components. As well as,

the results of an extensive experimental evaluation on a proof-of-concept demon-

strator are reported and discussed.

• Chapter 4: Bitrate Reduction for Immersive Streaming: Comparing Variable

Quantization Parameter (VQP) and Variable Resolution (VRES) Approaches. It

focuses on the most used solutions designed for implementing the tiling technique.

Moreover, the results of a preliminary performance investigation are also provided

and discussed.

• Chapter 5: TAPAS-360: a Tool for the Design and Experimental Evaluation

of 360 Video Streaming Systems. This Chapter presents TAPAS-360, an open-

source software allowing the rapid prototyping of viewport-adaptive control algo-

xiii
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rithms for Immersive Video Streaming. It describes thoroughly the main features

and the software components of the TAPAS-360 tool, and provides several use

cases in which TAPAS-360 can be e↵ectively used.

Moreover, a complete list of produced scientific contributions will be presented

immediately after this introduction.
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1

The Immersive Streaming

technology

In this chapter, the technological ecosystem supporting the streaming of Immersive

contents is briefly introduced, along with the wide set of application domains that will

benefit from its integration and development. The most important emerging standard-

ized protocols for this technology are described in detail, along with the established

relationship between the protocols and the di↵erent state of the art approaches.

1.1 Historical background

Although has recently become widespread, the idea of mimicking the real world in all

available senses - augmenting the real world with illusory objects or even recreating

imaginary worlds at all - is not new. Mirrors, lenses and light sources have been used

for millennia in order to create virtual images in the real world. Such an example,

theatres and museums in 17th Century used large plates of glass for merging reflections

of objects with the real world in an illusion that became known a Pepper’s Ghost. A

more recent cinematographic experiment aimed at creating an illusory reality was when

Morton Heilig patented Sensorama, a multi-sensory simulator which allowed to enjoy

prerecorded film in color with augmented binaural sounds, scent, wind and vibration

experiences [11].

However, the first truly computer-generated graphic experience can be traced back

to a pioneer of Human-Computer Interaction (HCI), Ivan Sutherland. In his pioneering
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1. THE IMMERSIVE STREAMING TECHNOLOGY

essay, Sutherland envisioned the concept of an Ultimate Display in which ”the computer

can control the existence of matter” [12].

In the subsequent work, Sutherland and Sproull designed and developed the prim-

igenium prototype of HMD [13], known as The Sword of Damocles and portrayed in

Figure 1.1.

Figure 1.1: The The Sword of Damocles.

The system was based on a CRT optical see-through HMD, overtaken by a mechan-

ical tracking system. Computing was performed on a PDP-11 computer with custom

graphics hardware. Later, the system was improved by replacing the cumbersome

mechanical equipment with an ultrasonic tracker. Although primitive, their system

combined the necessary display, tracking and computing components to provide the

user with three-dimensional (3D) graphics that appearing to be overlaid on the real

world.

Sutherland pioneering work assumed a giant role in teasing researchers interest into

the HCI research field, but for the next couple of decades the most part of research on

computer-generated reality involved military and government research labs only, rather

2



1.1 Historical background

than academic or industrial.

Such an example, Thomas Furness and others at the Wright Pattern Air Force

developed the advanced flight simulator Visually Coupled Airborne System Simulator

(VCASS) [14] within the Super-Cockpit program. In the developed prototype the pilot

wore a HMD in the aircraft cockpit [15], showing complex flight details in such a way

to not overload him with too much information.

In 1971, the University of North Carolina realized the first prototype of force feed-

back ceiling-mounted arm, GROPE [16]. Then, Myron Krueger developed VIDEO-

PLACE, a HCI system where participant’s live video image were combined into a

computer-generated world [17].

The real-time, multi-user and interactive simulator - Simulation NETworking (SIM-

NET) - was implemented at Defense Advanced Research Projects Agency (DARPA)

with the aim of training soldiers with various battlefield scenarios [18]. In 1984,

the NASA start to produce a visual display named Virtual Visual Environment Dis-

play (ViVED), where a fully immersive virtual environment was created by connecting

a stereoscopic monochrome HMD equipped with magnetic tracking system to a graphics

computer [19].

The first industrial and academic attempts started in the second half of eighties [20]

[21]. Jaron Lanier, the founder of VPL Company, first coined the term Virtual Reality

(VR), starting the commercial distribution of popular Data Gloves and EyePhone HMD
1, which are shown in Figure 1.2. In 1989, the Fake Space Labs developed the BOOM 2

VR device, a box containing two small CRT monitors that can be viewed through two

eye holes. In 1992, a team of graduate students at Electronic Visualization Laboratory

at University of Illinois leaded by Dr. Carollina Cruz developed an immersive system

named Cave Automatic Virtual Environment (CAVE), in which the 3D environment

was recreated by means of a 3D projector and Liquid Crystal Display (LCD) shutter

glasses [22].

With some of the key enabling technologies for artificial reality - such as tracking,

display and interaction - well established, by the mid ’90s the research community

started to streamline the technology ecosystem. In [23], Heim depicted the 7 pillars

of VR in Immersion, Simulation, Artificial Reality Interaction, Telepresence, General

1https://www.vrs.org.uk/virtual-reality-profiles/vpl-research.html
2http://www-cdr.stanford.edu/html/DesignSpace/sponsors/boom.html
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Figure 1.2: VPL research Data Gloves and EyePhone.

Immersion and Network communication. During the World Wide Web (WWW) con-

ference held in 1994 at Geneva, the Virtual Reality Modeling Language (VRML) sum-

marized the most commonly used characteristics of 3D applications with the intent of

bringing the VR on the web [24]. VRML was enhanced into the eXtendible 3D (X3D)

standard [25].

An important role for the definition of such technology was given by Milgram and

Kishino [20], with the concept of Mixed Reality, which is the merging together of real

and virtual worlds, and a Virtuality continuum which is a taxonomy of the various

ways in which the ”virtual” and ”real” elements can be combined together.

On the left hand, there is the real world, where the user sees an unmodified reality.

Proceeding to the right, the Augmented Reality (AR) is found. AR systems aims at

merging - through advanced tracking and positioning techniques - computer-generated

virtual objects within the real world. These augmentations are spatially registered in

3D space and are interactive in real-time [26]. A step forward there is the Augmented

Virtuality (AV), where the presence of virtual objects is massive.
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REAL WORLD VIRTUAL WORLDAUGMENTED REALITY AUGMENTED VIRTUALITY

MIXED AND EXTENDED REALITY

Figure 1.3: The Virtuality continuum.

Finally, the Virtual World, where a computer generates various sensory stimuli that

are delivered to the human senses: stereoscopic vision, sense of hear, sense of touch and

sense of smell are posed into a 3D space with the intent of mimicking an environment

di↵erent from which the user is. This can be considered as a pure VR system simulating

real or imaginary worlds [27].

1.2 Todays Immersive applications

Immersive multimedia for extended reality applications is becoming increasingly popu-

lar in many application fields such as, f.i., entertainment, e-learning, e-health, gaming.

A high-level view is depicted in Figure 1.4.

Gaming & entertainmente-Health

Design

e-Learning

Cultural Heritage

Figure 1.4: High-level view of Extended Reality applications.
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Concerning with e-health applications, immersive reality technologies can bring

enormous benefits in training of critical non-recurrent situations. By introducing multi-

user Virtual Reality in serious game, collaborative training in dynamic settings can be

provided. Such an example, in [28] the authors propose EPICSAVE, which uses virtual

reality with the aim of providing a practical and collaborative training simulation for

paramedics. The results shown how the higher interactivity and presence given by

Virtual Reality increases the learning rate. Another example was given in [29], where

VR was used to enhance medical student’s spatial recognition in ultrasound imagery.

In [30], a VR visualization system for medical images has been developed, aiming

at aiding doctors to create preoperative planning and virtual surgery. The designed

system allows patient to add report of their illnesses, thus permitting doctors to create

an estimate of the overall patient’s condition.

Significant advancements can be provided by using VR for Cultural Heritage pro-

motion, with completely new ways of experiencing cultural artefacts [31] [32].

A first example can be considered the ARCHEOGUIDE project [33], aiming at

providing personalized tours to cultural sites through AR reconstructions and on-site

information points. The enhanced reality experience is enjoyed on their own PDA

screen based on real time tracking of the position and orientation in the cultural site.

Moreover, the system incorporates a multimedia database of cultural material for on-

line access, virtual visits, and restoration information.

Another example was the iTACITUS (Intelligent Tourism and Cultural Information

through Ubiquitous Services) program [34], which aimed at increasing urban tourism by

enhancing di↵erent points of interest along the city roads with overlapped information

and 3D reconstruction in AR. A real experimentation of the designed system took

place at Winchester Castle in Great Britain and at Villa Venaria in Italy [34].

1.3 Overview on the Streaming Protocols Ecosystem

In the early 1990s, the first video streaming systems [35] [36] were built on top of User

Datagram Protocol (UDP). As well known, UDP lacks of advanced stream management

mechanisms (in particular, a congestion control mechanism necessary to avoid network

collapse due to congestion is completely missing): to this end, services running on top

of this transport protocol need the design of such mechanisms at the application level.
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With this target in mind, the Internet Engineering Task Force (IETF) started its work

aimed at providing the Internet Protocol (IP) network with the capability to stream

multimedia contents. The outcome of such an e↵ort was a streaming system essentially

based on three protocols: Real-Time Transport Protocol (RTP), RTP Control Protocol

(RTCP) and Real-time Streaming Protocol (RTSP). The RTP [37] protocol, based on

UDP, defines packet formats for exchanging audio and video contents on IP network.

The RTCP [38] was a simple stream-session management protocol which enabled the

connection monitoring by allowing exchange of transmission statistics. The client-server

connection were established by the TCP-based RTSP [39] protocol. Figure 1.5 shows a

sequence diagram illustrating the establishment of a stream session with RTSP / RTP.

RTSP Setup
RTSP OK
RTSP Play
RTSP OK

RTSP Teardown
RTSP OK
RTP Data

RTCP Feedback

TCP

UDP
Multimedia Server Client

Figure 1.5: RTSP/RTP sequence diagram.

With the conceived system, IETF was able to enable streaming of multimedia con-

tents on managed IP networks with low-overhead and low-delay delivering, ensuring

stream-synchronization [40].

Nevertheless, at that time the common industrial practice was to implement propri-

etary technologies, protocols and control algorithms for video streaming. Furthemore,

the IP network itself was sectioned into several private subneworks, due to the architec-

tural issues of IP protocol - which pushed the scientific community to start rethinking

the design of the network [41] [42]. In this highly fragmented scenario, the provision

of the streaming service was carried out by multiple proprietary Content Delivery Net-

works (CDNs), many of which do not provide support to RTP. In addition, router

on subnetted networks and firewalls often block RTP packets on path. Finally, RTP

streaming requires a separate streaming session for each client being established on

server, strongly hindering its large-scale deployment.
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It is worth noting here that these early systems were based on the assumption

that containment of end-to-end latency was a key performance index in the design of

video streaming systems, a hypothesis that in the following has been proven wrong [43]

[44] [45]. The designed congestion control algorithms did not implement retransmission

mechanisms and, therefore, packet loss events (both due to congestion and unreliability

of the transmission medium) resulted in an important degradation of the video quality.

The situation changed in 2005 when YouTube first adopted the Progressive Down-

load Streaming (PDS) approach. With PDS, the video is downloaded like any other file

via an Hyper Text Transfer Protocol (HTTP) / Transmission Control Protocol (TCP)

connection using a normal Internet browser. The sequence diagram in Figure 1.6 out-

lines the streaming of multimedia contents in the case of PDS.

TCP

HTTP Server Client Browser

HTTP GET
HTTP response

HTTP GET
HTTP response

HTTP GET
HTTP response

Figure 1.6: PDS sequence diagram.

As depicted in 1.6, with PDS streaming the multimedia content is fetched by pro-

gressively issuing the HTTP GET primitive. The design of PDS allowed for solving the

most of the aforementioned problems: first of all, being built over top of HTTP, can

pass through any firewall and private network; moreover, can be easily deployed on the

existing CDNs; finally, TCP ensures a reliable transmission, thus increasing the overall

video quality. This approach was improved later with the introduction of the paradigm

called HTTP Adaptive Streaming (HAS) [46] , which added the possibility of adapting

the video bitrate based on the user device and the end-to-end band [40], thus becoming

the dominant technology and implemented today by all video streaming platforms.

Among the various adaptive streaming techniques proposed in the literature, stream-

switching, known also as Multi Bit Rate (MBR) or Adaptive Bit Rate (ABR) streaming,

represents the most widely used technique today. A high-level view of this technique is

showed in Figure 1.7. In a nutshell, the video content is stored on a standard HTTP
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server and a client fetches the video by employing an HTTP connection. The video con-

tent is encoded at di↵erent bitrate levels which form the video levels set L = l1, l2, ..., lM

with li < li+1 [47], [48]. Each video level li is logically, or physically, divided into seg-

ments of constant duration.

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

1 2 3 4 5 6

7

7

7

70.5 Mbps

1 Mbps

3 Mbps

5 Mbps 8

8

8

8

…
…
…
…

Playback time

Figure 1.7: Diagram of the ABR streaming.

There are currently two standards most used industrially to achieve stream-switching:

the HTTP Live Streaming (HLS) proposed by Apple [49] and the DASH [50].

1.3.1 HTTP Live Streaming

HLS [49] is the streaming protocol designed by Apple to be used for the delivery of media

contents on its platforms and devices. HLS defines a format for representing audio-video

streams in which multiple versions of the same stream are provided at di↵erent quality

levels. Each version of the stream is coded so that it can be divided into fragments (or

segments) that can have a duration that typically ranges from 4 to 10 seconds. A frag-

ment is then encapsulated into the MPEG-2 Transport Stream (MPEG-TS) container,

thus each one can be reproduced independently from the previous and subsequent ones.

HLS specifications requires the list of fragments is indexed in a Manifest named M3U8.

The M3U8 Manifest is a file in text format and contain, one per line, the Uniform

Resource Locators (URLs) of the video fragments to be downloaded jointly with the

metadata (duration of the fragments, resolution, encoding bitrate, and so on) useful

to player for determining which version of video to download depending on available

bandwidth and screen resolution.
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1.3.2 MPEG Dynamic Adaptive Streaming over HTTP

A step ahead toward the standardization process was performed when MPEG work-

group developed Dynamic Adaptive Streaming over HTTP (DASH), which became an

international standard in 2011, being published as ISO/IEC 23009-1: 2012 [50]. DASH

standard aims at providing e�cient delivery of multimedia content through HTTP con-

nections, also ensuring interoperability between proprietary solutions. To this end, the

DASH standard was designed to reach the following goals:

1. existing technologies - such as containers, codec, Digital Right Management

(DRM), and so on - can be easily reused;

2. it can be deployed on the existing CDNs;

3. it enables seamless switching of the visual quality to adapt at the varying band-

width conditions, devices capabilities and user preferences;

4. it can coexist with existing streaming technologies.

Thanks to the aforementioned features, Dynamic Adaptive Streaming over HTTP

(DASH) has become the de-facto standard employed today in the industry for dynamic

and adaptive video streaming of media over HTTP [51] [52] [52] [53].

In summary, the streaming session has been designed as in the following. As usual

for the MBR techniques, the video content is encoded at di↵erent bitrate and resolu-

tion level, named Representations. Then, each Representation is divided into chunk

segments of constant duration. The HTTP server indexes these segments and pro-

duces a Manifest, named Media Presentation Description (MPD), which provides all

the information about the segment, such as encoding bitrates, resolution, duration and

a Uniform Resource Identifier (URI) allowing the client to access such described seg-

ment. The client downloads and analyzes the MPD and builds a data structure used

to download video segments. During the video playback, a control algorithm running

on client dynamically selects the video level to be streamed at each segment download.

1.3.2.1 The MPD Manifest

As aforementioned in the previous section, DASH systems require the multimedia con-

tent to be made available server-side in various bitrate levels, each of them splitted

into several segments. Moreover, multimedia contents usually consist of several media
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components (for example, audio, video, and text), each one having specific character-

istics. The client, to perform bitrate adaptation, needs to know all of this information.

The Media Presentation Description (MPD) is an eXtensible Markup Language (XML)

document that deals with listing these data and make available to client. Figure 1.8

depicts the MPD data model.

Period 1

AdaptationSet 1

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation

Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Video

Audio

AdaptationSet 2

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation

Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Video

Audio

AdaptationSet 3

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation

Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Video Streams

Audio Streams

Period 2

AdaptationSet 1

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation

Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Video

Audio

AdaptationSet 2

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation

Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Video

Audio

AdaptationSet 3

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation

Segment

Segment

Segment

Segment

Segment

Segment

Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation

Segment
Segment
Segment
Segment
Segment
Segment
Segment

Representation
Segment
Segment
Segment
Segment
Segment
Segment
Segment

Video Streams

Audio Streams

Timeline

Figure 1.8: MPD Data Model.

As summarized in Figure 1.8, the MPD consists of a sequence of Periods, each Pe-

riod indicating a precise interval along the temporal axis in the form of start time and

duration. A Period is composed by one or multiple adaptation sets. An Adaptation Set

contains one or multiple media streams and provides information about the type of the

grouped media components. The common case is to have an adaptation set for each

video / audio track compositing the same multimedia content. As an example, adap-

tation sets are used to di↵erentiate streams for localization purposes, and to provide

di↵erent subtitle texts. An adaptation set can includes one or multiple Representa-

tions. A Representation identifies the specific encoded alternative of the same media

component. Di↵erent representations can be used to di↵erentiate multimedia streams

by bitrate, resolution, number of channels, or other characteristics. Each representation

contains temporal list of Media Segments, each of them pointing to the specific media
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stream chunk. The pointer is represented by a URI. In this way, a Segment can be

downloaded by using the simple HTTP GET or with an HTTP GET with byte ranges.

1.3.2.2 Media segments format

In the previous paragraph, the MPD Manifest has been described as a collection of

metadata useful to provide a picture of the multimedia content stored on server. MPD

is primary used by DASH players 1) to strive the best flavour of the multimedia content

based on the device capabilities and 2) to dynamically adapt bitrate based on network

conditions. This is possible because the multimedia content can be accessed as an

ordered temporal sequence of Media segments encoded at di↵erent target bitrate. In

DASH, a Media segment is defined as an HTTP addressable data structure containing

one or more media sample [50], expressed by means of a URI. In particular, DASH

defines di↵erent addressing modes [54]

• Indexed addressing: into this mode, a Representation consists of a single track,

composed by an initialization segment followed by the sequence of multiple media

segments. Usually, the single media segment can be accessed by HTTP GET with

byte range.

• Explicit addressing: into this mode, a Representation consists of a set of media

segments. The Representation provides a template URL, jointly with information

about the initialization segment, the total number of segments, the start and the

duration timestamp for each media segment. Following the given template, a

client is able to access to the specific media segment by constructing an URL

with the information provided and the needed playback time.

• Simple addressing: into this mode, a Representation consists of a set of media

segments. The Representation provides a list of URLs or a template URL, jointly

with information about the initialization segment, the total number of segments,

the start segment and a nominal chunk duration. Di↵erently from the Explicit

addressing mode, no additional information about the start and the duration

timestamp for each media segment is provided.

On the one hand, the information contained in the Media Segment data structure

needs to be encoded into the MPD Manifest to be made available at client. To the

purpose, DASH defines a set of specific elements to encode these piece of information.
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Specifically, the following elements has been defined to URL can be specified by using

the following elements:

• the BaseURL, mostly used with the Indexed addressing mode;

• the SegmentTemplate, when the list of segments can be described with a URL

template;

• the SegmentList, when a list of segments cannot be described by a common

template.

Moreover, the SegmentBase element tag is used to define information shared between

media segments. SegmentTimeline tag provides the start and duration timestamp for

each media segment in Explicit addressing mode. It is worth noting here that this

information can also appear at higher levels in the MPD. In this case, the information

provided has to be considered as default unless overridden by SegmentTimeline.

On the other hand, DASH defines mechanisms to use common ISO Base Media

File Format (ISOBMFF) [55], MPEG-TS [56] and Matroska - Web Media Project

(WebM) [57] segment-container formats. Nevertheless, DASH is media codec agnostic

and supports both multiplexed and non multiplexed encoded content.

1.3.3 MPEG Common Media Application Format

The Common Media Application Format (CMAF) [58] is an extensible standard defined

by MPEG aiming at providing an unified encoding and packaging of segmented media

objects for delivery and decoding on customer devices in adaptive multimedia presen-

tations. CMAF abstracts the delivery and presentation of multimedia contents with a

hypothetical application model, thus allowing a wide range of implementations includ-

ing HLS and MPEG DASH. The CMAF standard specifies the usage of a subset of

commonly used standardized media technologies and profiles. The CMAF specification

organizes media contents into several media objects as in the following:

• CMAF Track: in CMAF, each media content - like audio, video, and subtitle -

is stored in a specific ISOBMFF-based track, composed by a CMAF Header and

one or more CMAF Fragments. Encoded media may optionally be encrypted

with MPEG Common Encryption;

• CMAF Switching Set: the same media content can be encoded in alternative

tracks using di↵erent target bitrates and resolutions;

13
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• Aligned CMAF Switching Set: alternative CMAF Switching Sets encoded from

the same source with di↵erent encodings (such an example, di↵erent codec);

• CMAF Selection Set: Di↵erent Switching Sets of the same media type that may

include alternative contents (for example, di↵erent languages or camera angles);

• CMAF Presentation: One or more presentation time synchronized Selection Sets.

The CMAF media organization has been designed to allow seamless switching of

alternative encodings of the same content at di↵erent bit rates, frame rates and resolu-

tion. The CMAF Hypothetical Reference Model defines an abstract way how di↵erent

tracks are delivered, combined, and synchronized in CMAF Presentations. The spe-

cific manifest and delivery protocol is left unspecified, thus enabling HLS Playlists and

DASH MPD to share the same media resources and consequently allowing e�cient

caching even when delivering to mixed HLS-DASH platforms. Shared media resources

are indicated as CMAF Addressable Objects and consist of:

• CMAF Header: It includes information for initializing a track.

• CMAF Segment: It contains one or more consecutive fragments belonging to the

same track.

• CMAF Chunk: It is formed by a sequential subset of samples belonging to the

same fragment.

• CMAF Track File: The entire ISOBMFF-based track.

The definition of an hypothetical model based on addressable media objects enables

the creation of HLS Playlists and DASH MPDs on-the-fly, based on device capabilities.

For these reasons, Apple was interested into its development from the beginning, thus

adding ISOBMFF support to HLS streaming format [59].

1.3.4 Coding Standards

The encoder plays a crucial role in a streaming system: the e�cient video (and audio)

compression with the goal of enabling the delivering of even higher resolution con-

tents on the best-e↵ort network. At this time, both traditional two-dimensional (2D)

videos and OVs share the same encoders, such as MPEG’s Advanced Video Cod-

ing (AVC)/H.264 and HEVC/H.265, or Google’s VP9, VP10, AV1, etc. The com-

pression e�ciency has enhanced significantly over the years, following the development

of even more sophisticated encoders. It is worth to remark here that streaming OV has
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much higher bitrate requirements compared to traditional 2D videos, up to 200-1000

Mbps [60]. Hence, improving e�ciency in compression is an key research topic.

Nowadays, AVC is the most used encoder for streaming services [61]. MPEG AVC

[62] were based on a 16x16 macroblock structure for frame encoding. Bitrate reduction

were achieved by the motion prediction mechanisms. The next generation of MPEG

encoders, named HEVC, were conceived for saving nearly 50% video bitrate compared

to the AVC at the same subjective quality [61]. HEVC is considered the State-of-

the-Art in coding research field. In the following, a high level description is provided,

highlighting the key features of such an encoding standard.

1.3.4.1 MPEG High E�ciency Video Coding

HEVC [63] has been designed to increase the resolution of coded video and increase the

use of parallel processing [61]. The high level architecture of HEVC has been designed

with a layered approach aiming at coding, storing and secure transmitting the video

signal.

In HEVC, the Video Coding Layer (VCL) contains the features for coding the video

signal. The VCL in HEVC is based on the same hybrid approach as in AVC: intra/inter

picture prediction and DCT-based transform coding. Intra-picture prediction is referred

to as when prediction is performed on spatial data from region-to-region within the same

picture. Inter-picture prediction involves the use of motion data (in the form of Motion

Vector (MV)) and algorithms for predicting the selected picture with data coming from

temporally di↵erent pictures.

Compared with fixed AVC macroblocking, HEVC uses a more flexible partitioning.

Figure 1.9 shows in a nutshell the encoding steps in HEVC. As depicted in Figure 1.9,

each video frame is split into several Coding Tree Units (CTUs), square or rectangular

regions of 16, 32 of 64 samples in the video corresponding to the macroblock structure

adopted in AVC. Smaller CTU using a tree structure and quadtree-like signaling is

possible, at the cost of reduced encoding e�ciency. CTUs are partitioned into one or

more Coding Units (CUs), representing the basic coding block in HEVC. A CU can be

further split into more Prediction Units (PUs) and Transform Units (TUs), that are

logically separated blocks serving as basic units in the course of the prediction phase

and transform coding phase, respectively [64].
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Figure 1.9: Diagram summarizing HEVC encoding.

After spatial partitioning phase, the frames - divided into several PUs - composing

the video are arranged into sequences of a certain length, named Group Of Pictures

(GOP), to undergo the prediction phase. The first frame in the sequence is encoded

with intra-picture prediction, thus serving as clean random access point from which

the decoding process can start safely [65]. The rest of frames in the GOP are inter-

picture predicted by computing the MV between the PU in the current frame and the

respective PU coming from the first frame in the sequence (intra-predicted frame from

the following sequence can be used when bi-prediction is enable) [64].

The residual signal - which is the di↵erence between the original TU block and its

intra-picture or inter-picture prediction - is transformed by a Discrete Cosine Trans-

form (DCT) spatial transform. Then, transform coe�cients are scaled, quantized and

entropy coded with Context Adaptive Binary Arithmetic Coding (CABAC) algorithm.

Finally, both prediction and transform outcomes - forming the VCL data - are format-

ted into a valid bitstream in order to be stored on server or streamed.

HEVC, as its predecessor AVC, provides tools and syntax elements aiming at for-

matting the bitstream in segmented fashion, thus being streamed over modern packet

networks. The key elements composing HEVC bitstream are the following [66]:
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1. Network Abstraction Layer (NAL): The NAL is the basic unit which provides

the mapping for VCL data into logical data packet. In HEVC, a NAL is com-

posed by a two-byte long header, which identifies the type NAL unit. The VCL

NAL units carry coded picture data, whereas non-VCL NAL allows signalling

of supplemental information required for decoding correctly the bitstream.

2. Parameter Set (PS) structure: PSs contain shared information between di↵er-

ent pictures of segments in the bitstream, providing a robust mechanism for

conveying data that are essential to the decoding process [66]. HEVC inherits

di↵erent kind of PS from its predecessor AVC: Picture Parameter Set (PPS),

which allows signalling of information at picture level; and Sequence Param-

eter Set (SPS), carrying out information about a GOP. In addition, HEVC

introduces the Video Parameter Set (VPS) structure, with the aim of conveying

information that is applicable to the entire video sequence, including the depen-

dencies between temporal sublayers. VPSs are exploited to provide HEVC with

embedded support for enhanced feature such as Scalable Video Coding (SVC),

3D and multiview video coding.

3. Slices: Slices are sequence of CTUs that are processed with raster scan ordering,

which form a spatial partitioning of a picture aiming at enabling resynchroniza-

tion in the event of data losses [61]. A slice can be decoded independently from

other slices of the same picture in the sense that entropy coding, signal predic-

tion, and residual signal reconstruction are performed only with CTUs within

the slice itself, hence breaking causality in the decoding process of a frame. A

slice can either be an entire picture or a region of a picture and are usually

packetized into di↵erent NALs.

4. Supplemental Enhancement Information (SEI) messages: SEI messages provide

a mechanism for signalling additional metadata that are not required for the

correct decoding of video frames. SEI messages are used for transmitting op-

tional information about the frame timing, the color space used in the video

signal, frame packing information such as stereoscopic video, optional display

and rendering information, and so on.

Furthermore, HEVC provides supplemental features with the goal of leveraging

enhanced parallel processing capability available on modern Central Processing Units

(CPUs) and Graphical Processing Units (GPUs):
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1. Tiles: Tiles is a feature introduced in HEVC for the purpose of enabling parallel

processing and spatial random access to local regions of video frames. Concep-

tually similar to slices, Tiles are independently decodable spatial rectangular

partitions of a picture, but not demands for additional headers signalling, hence

reducing bitstream size for high resoluted video. Unlike slices, decoding of tiles

requires limited threads synchronization [67].

2. Wavefront parallel processing : HEVC introduced Wavefront Parallel Processing

(WPP) with the aim at providing a finer level of parallelism and o↵ering better

compression performances with respect to tiles. WithWPP, the CTUs belonging

to the same slice are arranged into rows. The decoding process starts with CTUs

in the first row, a second thread is launched for decoding of the second row as

soon as the processing of two CTUs in the first row is ended, a third decoding

thread is launched when the processing of two CTUs in the second row is ended,

and so on. In this way, the entropy coder of each thread can infer its own context

model from that used the preceding row with a two-CTU delay. Wavefront entry

points allow random access to the data associated with a particular WPP.

3. Dependent slice segments: data associated with a wavefront entry point or a tile

can be carried in separate NAL units using the dependent slice segment data

structure. In this way, data contained in a dependent slice segment can be made

available to a system with low delay when needed. On the one end, if data asso-

ciated with a wavefront entry point are partitioned into multiple dependent slice

segments, the decoding of data contained in a dependent slice segment can start

as soon as at least part of the data contained in another slice segment have been

decoded, i.e. the overall decoding process must respect the wavefront decoding

order. on the other hand, if data associated with a tile are partitioned into mul-

tiple dependent slice segments, the decoding of data coming from a particular

slice segment can start when all dependent slice segments have been retrieved,

i.e. when all data associated with the tile itself are available. Dependent slice

segments are used mostly when other parallel features could a↵ect compression

performance (such in the case of low-delay encoding applications).
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1.4 Algorithms for the QoE estimation

As envisioned in the previous paragraphs of this work, at the transmitter the encoder

compresses the original video sequence before being passed over the transmission chan-

nel. At the receiver, the decoder decompresses the sequence into a visible format for

the final user [68]. During this process, distortions are introduced into the video stream

that can produce visually annoying artifacts for the user. The encoder, channel, de-

coder and display can introduce distortions in the video sequence causing a drop in

the quality of the video itself, which can be detected through subjective and objective

evaluation algorithms.

1.4.1 Subjective QoE metrics

The subjective investigation is by far the most e�cient methodology for evaluating vi-

sual quality. Nevertheless, a reliable inquiry needs being conducted on a su�ciently

high number of sample users [69]. In this research field, the International Telecommuni-

cation Union (ITU) recommendation [69] has provided a standardized approach for the

subjective visual quality evaluation encompassing di↵erent evaluation methods, each

one suitable for a specific use case. The methods provided by the recommendation can

be used in a wide range of evaluation scenarios such as selection of algorithms, video

quality level of a video connection and classification of video system performance. In

summary, ITU suggests three testing methods for the experimental design [69]:

• the Absolute Category Rating (ACR), also known as Single Stimulus Method or

Mean Opinion Scores (MOS), demands that the test video sequences being pre-

sented to each sample user one at a time, and rated at the end of each presenta-

tion independently on a category scale. Moreover, the recommendation suggests

a five-level category scale as in the following:

1. Bad;

2. Poor;

3. Fair;

4. Good;

5. Excellent.

Nevertheless, finer scales (such as, for instance nine-level) can be also used in

the case of finer evaluations. In general, ACR provides an easy and fast testing
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implementation: the presentation of the stimuli is natural and similar to the

common use of the video systems. Thus, ACR is generally adopted a qualification

test on di↵erent video systems is needed.

• the Degradation Category Rating (DCR), also known as Double Stimulus Impair-

ment Scale method or Di↵erential Mean Opinion Score (DMOS), requires that

the test video sequences being presented to each sample user in pair: a first stim-

ulus used as reference, and a second one as the e↵ective stimulus to be evaluated.

The reference and the test stimulus can be presented at the sample user at the

same time with the usage of two monitors or with a synchronized doubled pre-

sentation on the same visual device. Even in this case, a five-level category scale

is provided:

1. Very annoying;

2. Annoying;

3. Slightly annoying;

4. Perceptible but not annoying;

5. Imperceptible.

The DCR method is used in the cases when testing the fidelity of transmission

with respect to the source signal is needed.

• the Pair Comparison method (PC), implies that the test sequences are presented

in pairs (as for the DCR method) but in this case there is no reference stimulus.

In particular, given n systems under tests (A,B,C,etc.), PC method demands

that the systems can be combined in all the possible n(n � 1) combinations,

and each test pair can be evaluated in all the possible order (that is, AB and

BA). The sample user is asked to express an assessment on which element in the

test pair has been preferred. With respect to DCR, the PC method has higher

discriminatory power, which is an important feature in the case of several systems

under test are nearly equal in quality.

Other than defining di↵erent testing methodologies, the ITU recommendation pro-

vides useful hints to the experimenter about the testing conditions to be ensured to the

sample user for making the evaluation reliable [69]. Importantly, it recommends the

experimental session being divided into a training session and one or more evaluation

sessions. During the training session, the user is presented all the instructions for car-

rying out the experimentation and is let to familiarize with the testbed. Moreover, the
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evaluation session can be no longer than 30 mins, for the purposes of mitigating both

the recency and the forgiveness e↵ect.

The recommendation also recommends that the number of sample users required for

a subjective video quality study being between 4 and 40 subjects, suggesting a number

of at least 15 users. Furthermore, the sample users should should not be experienced

assessors or present conflict of interest in the picture quality evaluation field, because

of their judgement can be not impartial.

Finally, an evaluation methodology that is gaining momentum is the crowdsourc-

ing, mostly used by commercial platforms [70]. Crowdsourcing quality evaluation uses

statistical methods allowing the experimenter to poll the viewers to express subjective

quality evaluations at the end of a user streaming session, rather than taking part of a

laboratory test [70]. This method allows much more data samples to be obtained than

a normal laboratory test, at much lower cost. Nevertheless, the validity and reliability

of the data samples has to be taken into account.

1.4.2 Objective QoE metrics

The goal of a objective quality assessment algorithm is to provide an objective quality

measurement of the image that is consistent with subjective human evaluation, thus

trying to mimic the Human Visual System (HVS) [71]. On the one hand, the subjective

quality assessment methods are costly and time-consuming, albeit yielding accurate re-

sults [72]. On the other hand, objective quality assessment metrics, relying on measures

and analysis of the video signal, are a better choice in the cases of a real-time quality

evaluation is necessary.

A general taxonomy of the objective quality assessment algorithms is divided into

the following categories [73] [74]:

• Full-reference: requires the complete a-priori knowledge of the reference image,

thus allowing a full comparison between the distorted image and the reference

image;

• No-reference: the assessment of image distortion must be made without any kind

of reference inherent in the uncorrupted image.

In general, no-reference objective algorithms are fast and usually employed in real-

time deployments, for instance at capture-time, but their accuracy is quitly low [75].
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On the other hand, full-reference objective algorithms, even though requiring both

the reference and the degraded video content, produce better quality evaluations. In-

deed, many objective quality assessment metrics have been developed in the scientific

literature over the years, some of them leveraging di↵erent definitions of visual quality.

In the following a brief State-of-the-Art of full-reference algorithms for the quality

assessment will be provided, which have been of great interest in my research activities.

First attempts to evaluate the image/video fidelity [74] were essentially based on the

Mean Square Error (MSE) calculation [76], as in the case of the PSNR quality metric

[77]. Given an image having resolution H ⇥W and defined MSE = 1
HW

P
i,j
(x(i, j)�

y(i, j))2, the PSNR is simply derived as:

PSNRdB = 10 log10
S
2

MSE
(1.1)

The PSNR metric is generally recognized to work well in discriminating minute

distortions [78]. Nevertheless, the PSNR quality metric does not perform very well in

matching the visual quality [68] [79]. Then, great e↵ort has been gone for designing

better visual quality metrics that take advantage of known characteristics of the HVS

[80] [74].

A further advancement into the quality assessment research field was the SSIM

metric [1]. In this work, based on the insight that image distortion is highly correlated

to the structural information from the user Field of View (FoV), the authors constructed

a quality metric for measuring the structural changes in images. Figure 1.10 shows the

block diagram for extracting the SSIM quality index.

In Figure 1.10, signal x and signal y are respectively the reference and the distorted

images. The SSIM assessment index is then calculated as:

SSIM(x, y) = [l(x, y)]↵[c(x, y)]� [s(x, y)]� (1.2)

where l(x, y) =, c(x, y) and s(x, y) are indexes comparing respectively the local

luminance, the local contrast and the structural information, and ↵,�, � are weighting

parameters. The luminance, contrast and structural information are then expressed by

the weber’s law [81]

l(x, y) =
2(1 +R)

1 + (1 +R)2 + C1
µ2
x

(1.3)
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Figure 1.10: Diagram of the SSIM measurement system [1].

c(x, y) =
2�x�y + C2

�2
x + �2

y + C2
(1.4)

s(x, y) =
�xy + C3

�x�y + C3
(1.5)

where R is the relative luminance, C1, C2, C3 are constants of integration, µ,� are

the mean and the standard deviation values for the considered signal. By assuming

↵ = � = � = 1 and C3 =
C2
2 , then the SSIM metric can be formulated as:

SSIM(x, y) =
(2µxµy + C1)(�x�y + C2)

(µ2
x + µ2

y + C1)(�2
x + �2

y + C2)
(1.6)

The SSIM as derived before is a single-scale method. In order to facilitate its use

in multi-resolution applications (such as, for instance, in MBR streaming), the authors

proposed the Multi-Scale SSIM (MS-SSIM) [82]. Considering j = 1...M the di↵erent

possible resolutions, MS-SSIM is defined as in the following:

MS � SSIM(x, y) = [lM (x, y)]↵M

MY

j=1

[c(jx, y)]
�j [sj(x, y)]

�j (1.7)

Due to the versatility of its definition, the SSIM can be easily extended for taking

into account di↵erent aspects of the visual signal [83] [84] [85] [86].
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It is worth to remark here that PSNR- and SSIM-based quality metrics deal homo-

geneously with di↵erent kind of image distortions, assumption that has been demon-

strated not to match with the HVS [87] [88]. Relying on the hypothesis that HVS

performs multiple strategies when determining quality, in [87] the authors conceived

two visual quality strategies: a detection-based strategy for high-fidelity images and

an appearance-based for low-fidelity images. In [77], a distortion model, coherent with

the HVS, was provided by decoupling the psychovisual e↵ects of frequency distortion

and noise injection. Following this principle, in [89] the degraded image is explicitly

modeled as the combination of three components: the reference image, a linear detail

loss and an additive noise impairment. The final visual quality evaluation metric is

obtained by combining two di↵erent indexes: the Detail Loss Measure (DLM), which

computes the loss of useful information of the test image with respect to the reference;

and the Additive Impairments Measure (AIM), taking into account for information not

present in the reference image, such as blurring or blocking artifacts that are commonly

raised from the encoding process [89].

Even though promising, all of these evaluation techniques require a thoroughly

knowledge of the HVS for extracting its behavioral model. By observing that all the

aforementioned quality indexes works well in specific situations, the authors in [90]

proposed to use machine-learning algorithms for fusing di↵erent quality metrics into

a single index. Di↵erent machine learning algorithms were tested [91], with the SVM

showing the best performances.

In summary, the quality assessment algorithm is divided in two phases: a training

phase, aiming at obtaining the perceptual model associated to a given video dataset;

and a testing phase, where the obtained model is used for the real video quality as-

sessment. The training phase proceeds as follows: some elementary quality metrics are

considered, and the relative score are computed on the training video dataset; then,

each elementary score is normalized to match in the [0, 1]; the final evaluation quality

metric is computed as the non-linear combination (with weighting coe�cients) of the

elementary scores; the weighting coe�cients are the outcomes of a regressor algorithm

(e.g. the SVM) by using the DMOS scores associated with the training video dataset.

After the training phase, both the reference and the distorted videos are analysed

for retrieving the set of elementary metrics as done in the training phase. Then, the

weighting coe�cients obtained during the training phases are then used for computing
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the video quality assessment. The initial algorithm has been deeply extended in the

VMAF quality metric released by Netflix1 and adopted in several of its commercial

products [92] [93] [94].

The VMAF quality assessment algorithm has shown higher accuracy than con-

ventional metrics [95] [96] [97], thus is currently considered as the State-of-the-Art

algorithm in the quality evaluation research field [98] [99] [100].

1.4.2.1 A digression about the SVM algorithm

As evident, the core of the VMAF quality metric is the SVM algorithm, able at extract-

ing the perceptual quality model. Thus, in order to make clearer how VMAF metric

works, a brief description of the SVM algorithm is provided in the following.

Given the training set (xi, yi), i = 1...M , with xi 2 R
n
, yi 2 R being respectively

the features set and the ground truth values, the SVM algorithm task is to find the

vector w 2 R
n which satisfies the following convex optimization problem [101] [102]

[103]:

minimize
1

2
||w||22

s.t. ||f(xi)� yi||1  ✏, 8i = 1...M
(1.8)

where f(xi) = wTxi+b is an a�ne function of the given vectors xi and ✏ � 0 is the

approximation error. It is worth to remark here that || • ||1 and || • ||2 are respectively

the l1 and the l2 norms.

For coping with unfeasible constraints, it is possible to introduce two slacks variables

si � 0, ŝi � 0. Then, the aforementioned problem 1.8 can be rewritten as:

minimize si�0,ŝi�0
1

2
||w||22 + C

MX

i=1

(si + ŝi)

s.t. yi  f(xi) + ✏+ si

yi � f(xi)� ✏� ŝi, 8i = 1...M

(1.9)

1Code available at https://github.com/Netflix/vmaf
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where C > 0 is the penalty term of the error term [104]. Then, writing the La-

grangian:

L =
1

2
||w||22+C

MX

i=1

(si+ŝi)+
MX

i=1

ai(yi�wTxi�b�✏�si)+
MX

i=1

âi(�yi+wTxi+b�✏�ŝi)

(1.10)

where ai, âi are the lagrangian multipliers, it is possible to go through a simpler

problem formulation by means of the Lagrangian dual problem [101]:

maximize ai�0,âi�0 � 1

2

MX

i=1

MX

j=1

(ai � âi)(aj � âj)xixj

� ✏

MX

i=1

(ai + âi) +
MX

i=1

(ai � âi)yi

s.t.
MX

i=1

(ai � âi) = 0

âi  C, 8i = 1...M

(1.11)

After solving 1.11, it is possible to apply the Karush-Kuhn-Tucker (KKT) optimality

conditions [101]:

ai(✏+ si +wTxi + b� yi) =0

âi(✏+ ŝi �wTxi � b+ yi) =0

si(C � ai) =0

ŝi(C � âi) =0

(1.12)

which allow to express b in the form:

b =

(
yi � ✏�wTxi 0 < ai < C,

yi + ✏�wTxi 0 < âi < C.
(1.13)

Finally, the final solution of the primal problem can be found as:

w̄ =
MX

i=1

(ai � âi)xi

f(x) = w̄Txi + b =
MX

i=1

(âi � ai)x
T
i x+ b

(1.14)
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Then, the obtained weight w̄ is the best coe�cient which linearly approximates the

given set (xi, yi), i = 1...M . In the case of (xi, yi), i = 1...M is a non linearly dependent

set, it is possible to consider a proper feature-space transformation � such that f(x) =

wT
�(x)+ b is an a�ne function in x. Thus it results that w̄ =

P
M

i=1(ai� âi)�(x) and:

f(x) =
MX

i=1

(âi � ai)�(xi)
T
�(x) + b =

MX

i=1

(âi � ai)Ker(xi,x) + b (1.15)

where Ker(xi,x) = �(xi)T�(x) is a kernel function. Then, exploiting the Marcel’s

theorem [105], is it possible to use some proper kernel functions without the exact

knowledge of the � function. Generally, there are some widely used kernel functions:

• Linear: Ker(xi,xj) = xT

i xj ;

• Polynomial: Ker(xi,xj) = (�xT

i xj + r)d,� > 0;

• Radial Basis Function (RBF): Ker(xi,xj) = exp��||xi�xj ||22 ,� > 0;

• Sigmoid: Ker(xi,xj) = tanh(�xT

i xj + r),� > 0;

with �, r, d kernel parameter to be tuned properly.

1.5 Technologies for Immersive Video Streaming

Internet media delivery has evolved from being a fragmented ecosystem populated with

many non-interoperable technologies to a very mature and standardized field at the base

of popular on-line services such as YouTube, Netflix, etc. A fundamental feature, which

has contributed to making video streaming delivery systems successful, is the possibil-

ity to adapt in real-time to end-to-end network bandwidth variations by dynamically

switching between several representations of the same video content encoded at dif-

ferent bitrates. As thoroughly analysed in Section 1.3, such a feature is implemented

by ABR algorithms. Compared to classical 2D adaptive video streaming, immersive

videos add several dimensions to the adaptation, thus requiring new algorithms and

software components to be designed. Immersive videos add several dimensions to the

classical 2D videos and allow user to explore a scene from di↵erent point of views, en-

hancing the overall viewing experience. A further evolution of such systems is required

to stream immersive video content which comprise three Degrees of Freedom (3-DoF)

OVs, or 360 videos, and volumetric content, or six Degrees of Freedom (6-DoF) videos.

Specifically, Omnidirectional Video (OV), also known as 360, immersive or panoramic
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video, is a video format that enable the viewer to freely explore the entire recorded

environment. The OVs are produced by capturing a scene in all directions simultane-

ously with a bunch of video cameras [7]. As illustrated in Figure 1.11, each incoming

video stream demands being stitched [106] together in such a way to recompose the

entire 360 panorama.

Figure 1.11: Stitching process of 360 panorama.

Courtesy of http://www.kscottz.com/fish-eye-lens-dewarping-and-panorama-stiching/

The typical way a viewer can interact with the OV is through an HMD: in this

way, the user will be able to freely explore the video moving his/her head in various

directions. An industrial list of customer HMDs includes Samsung Gear VR 1, Oculus

Rift 2, HTC VIVE 3, Google Cardboard 4, Google Daydream 5, and PlayStation VR 6.

1http://www.samsung.com/global/galaxy/gear-vr
2http://www.oculus.com/rift/
3https://www.vive.com/
4https://www.google.com/get/cardboard/
5https://www.google.com/get/daydream/
6https://www.playstation.com/en-ca/explore/playstation-vr/
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Moreover, HMD can be standalone/mobile, i.e. the computational engine is embedded

into the HMD itself, thus allowing complete freedom of movement; or tethered, that

requires a external computational device (such as a PC) linked by wires [40].

By the way, a even less typical way of enjoying OVs is by means of the flat screen

of a workstation or a smartphone, then the user can interact with the immersive video

by using, respectively, the mouse (even keystrokes) or the touchscreen.

In any case, common experience suggests that the human FoV is limited. The

technological outstanding is that common VR players show only a limited portion of

the OV content to the viewer. This portion, named viewport, reaches approximately

100 degrees on the most modern HMD 1.

One of today’s industrial challenges for VR device manufacturers is to be able to

increase the viewing angle o↵ered by their devices in an attempt to approach wider

FoVs. A further challenge for manufacturers lies in the need to provide screens with

higher resolution: the display sizes joined with the distances eye-display involved in

a typical HMD would demand a pixel density in the order of a thousand pixel per

inch (ppi) for making pixels indistinguishable [107]. Such an example, Oculus Rift

is equipped with a 7 inches display positioned approximately at 3 inches from eye,

reaching near 600 ppi [108]. However, resolution is a constrained resource on VR

devices: maximum decoding capability is limited to 4K on most modern HMDs [109].

Anyway, streaming high QoE OV requires even higher video resolution (i.e., larger

than 4K), asking for higher network bandwidth. In particular, to quantify the impact

of the last issue, in [60] authors show that streaming a 360 video requires a network

bandwidth of about 400 Mbps to deliver a video quality similar to that of a fullHD res-

olution 2D video. Enable the optimal fruition of 360 video is a particularly challenging

task, due to the joint higher QoE / higher bandwidth requirements.

Therefore, great scientific e↵ort has been spent aiming at optimizing OV content

production. In the following sections, an extensive State-of-the-Art on the OV con-

tent production will be provided. Moreover, further optimization techniques will be

introduced.

1https://virtualrealitytimes.com/2017/03/06/chart-fov-field-of-view-vr-headsets/
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1.5.1 OV projection formats

Even thought OV is spherical and therefore 3D by nature (in the sense that it is origi-

nally filmed through a number of cameras oriented in di↵erent directions to cover the

entire 360 view), it must necessarily be mapped on a 2D plane to make them com-

patible with traditional encoders and decoders. By the way, standard video encoders

were conceived for 2D contents: motion estimation and compensation algorithms were

designed for traslational movements on rectangular blocks, thus are not optimized for

compressing spherical videos [110]. During the years, a vast literature of sphere-to-plane

mappings has been supplied striving for optimizing the encoding of OV in 2D. A tax-

onomy having accademic acceptance [111] [112] [2] classifies the various sphere-to-plane

techniques into essentially two di↵erent categories:

1. Uniform Quality or Viewport independent mappings;

2. Variable Quality or Viewport dependent mappings.

In this section a description of the main sphere-to-plane mapping techniques pro-

posed in literature for the projection of OV is provided, arguing for each of them the

most potentially interesting features and drawbacks.

1.5.1.1 Viewport independent mappings

The key point of this kind of sphere-to-plane mapping is that the visual quality is

uniform for all the projected panorama. In other terms, there is no particular direction

pointing to a region of the 360 panorama having higher quality with respect to the

others. The most commonly used viewport independent sphere-to-plane mappings are:

• Equirectangular Projection (ERP)

The ERP format derives from cartographical techniques to generate 2D world

maps. Figure 1.12 illustrates in a nutshell the process used to map a 360 scene

in ERP format.

As shown in Figure 1.12, ERP aims at unfolding the spherical surface to a rect-

angular plane. To the purpose, the generic position of a point on the spherical

surface is expressed by the angular coordinates (✓,�), respectively equal to alti-

tude and azimuth, with ✓ 2 [�⇡,⇡] and � 2 [�⇡/2,⇡/2]. Then, the rectangular

video frame is constructed by assuming the following equality (x, y) = (✓,�). The
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Figure 1.12: ERP sphere-to-plane mapping

equality between spherical and linear coordinates induces ERP videos to have an

aspect ratio of 2:1.

Figure 1.13: Omnidirectional scene in ERP format [2].

Requiring minimal modification to existing 360 cameras, the ERP is by far the

most common projection format for immersive videos [112]. Figure 1.13 shows

the shot of a 360 scene. As put in evidence in Figure 1.13, the unfolding process

leads to redundant pixels, especially at the pole areas [2], resulting in a highly

distorted video. Moreover, encoding process of such over-sampled areas generates

a significant waste of bitrate [111].

A slightly variant is the Equi Angular Projection (EAP) [113], which is depicted

in Figure 1.14. EAP attempts to smoothly reduce the sampling rate in the y
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Figure 1.14: Omnidirectional scene in EAP format [2]. Please note as straight lines are

curved.

coordinate by multiplying cos(✓). Nevertheless, the non-linear transformation

function increases the shape distortion [2]: glaring at Figure 1.14 is possible to

note how EAP mapping transforms straight lines into curved lines. As stated in

Section 1.5.1, this issue lowers the performances in standard encoding pipeline,

resulting in image quality degradation [110].

• Cubemap Projection (CMP)

Known as skybox, the CMP format has been extensively employed for texturing

background in computer graphic applications [114]. Figure 1.15 summarizes the

pipeline used for producing OVs in CMP format.

As pointed out in Figure 1.15, the CMP requires the spherical surface being

projected onto the surface a cube, then each face of the cube is unwrapped

and rearranged in a rectangular layout. Cube face rearrangement process raises

discontinuities near the edges of the faces, causing losses of e�ciency in terms of

compression [115]. For the purpose of reducing this encoding ine�ciencies, Joint

Video Experts Team (JVET) recommends the use of a specific layout, as shown

in Figure 1.16.

Compared with ERP, CMP presents a more uniform pixel distribution, attenu-
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Figure 1.15: Pipeline for generating OV contents in CMP format.
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Figure 1.16: JVET CMP layout.
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ating the oversampling issue at pole areas. Indeed, CMP needs the 25% of pixel

lesser than ERP at the same visual quality, resulting in lower bitrate require-

ments [116]. For this reason, leading internet companies such as Facebook and

Google are currently adopting this approach into their 360 products 1.

Nevertheless, discontinuities at face boundaries cannot be removed at all, causing

artifacts during the rendering process [117]. A commonly adopted solution to

this problem is to add extra pixels to the borders 2, increasing the final bitrate.

Another drawback is the oversampling problem inside face edges [118].

• Patch-based projection

The main drawback of the CMP sphere-to-plane mapping is that it introduces

oversampling within the cube faces [118]. Figure 1.17 illustrates a two-dimensional

view of the CMP sphere-to-map process.

d

d

d

d

d

d

d

d

d

d

Figure 1.17: Two-dimensional illustration of the CMP projection process

As made clear in Figure 1.17, equal areas on the cube face correspond to di↵erent

dihedral angles, decreasing towards face boundaries. In an e↵ort for solving this

issue, a possible solution analyzed in literature was to take advantage from using

more complex polyedra having a greater number of faces - named as patches in

1https://www.youtube.com/watch?v=hNAbQYU0wpg
2http://paulbourke.net/miscellaneous/cubemaps/
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[2] - in such a way to reduce the introduced projecting distortion. Leveraging

this idea, the author in [119] proposes the Rhombic Dodecahedron layout. Figure

1.18 depicts the conceived sphere-to-plane workflow.

Figure 1.18: Rhombic Dodecahedron video projection workflow.

As detailed in Figure 1.18, the spherical surface is mapped onto a rhombus do-

decahedron before being splitted and rearranged into a 3 x 4 rectangle. Each

dodecahedron side is accurately rearranged to keep the number of edge discon-

tinuity at minimum. In the following research activity [120] [121] [122] di↵erent

experts have proposed various polyhedrons and layouts in order to find the best

trade-o↵ between number of patches (which lowers the bitrate requirements due

to oversampling) and number of discontinuous edges (which degrades the result-

ing visual quality).

Similar works [118] [123], carried out respectively by Google and Qualcomm Inc.,

explore a di↵erent approach that allows to solve the oversampling problem in

CMP avoiding to increase the edge discontinuities.

The proposed techniques, named Equi Angular Cubemap (EAC) in [118] and

Adjusted Cubemap Projection (ACP) in [123], address such a problem by adding

a nonlinear transformation in cascade to the usual CMP projection. Figure 1.19

shows a graph representing the distortion between two faces in CMP.

Going into details, Figure 1.19 plots the first derivative of the sampling rate

between the angular values [0, 1] in radians. Orange, green and blue lines repre-

sent respectively the distortion measured after CMP projection, the linearizing

function added and the final result.

• Segmented Sphere Projection (SSP) and Barrel layout

It’s another class of sphere-to-map mappings. Basically, the SSP aims at avoid-
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Figure 1.19: EAC/ACP linearizing function.

ing the oversampling problem in ERP by segmenting the projected sphere into

di↵erent horizontal stripes, then resizing them accordingly striving for keeping

the sampling rate across the stripes uniform [124]. Di↵erent stripes number are

allowed to reach the desired sample rate [125]. Figure 1.20 summarizes the de-

scribed approach with 5 stripes.

Figure 1.20: Segmentation approach.

The author in [125] further enhanced the ERP segmentation scheme into the

JVET proposal [126]. As shown in Figure 1.21, JVET recommends to divide the

sphere into three stripes to keep the number of discontinuity edges at minimum,

jointly with the usage of the vertical layout for the sake of reducing the line
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bu↵er.

Figure 1.21: The SSP mapping proposed by JVET.

A further enhancement has been proposed by Facebook in [3] with the barrel

layout. As shown in Figure 1.22, the barrel layout consists into manipulating the

standard ERP in such a way to produce a pseudo-cylindrical projection. This

is obtained by cropping an area of around 25% from the top and the bottom

of the ERP video. The central area is vertically stretched to increase the pixel

density with the aim for increasing the visual quality within areas having higher

probability to be seen by viewers [3]. The top and bottom areas are reprojected

to form the up and down sides of a cylinder.

1.5.1.2 Viewport dependent mappings

The idea behind viewport dependent techniques is to allocate more pixels to the regions

of the OV most relevant for the viewer (i.e. the viewport), thus enhancing the quality for

a specific FoV in the 360 panorama. Rendering of such a OV at client requires the able

to switch between several versions of the same content, each of them showing higher

quality for a specific viewing direction [2]. Examples of viewport dependent mapping

are:

37



1. THE IMMERSIVE STREAMING TECHNOLOGY

Figure 1.22: Barrel layout of a 360 video [3].

• Pyramid projection

The Facebook Pyramid projection [4] was the pioneering work which raised inter-

est on the viewport dependent sphere-to-plane techniques. Figure 1.23 illustrates

the pipeline used for producing OV content with the Pyramid projection.

Based on the same premises of the patch-based techniques, the idea was to project

the sphere on a regular pyramid - a polihedron formed by a square base and the

apex directly above the centroid of the base, as shown in Figure 1.23. Then, the

pyramid is unfolded and its sides rearranged in a rectangular layout as usual in

patch-based methods. The square base - possessing the greatest amount of pixels

in the projected rectangle - will correspond to the viewport, while the regions

outside viewport will be mapped on the triangular sides, progressively reserving

fewer pixels when moving away from it. In this way, only the viewport will

encompass a full resolution video content, reducing the bitrate requirement by

80% respect to ERP [4]. Nevertheless, several versions of the same 360 scene

need to be produced in order to enact users for switching between the various

high quality viewports. In [4], Facebook engineers propose to cover the panorama

with 30 di↵erent viewing direction, skipped by 30 degree.

The main limits of the Pyramid projection sphere-to-plane mapping are both

implementation and performance. First of all the quality drops quickly when the

user moves out of the high quality area [111]. Furthermore, hardware devices

such as CPUs and GPUs do not provide support for the Pyramid Projection,
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Figure 1.23: Pyramid projection video production pipeline [4].

making the decoding and the rendering phases computationally expensive [111].

• O↵set-cubemap projection

It is a variant of CMP that introduces an o↵set to the camera that consequently

determines a variable quality mapping [127]. Figure 1.24 allows to easily compare

the techniques, shown respectively CMP on the left side and O↵set Cubemap on

the right side.

As depicted in Figure 1.24, the viewer is moved back from the center of the cube,

thus having a larger FoV in the front direction and a smaller FoV in the opposite

direction. After projection, the e↵ect is that more pixels are allocated for the

front direction. At play time, the o↵set is removed and such a video content

is rendered as a standard CMP. The overall result is that the visual quality is

emphasized in the front direction [127]. Moreover, being essentially a CMP map,

the O↵set Cubemap has not any additional computational cost.

It is worth noting here that o↵set-cubemap technique is considered the State-of-

the-Art in viewport dependent techniques [5].
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offset

Figure 1.24: O↵set Cubemap Projection [5].

1.5.2 Tiled Streaming

Nowadays, we are witnessing to the increasing demand for innovative video applications

- for instance, interactive pan and zoom features on classical 2D videos, or Immersive

and Extended Reality applications - being streamed online. The provisioning of such

video applications require the usage of ultra-high resolution video (e.g. 4K, 8K and

beyond). However, the streaming of such high resolution videos raises problems due to

higher bandwidth requirements [60]. Also, limited hardware capabilities on constrained

mobile devices may be unable to handle such ultra-high resolutions. In an e↵ort to re-

duce such issues, the academic and industrial research has proposed the tiled streaming

approach, in combination with the usage of common MBR techniques.

Tiled streaming - often referred as Tiling or RoI-based streaming - is a technique

enabling spatial partitioning of a video into independently decodable video streams

[128]. Such spatial partitioning consists of a regular MxN grid being applied to each

frame of the entire video, where M is the number of columns and N is the number

of rows. The traditional monolithic video encoding corresponds to a 1x1 tile grid. As

depicted in Figure 1.25, players are allowed to download the specific tile set according

to user RoI.
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Figure 1.25: Example diagram of the Tiled Streaming approach.

The tiled streaming objective is to add interactivity to video players, making them

able to maximize the quality of the reconstructed RoI and minimize the total bandwidth

claimed by the fetched tiles.

In order to produce independently decodable video contents, no dependency be-

tween tiles is required: the result is that the client needs an ad-hoc algorithm to manage

temporal synchronization between tiles and global encoding rate. Another limitation

is that tiling encoding e�ciency decreases when the number of tiles increases [129]. Fi-

nally, when sudden changes of the viewpoint occur, video segments of new tiles should

be quickly downloaded and rebu↵ering events might occur in the case those segments

are not downloaded fast enough.

Tipically, tiling is performed within an MBR scheme, where video contents at lower

resolutions can help to reduce the encoding ine�ciency introduced with tiled content.

If a tile at lower resolution is small enough (such in the case of thumbnails), the bitrate

overhead associated with an higher resolution layer could be a↵ordable. Moreover,

the multi-resolution tiling scheme allows to increase the perceived quality in scenarios

where a user-defined zooming factor is used.

This promising approach has attracted a lot of research interest: various internet

standards has been extended in such a way for making them able to stream tiled content.

DASH SRD feature of the second amendment of DASH standard [130] was specifically

designed for providing such a technique. The feature extends the MPD allowing to

describe the spatial relationships between associated tiles composing the video content.
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This enables the DASH client to select and retrieve only those video streams at those

resolutions that are relevant to the user experience.

Moreover, also MPEG HEVC was conceived with tiling in mind. Tiling technique

is exploited here for enabling parallel decoding with single decoder instance. Finally,

MPEG OMAF enables the delivering of tiled OV contents in an optimized way.

1.5.2.1 MPEG DASH Spatial Relationship Description

Obeying the design principles as DASH, the SRD feature allows to specify the spatial

information related to a set of multimedia contents. DASH clients uses this spatial

information to determine the best set of media contents to fetch for providing a specific

QoE to the viewer or to provide user interactions.

In SRD, each entire video content is described as a grid of video tiles. The reference

space of such tile grid is given as a 2D coordinate system. The position of each tile

in the tile grid is expressed by means of the common x, y, width, height attributes,

respectively the x, y coordinates of the top-left corner, the width and the height of the

described tile. It should be emphasized here that the coordinate system is completely

arbitrary and not coincide with the rendering coordinate system. In this way, complex

spatial relationships can be easily described. On the one hand, explicit grid positioning

(e.g. placing media in an NxM grid) is fully supported. On the other hand, the one-

to-one positioning with directions allows overlapping tiles. This feature is particularly

useful in Immersive streaming [7] [131]. However, SRD is codec-agnostic and allows to

specify the spatial relationship for any kind of multimedia contents. Both spatial video

and audio are supported [132].

In the course of the standardization e↵ort, SRD was designed to provide a flexible

instrument for describing spatial relationship between any kind of media. In partic-

ular, the SRD standard describes how multimedia contents spatially relate to each

other, without specifying how a player shall use this information. In this way di↵erent

composition and adaptation logics can be implemented at client-side, based on user

behaviours or device characteristics. Such an example, given an MPD describing two

spatially related videos, a player (possibly running on an HMD) may decide to ren-

der both videos while another player (running on desktop) could decide to play them

sequentially. Furthermore, SRD describes the spatial relationship between di↵erent

media contents from a content-creator perspective. The di↵erent tiles composing the
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video grid may originate from the single camera shooting the entire scene, which is then

splitted into several video tracks, or there may be the composition of multiple cameras

each shooting a di↵erent part of the scene.

SRD Syntax

As stated in the previous Section, SRD extends the DASH standard allowing to

specify the spatial relationship between any kind of multimedia contents. The spatial

relationship is encoded in the MPD Manifest leveraging the Essential Property and

Supplemental Property generic descriptors. Figure 1.26 shows an extract from a MPD

Manifest describing two video tracks. Some attributes and elements have been omitted

for brevity.

<Period>
<AdaptationSet>

<EssentialProperty schemeIdUri="urn:mpeg:dash:srd:2014" 
value="0,0,0,5760,3240,5760,3240"/>

<Role schemeIdUri="urn:mpeg:dash:role:2011" value= "main"/>
<Representation id="1" width="3840" height="2160" ...>

<BaseURL>full.mp4</BaseURL>
</Representation>

</AdaptationSet>
<AdaptationSet>

<SupplementalProperty schemeIdUri="urn:mpeg:dash:srd:2014" 
value="0,1920,1080,1920,1080,5760,3240"/>

<Role schemeIdUri="urn:mpeg:dash:role:2011" value= "supplementary"/>
<Representation id="2" width="1920" height="1080" ...>

<BaseURL>part.mp4</BaseURL>
</Representation>

</AdaptationSet>
…
…
…

</Period> 

Figure 1.26: A sketch of the MPD extended by SRD.

As depicted in Figure 1.26, these descriptors are formed by a key-value pair, re-

spectively the @schemeIdUri and the @value attribute. @schemeIdUri must contain a

URI that specify the syntax and the semantics expressed within the @value attribute;

@value contains a formatted string following the specification of the given URI.

In case of SRD, the @schemeIdUri is urn:mpeg:dash:srd:2014 and the @value is for-

matted as a Comma-Separated Values (CSV) list containing the following parameters:
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• source id, defines the system coordinate in use;

• object x, states the x-axis coordinate of the top-left corner for the associated tile;

• object y, states the y-axis coordinate of the top-left corner for the associated tile;

• object width, specifies the width of the associated tile;

• object height, specifies the height of the associated tile;

• total width, specifies the maximum extent for the system coordinate along the

x-axis. The summation of object x and object width must be less than this value

for each tile;

• total height, specifies the maximum extent for the system coordinate along the

y-axis. The summation of object y and object height must be less than this value

for each tile;

• spatial set id, identifies the multimedia content set.

Each of this parameter is represented as a decimal non-negative integer. The first

five parameters (i.e. source id, object x, object y, object width, and object height) are

mandatory in the @value field of each descriptor, while total width and total heigth

must be present in at least one of the descriptors associated with a given source id

spatial set id is optional.

Moreover, the SRD specification contemplates di↵erent use cases associated with

the Essential Property and Supplemental Property elements. Specifically, DASH clients

are allowed to discard the multimedia content associated with the Essential Property

element if @schemeIdUri is not correctly recognized. On the contrary, DASH clients

can further process multimedia contents associated with the Supplemental Property,

even in the case of the @schemeIdUri is not correctly handled. In this way, content

creators are enabled to deliver multimedia contents even if SRD is not fully supported

by client without disrupting the streaming service. This feature is particularly useful

in the case of streaming service has to be guaranteed to both legacy and SRD-aware

DASH clients.

1.5.2.2 MPEG HEVC Motion Constrained Tile Set

As thoroughly discussed in Section 1.3.4, HEVC was designed to provide advanced

encoding features for higher parallelism and better resulting compression. In partic-

ular, the Tiles feature allows the frames composing a video to be spatially divided
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into rectangular regions, where both intra-picture and entropy decoding prediction de-

pendencies across tile boundaries within the same picture are constrained [66]. This

enables each tile in the reference picture to be decoded in independent fashion. How-

ever, inter-prediction dependencies are not constrained with respect to tile boundaries,

i.e. a particular tile in a non-reference picture could requires data belonging to di↵erent

tiles in the reference picture. This can hinder the implementation of tiled streaming

approaches based on RoIs [133]. For the purposes to meet the needs of emerging RoI-

based techniques, the MPEG video experts proposed an amendment [134] to the original

HEVC standard, introducing the concept of Motion Constrained Tile Set (MCTS).

A MCTS is a set of tiles, in the reference and in the subsequent pictures, for which

the inter-prediction process can be performed only with picture data belonging to the

set of tiles itself [134], i.e. the inter-prediction is disabled across the boundaries of

the specific set of tiles. In particular, the MCTS amendment to the HEVC standard

[134] provides the syntax element to enable the signalling the presence of one or more

MCTSs directly into the bitstream.

In this way a HEVC decoder can correctly decode a specified MCTS without the

need of decoding the entire video content [133]. In simple words, a MCTS represents

a fully independent decodable spatial partitioning, which exactly matches with the

definition given in 1.5.2. Indeed, this is an evaluable feature commonly exploited by

advanced viewport-dependent techniques [135] [136] [137] [138] [139],

1.6 A standard for Virtual Reality: MPEG Omnidirec-

tional MediA Format

As stated in Section 1.5, the industrial interest on emerging VR and AR applications is

steadily growing. This increased interest has led several non-interoperable VR platform

to be developed and deployed. This aspect is particularly noticeable into the research

field of projection formats, where di↵erent solutions have been proposed and used, as

discussed in 1.5.1. In a e↵ort for solving this issue, the MPEG has recently started

the development of a standard specifically designed for VR applications. This stan-

dard, called OMAF [140] is the first standard specifically designed to enable Immersive

video applications over the web. To this end, OMAF extends well-established inter-

national standards such as DASH and ISOBMFF. Even if OMAF is able to manage
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di↵erent kind of media - video, audio, and timed text are supported herein - the main

contribution was on the definition of a standardized format to deliver OV contents.

The actual revision of OMAF standard [140] supports Immersive applications with

3-DoF - yaw, pitch and roll orientation - but is planned to provide support for 6-DoF

within future versions. Going into detail, OMAF assumes that the OV is textured on

the inside surface of a sphere with the viewer collocated at the center. Multiple media

contents which have to be presented to the user at the same time share a right-handed

global coordinate system and an initial viewing orientation. Additionally, each media

can define specific local coordinates. The yaw, pitch, and roll rotational coordinate

- stored in dedicated OMAF metadata - are used to define the position of the local

coordinate system with respect to the global coordinate system. The design choice to

use both global and local independent coordinate systems could be useful for facilitating

the stitching operation between tiles, thus improving the resulting perceived picture

quality.

Furthermore, OMAF allows signalling information about the projection format used

to map OV contents. The first draft of OMAF [140] defines the support for the most

used OV formats such as ERP, CMP and Fish Eye. Advanced video manipulation

techniques such as tiled streaming are supported through the Region Wise Packing

(RWP) feature. Such an example, stereoscopic OVs - in the form of side-by-side,

top-bottom or temporally interleaved frame - are also supported thanks to the RWP

feature. Generally, Region Wise Packing (RWP) enables the transmission of additional

metadata concerning the optional manipulation of a OV content after projection. Such

metadata contains information about the position and size of di↵erent tiles in both

projected and packed pictures, jointly with indications of the possible rotation and

mirroring applied. Additionally, a particularly useful feature provided by OMAF is the

Region Wise Quality Ranking (RWQR), through which it is possible to indicate the

visual quality relative to each tile.

OMAF defines mechanism to pack the aformentioned metadata into the common

DASH and ISOBMFF standard. The following paragraph summarizes the modifications

introduced by OMAF to the MPEG standards.
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Descriptor name Description

FramePacking element Frame packing format for Stereoscopic

OV content

PF descriptor Indicates projection format(s) in use for

that particular OV

RWPK descriptor Indicates whether RWP has been

applied

CC descriptor Content coverage

SRQR descriptor RWQR information for sphere regions

2DQR descriptor RWQR information for rectangular

regions on decoded frames

FOMV descriptor Indicates fisheye omnidirectional video.

Additionally, common twolens setups

(monoscopic 360, stereoscopic 180) can

be indicated.

Table 1.1: Additional MPD descriptors defined in OMAF

1.6.0.1 OMAF ISOBMFF and DASH extension

As anticipated in the previous section, OMAF standard aims at enabling the streaming

for OV contents over the internet. Streaming OVs require, on the one hand, mechanisms

enabling the selection of OV variant and, on the other hand, procedures needed for the

correct rendering of OV content on user screens. To this end, OMAF defines extensions

for both DASH and ISOBMFF MPEG standards. In the same way as with SRD,

OMAF specifies additional DASH descriptors to carry out information about specific

OV. Table 1.1 lists the descriptors defined for DASH [141]

Furthermore, enabling correct playing and rendering demands that information

about the OV being specified also at video container level. The ISOBMFF standard

defines the restricted video sample entry (’resv ’) type specifically for such video tracks

requiring post-processing operations after decoding, with one or more scheme types

specifying the required post-processing operations. OMAF extends the ISOBMFF resv

by defining additional scheme types that allows the management of OV contents. The

scheme types defined by OMAF are listed into Table 1.2.

In this way, information such as used projection format, rotation, mirroring, tile
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Scheme Type Description

podv Generic OV content

erpv Type scheme supporting simple ERP

OV contents with single RWP packed

region

ercm Type scheme supporting ERP and CMP

OV contents, multiple RWP packed

regions allowed

fodv Type scheme supporting fisheye OV

Table 1.2: Additional Restricted Scheme Types defined in OMAF

position and size are easily integrated into the ISOBMFF container format as metadata.

Moreover, OMAF introduces the concept of Video Profiles aiming at supporting the

streaming of OV contents. In particular, OMAF defines the following Video Profiles:

• Viewport independent 360 streaming: OV contents are streamed with uniform

visual quality;

• Viewport dependent 360 streaming: the visual quality shown by the viewport

is higher with respect to other regions of the panorama. In particular, OMAF

supports the following methods used for implementing the viewport dependent

streaming:

– Viewport-specific 360 streaming: multiple DASH Representations of the

same OV are encoded, each one with a viewing direction pointing to a

RoI having higher quality. The VR player selects the best representation

according both actual viewport and RoI;

– Tile-based viewport-dependent 360 streaming: the OV content is parti-

tioned into several tiles. The server can bundle tiles in several DASH Rep-

resentations to reduce the number of HTTP GET required. The VR player

selects the set of tiles that covers the actual viewport.

Table 1.3 shows the codec settings supported by OMAF Profiles.

On the one hand, Viewport independent streaming allows to reuse existing VR

player implementations with little modification. On the other hand, viewport dependent

enables advanced OV manipulation techniques.
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Codec

OMAF

video

Profile

Codec

Profile
Bit depth

Decoding

capacity

Scheme

types

HEVC

viewport-

independent
Main 10  10bits 4K@60Hz erpv

viewport-

dependent
Main 10  10bits 4K@60Hz erpv/ercm

AVC
viewport-

dependent

Progressive

High
8 bits 4K@30Hz erpv/ercm

Table 1.3: OMAF Video Profiles

In an attempt to support both newer and legacy devices and implementations,

OMAF allows the encoding of OVs with both HEVC and AVC video codec. Never-

theless, it is worth to remark that common AVC decoder implementations ask for a

separate decoding instance each tile, while HEVC allows the decoding of multiple tiles

with a single instance.

Indeed, as introduced in the paragraph 1.5.2.2, HEVC supports natively tiled stream-

ing through the MCTS feature. In summary, HEVC MCTS enables partitioning of a

picture into a regular grid of independently decodable tiles set by restricting encoding

operations within the same tile set in the current and the reference picture. The result

is that tiles can be removed from the bitstream without breaking decoding. In AVC,

a similar technique can be achieved with the usage of vertical slices - requiring extra

e↵ort in order to restrict the inter-prediction process within each slice - or by encoding

each tile in a separate track.

In OMAF tile-based viewport-dependent streaming, each tile is encoded as MCTS,

stored on server as HEVC-compliant sub-picture track and listed into the MPD as a

single Representation. The choice to use HEVC sub-picture tracks - marked with the

sample entry type ’hvc1’ - instead of HEVC tile tracks - sample entry type ’hvt1’ -

eases decoding with multiple instances. In this way, OV contents can be encoded with

HEVC and AVC and streamed with a single DASH MPD.

Nevertheless, single-instance decoding can be enabled through the streaming of

an additional extractor track, as defined in the second amendment of the ISOBMFF

encapsulation format [142]. An extractor track is formed by repeating the PS and slice
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header information contained in other video tracks jointly with a byte range referring to

coded video data (MCTSs or slices). Therefore, players are able to merge coded video

data into di↵erent tracks in a valid HEVC or AVC bitstream. OMAF recommends the

use on an extractor track for each distinct viewing orientation [141].

1.7 Control systems for adaptive video streaming

This thesis considers control systems adopting the stream-switching (as known as MBR

or ABR) approach. As anticipated in section 1.3, ABR is the dominant technology

today and is used by all Internet video distribution platforms. Such systems require the

server to encode the same video content into di↵erent bitrate levels (or representations),

thus forming a discrete set L = l0, l1, ..., lN�1, (li < li+1), the set of video layers. Each

video layer is then logically, or physically, divided into segments of constant duration

(typically on the order of seconds). Main task of the control algorithm is to determine

the video level to be requested at each segment download. The ultimate goal of the

control strategy is to maximize the QoE perceived by viewers.

It has been shown by several independent studies that in order to improve viewers

perceived QoE, it is necessary to pursue the following objectives (in descending order

of importance) [143] [48]:

1. avoid interruptions in playback (rebu↵ering events);

2. maximize video quality (level or bitrate);

3. minimize start-up time;

4. minimize the number of video level switches.

To achieve these requirements, the conventional approach is to jointly use two al-

gorithms:

1. an algorithm for the dynamic selection of the video level, which should ideally

match the available bandwidth;

2. a playout bu↵er controller that is used to absorb bandwidth variations and avoid

interruptions in playback.

The playout bu↵er is the portion of storage dedicated to storing the video segments

that will be played by the player. The amount of video stored in the bu↵er expressed

in seconds is called the playout bu↵er level and its instantaneous value is denoted by
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the symbol q(t). In general, based on the fluid-flow model described in [45], the bu↵er

level can be modeled as described in the following di↵erential equation:

dq(t) = fr(t)� dr(t), (1.16)

where fr(t) is the bu↵er filling rate, i.e. the frequency with which new segments are

added, while dr(t) is the draining rate, i.e. the speed with which video segments are

played by the player. If a video segment of duration dtv is downloaded in time dt and

stored in the bu↵er, the filling rate is fr(t) =
dtv

dt
. Given dD the length of the video

segment expressed in bytes, it is possible to express fr(t) as

fr(t) =
r(t)

l(t)
, (1.17)

being r(t) =
dD

dt
the download rate experienced by the player, and l(t) =

dD

dtv
the video level (expressed as bitrate) of the downloaded video segment decided by the

controller. The playout bu↵er is emptied by the player during playback: if t seconds of

video are played in time t, dr(t) is worth 1 when playing, 0 when paused.

It is therefore clear that the appropriate design of a playout bu↵er control algorithm

heavily a↵ects the reduction of the rebu↵ering events probability, hence the overall user

satisfaction.

Classical playout bu↵er control algorithms are designed by taking one of two di↵er-

ent approaches:

• Rate-based approach, in which the bu↵er is controlled based on the received rate;

• Level-based approach, in which the bu↵er is controlled based on the received

video level.

In the next paragraphs a review of the traditional methodologies used for challeng-

ing the playout control problem in adaptive streaming along with an analysis of the

particularities of playout bu↵er control in the case of immersive content streaming will

be presented.

1.7.1 Rate-based approaches

In the rate-based approaches, control over the playout bu↵er is achieved by choosing

the video level l(t) as the highest level l 2 L lower than the received rate r. These
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systems consider the end-to-end bandwidth r(t) constant during playback and equal to

r. Considering that the playout bu↵er fill rate equals to 1.17, in this case it would be

greater than 1. Thus, this approaches lead to a queue always growing, thus wasting

resources or, in the worst case, sending the bu↵er into overflow, with a destructive e↵ect

on the system. For these reasons r(t) must be on average imposed equal to l(t) to keep

q(t) at a predefined set value qT . To this end, idle periods between the download of

two consecutive video segments have to be inserted to to ensure that the received rate

r(t) to be equal to l(t). In other words, the client alternates between the ON and OFF

phases: during the ON period, the client receives at a rate r(t) = r, while during the

OFF period it remains idle, i.e., r(t) = 0. In this way, the average rate received in an

ON-OFF period can be made equal to the level of the selected video l(t) by correctly

setting the OFF duration. The advantage of this approach is that if the end-to-end

bandwidth is constant, the video level is kept constant and the queue keeps track of

the set point.

Despite its simplicity, this approach has two major drawbacks that have been widely

studied in the literature:

• the available bandwidth is always underutilized;

• it has been experimentally shown that the ON-OFF tra�c model heavily penal-

izes bandwidth utilization in the case of concurrent video streams [144], [145]

[146].

The first problem can significantly degrade the perceived QoE in case of the distance

between layers is high. The second problem, known in the literature as the downward

spiral e↵ect [145], [48], can lead to an even worse e↵ect on QoE.

1.7.2 Level-based approaches

In the level-based approaches, the ON-OFF tra�c pattern is eliminated by downloading

video segments sequentially, keeping the download rate r(t) constant and always equal

to the bandwidth B. This ensures full utilization and fair sharing of the available

bandwidth. In this way, full utilization and fairness in sharing the available bandwidth

is guaranteed in the case of competing video streams, thus eliminating the downward

spiral e↵ect.

Control over the length q(t) of the playout bu↵er is performed by varying the video

level l(t) in such a way as to keep it within a discrete range [qL, qH ]. In fact, the
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quantized nature of l(t) does not allow for continuous adjustment of q(t). The major

drawback of this approach is that, in the absence of appropriate precautions, at steady

state fluctuations in the video level (and thus also in the reproduced quality) occur

even with a constant bandwidth.

In general, each of these approaches performs well under certain conditions but

not under others. In particular, rate-based approaches are best at startup and when

the end-to-end bandwidth is stable, while bu↵er-based approaches are more robust

at steady state and in the presence of high variability in the available bandwidth. For

these reasons, the academic community has produced control algorithms using a hybrid

approach. Among the various proposals, Model Predictive Control (MPC) algorithms

[52] characterize adaptive streaming systems using stochastic optimal control methods.

This class of algorithms is based on maximizing an objective function that uses both

throughput estimates and bu↵er occupancy information as input variables to select the

video level to be requested. The estimates can be computed either dynamically (over

a longer or shorter range of video segments), or based on tabulated values. Given the

higher accuracy of the estimates of bandwidth and control over the bu↵er playout, they

are designed to be implemented client-side, which makes this type of algorithm adhere

to the DASH standard. However, errors in throughput (predictor) estimation severely

a↵ect their performance. This is particularly evident in the case of wireless networks

[52].

Another approach, proposed in [147], overcomes the problem of throughput esti-

mation accuracy by using modern reinforcement learning techniques to learn the most

appropriate bitrate control policy dynamically without the need for prior knowledge

of the transport system. Although the results obtained in [147] are very interesting in

terms of QoE, pure reinforcement learning techniques may present robustness issues

in case of the system is faced with scenarios that are very dissimilar to the scenarios

explored in the training phase.

From an architectural point of view, the control algorithms adhering to the DASH

standard are client-driven. This can lead to a sub-optimal use of network resources

in the case of concurrent video streams [148]. In particular, client-driven algorithms

share network resources equally among all involved streams. Thus, the di↵erential QoE

needs of each or particular groups of streams cannot be taken into account. For these

reasons it is necessary an interaction between video client and video streaming provider.
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Network-assisted systems try to overcome these problems by including devices in the

network that can collect information from di↵erent clients and provide global Video

Control Plane (VCP) over the entire video streaming system [149].

1.7.3 Control problem on Immersive Video Streaming

Compared to control systems for 2D video streaming, immersive streaming systems have

unique peculiarities that di↵erentiate them from conventional streaming systems. First,

immersive content streaming systems require higher resolution video and therefore a

higher encoding bitrate to ensure quality levels comparable to 2D video. Moreover, the

user views only a portion of the transmitted video (known as viewport), which opens

the door to new optimization strategies based on the concept of view. A view represents

a particular version of the video in which the portion of the video - the so-called RoI

- that is supposed to constitute the viewport is encoded at a higher quality, while the

remaining part is encoded at a lower quality.

For these reasons, control systems for the streaming of immersive contents need

of ad hoc algorithms for selecting the best view to download among those available in

order to guarantee to the user the highest possible visual quality. It is worth noting that

the problem of selecting the best view can be formulated as a prediction problem. In

general, the scientific literature has identified two possible mechanisms of view selection

[40]:

• Content-agnostic algorithms: these approaches are based on the analysis of his-

torical data movements of the viewers for predicting future viewing positions;

• Content-aware algorithms: these approaches are based on the analysis of the

recorded 360 scene.

Both types of algorithms have advantages and disadvantages. On the one hand,

content-agnostic techniques use well-established algorithms for pursuing prediction,

such as averaging [150], linear regression [150] [151], advanced localization techniques

[152], machine learning algorithms based on clustering [153] [154] [135] [155] [156] [157]

and attention-based neural encoder-decoder networks [156] [158]. At the moment, the

prediction accuracy of these approaches is poor for prediction horizon longer than 3.5s

[156].

On the other hand, content-aware methods - such as, the one utilizing saliency maps

- are considered as a key technology for enabling Immersive streaming applications in
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daily life, because are able to achieve greater performance on prediction accuracy. In

general, these methods combine saliency patterns and user gaze information in the 360

scene to perform the prediction. For instance, the authors in [159] designed PanoSal-

Net, a framework which uses information from both HMD sensor and saliency maps

for predicting the user fixation in 360 video contents. Moreover, in [160] the authors

proposed an approach for predicting the head movement of viewers based on deep re-

inforcement learning techniques. The conceived framework was composed by an o✏ine

deep reinforcement learning model to extract saliency information from multiple head

movement traces, and an online module, performing the head movement prediction for

the specific user. In [161], the authors proposed to use the history scan path and the

image features for performing the gaze prediction. In summary, they collected a dataset

of head movement traces exploiting the eye-tracking capabilities o↵ered by the HTC

VIVE headset. The dataset has been used for computing saliency maps at three spatial

scales: the actual gaze direction, the viewport and the entire image. The saliency maps

and the images have been fed to a Convolutional Neural Network for extracting image

features, while Long-Short Term Memory (LSTM) neural network has been used for

estimating the watching pattern of the user. Other works [162] [163] [164] explore the

use of motion maps for gaze prediction. Nevertheless, the use of motion maps need

further investigations for since possibly di↵erent motion patterns lower the achieved

accuracy.

Anyways, a systematic performance comparison between the two mechanisms is

not available in the literature at the moment. Furthermore, the interaction between

view selection and bitrate selection algorithms is an open research topic. In particular,

a control system for immersive content must consider how the two algorithms should

cooperate in order to obtain the best trade-o↵ between QoE perceived by the user and

resources used for the delivery of the immersive streaming service.
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2

Reducing the Network

Bandwidth Requirements for 360

Immersive Video Streaming

In this chapter, a scaling technique to reduce bandwidth requirements to stream omni-

directional videos is presented. An experimental investigation of the proposed approach

has shown that it is possible to obtain a reduction of the required bitrate up to around

50% while gracefully degrading visual quality far from the RoI. The scientific results

object of the following chapter have been disseminated in two scientific works [165]

[131].

2.1 Background

Recently, di↵erent approaches have been proposed to reduce the required network band-

width to stream the content which are summarized in the following. One popular design

strategy employed today is to stream to the user only a portion of the video, the one

falling in the current user’s FoV, i.e., the RoI. One way to implement this approach

is using the slicing technique which divides the video into several portions which are

encoded and stored separately in di↵erent bitstreams. The advantage of this approach

stems from its implementation simplicity. The drawback is that a RoI may span mul-

tiple slices, each one requiring one decoding process running on the client device. Con-

sequently, this solution cannot be easily implemented in mobile devices. Moreover, the
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client has to download in parallel the slices composing the RoI, making the adaptive

streaming algorithm considerably more complex.

A new approach not requiring separate decoding process is tiling, a concept which

has been introduced in HEVC and recently also considered for DASH-compliant video

delivery systems [166, 167]. This approach requires the video to be spatially divided

into several tiles which are encoded independently and possibly stored into a single

bitstream. Spatial relationship between di↵erent tiles can be embedded into bistream

using either i) the OMAF [168] extension or ii) integrated into the MPD employing

SRD. Either way, the client can decide to request a subset of the available tiles (the

ones composing the RoI) and a single process is able to decode the received compressed

bitstream. However, tiling does not allow varying the resolution of the representations,

but only their bitrate. As a consequence, the resolution of each tile must remain con-

stant, i.e. the tile grid cannot change across representations [166]. Another limitation

is that tiling e�ciency decreases when increasing the number of tiles [129]. Most impor-

tantly, when sudden changes of the viewpoint occur, video segments of new tiles should

be quickly downloaded and rebu↵ering events might occur in the case those segments

are not downloaded in time. At the time of this writing, encoders supporting tiling

are still at the experimental stage, in particular with respect to hardware encoding

[169]. Indeed, the FFmpeg multimedia framework has only recently introduced the

HEVC tiling feature in the VA-API hardware encoding library [170], while NVIDIA

still lacks supporting the HEVC tiling in their Software Development Kit (SDK) [171].

Finally, the open source kvazaar HEVC encoder, developed by the leading academic

video coding group Ultra Video Group [172], has advanced tiling support but it lacks

in hardware encoding, thus hindering its wide adoption in the mobile ecosystem.

A di↵erent class of approaches leverages a scaling technique to reduce the bitrate

to encode the projected 360 video [173, 174]. In [173], the authors propose a technique

exploiting the downscaling operation to realize a specific mixed-resolution packing for

360 video streaming. The bitrate reduction here is achieved by varying the used Quan-

tization Parameter to encode each tile, while the downscaling operation is exploited to

rearrange some portion of the 360 video properly. In [174], a gaussian pyramid projec-

tion mapping technique is conceived to provide viewport-adaptivity. Once the RoI is

identified, the gaussian pyramid is implemented by halving the resolution recursively

in the areas around the RoI.
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Starting from these research premises, in the following a scaling technique to reduce

bandwidth requirements to stream omni-directional videos is presented, having the

following main features:

1. it achieves bitrate reductions by aggressively reducing the horizontal resolution

of the areas outside the main RoI;

2. it employs an approach that is encoder-agnostic;

3. it can be easily adopted using standard technologies already available in the vast

majority of mobile platforms and devices.

Di↵erently from the approach proposed in [174], in this research work the bitrate

reduction is obtained by applying downscaling homogeneously to the regions outside the

RoI. Such an approach makes the implementation considerably simpler, a particularly

important aspect to empower live streaming of 360 videos.

2.2 Proposed Approach

The de-facto standard employed today in the industry is the MPEG DASH protocol

which allows clients to dynamically adapt the video bitrate to the time-varying network

bandwidth. The video content is stored on a standard HTTP server and a client fetches

the video by employing an HTTP connection. The video content is encoded at di↵erent

bitrate levels (or representations) which form the video levels set L ={l1, l2, . . . , lM}
with li < li+1 [47]. At the client, a control algorithm dynamically selects the video level

to be streamed at each segment download.

The content generation in the case of omni-directional videos di↵ers significantly

from the one employed for classical 2D videos. In particular, 360� cameras capture

a spherical scene (the omni-directional video) that need to be projected onto the 2D

plane (the projected video) in order to be encoded. It is worth to mention that only

a small portion (roughly one-sixth of the video resolution) of the projected video falls

in the users’ viewport, i.e. the part of the video which is currently visualized by the

user. To make a concrete example, in order to deliver a video content with a viewport

resolution of 1080p, the video resolution of the projected video has to be larger than

6480p that is a resolution larger than 8K ultra HD. Indeed, the encoding of such a large

resolution video at high quality might result in a too large video bitrate. Consequently,
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Figure 2.1: Approach to generate the i-th RoI representation

streaming the encoded projected video at full resolution entails a remarkable waste of

network bandwidth.

The idea to reduce the video bitrate is that only the parts of the scene that are

considered to be a RoI should be encoded at a high quality. This work considers the

RoI as the portion of the video falling in the current user’s viewport at a given time. As

such, the RoI changes over time and depends on the scene and on the user’s behavior

during the video playback.

In a nutshell, the idea is to generate from one projected video a number N of

versions, the views, that encode RoIs at di↵erent positions. All the views constitutes

the views set V = {v1, . . . , vN}. Now each view vi 2 V is encoded into M video

representations at di↵erent bitrates lj (and resolutions) constituting the video level set

L = {l1, . . . , lM}. At the end of this procedure, the DASH Server stores and indexes a

set of representations R = V⇥ L composed of N ·M files. In the following, details of

the methodology proposed to produce the views vi will be provided.

Without loss of generality, the original uncompressed scene has been considered

being produced in ERP format, which is by far the most popular output format for

360� cameras. Notice that this is not a limitation since any other format is in principle

supported by using format adapters filters.1 In order to produce the di↵erent views vi

it is required to first manipulate the original ERP video. To the purpose, the RoI has

been identified as the spherical lune (a slice of the sphere) with a dihedral angle (i.e.,

the FoV angular width) equal to 120�, centered at a particular yaw angle ↵i. Let us

consider Figure 2.1a that shows a user seen from above (the user is considered to be

in the center of the sphere) with his head turned left so that his FoV is centered at

a certain yaw angle ↵i which falls into a specific RoI (the shaded area). The regions

1https://trac.↵mpeg.org/wiki/RemapFilter
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outside the RoI, namely the ones at its left (L) and its right (R), are divided into two

spherical lunes of equal dihedral angle. Since the video is represented in ERP format,

each spherical lune maps to a particular vertical strip of the video as shown in Figure

2.1b. The video in ERP format is manipulated in such a way that the RoI is always

placed in the center of the frame as Figure 2.1c shows. The idea is to downscale the

portions of the video outside the RoI, which are less likely to be in the user’s FoV, to

reduce the required encoding bitrate as shown in Figure 2.1d.

The choices made for the design of our strategy are motivated in the following. First,

the RoI has been identified as the spherical lune because more complex strategies (such

as ones employing spherical sectors [174, 175]) may introduce ine�ciencies into the

intra-frame operations, leading to higher bitrate requirements [166, 176]. Moreover,

maintaining the RoI at the center of the frame– applying a rotation before downscaling

– allows to better exploit the motion compensation algorithm by keeping the continuity

between the scaled and non-scaled areas [166, 176]. Finally, the usage of the downscal-

ing operation – instead of HEVC tiling – is due to the fact that this technique is 1)

independent of the employed codec, 2) can be e�ciently handled by hardware decoders

at the client-side, 3) can use well-established algorithms (interpolation, filtering, etc.)

to improve the resulting video quality.

2.3 Methodology

The content generation mechanism proposed in Section 2.2 has been implemented using

a filter chain using FFMPEG1. A video catalog composed of ten benchmark videos

having a 4K resolution (i.e., 3840⇥ 2048, 30 fps) has been produced. The videos were

selected to produce a catalog su�ciently representative of di↵erent video categories

and features. To investigate the relationship between the obtainable bitrate reduction

and the resulting video quality, each video in the catalog has been encoded using

the reference FFMPEG H.264 encoder (libx264 2) with a Constant Rate Factor (CRF)

parameter equal to 20 before applying the downscaling algorithm.

As described in Section 2.2, for each view vi 2 V the regions outside the RoI are

downscaled in order to reduce the encoding bitrate. The downscale factor d is defined

1
https://ffmpeg.org/ffmpeg-filters.html

2
https://trac.ffmpeg.org/wiki/Encode/H.264
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as the ratio between the width of the downscaled video and the original video width w,

i.e. d = (2wd + wRoI)/w, where wd is the width of the downscaled regions outside the

RoI and wRoI is the width of the RoI. Since the catalog is composed of video with a

resolution equal to 3840⇥2048, the resolution of each of the three vertical strips in which

the video is divided (left, RoI, right) is equal to 1280⇥2048. The downscaled width wd

varies in the set {240px, 480px, 720px, 1080px}. The GOP parameter has been set equal

to 60 frames, a typical setting commonly used by video streaming services. In order to

quantitatively assess the video quality between the manipulated video (upscaled to the

original resolution) and the original video in the benchmark video catalog, the PSNR

and SSIM FFMPEG filters have been employed.

2.4 Considered scenarios

The experimental evaluation has been carried out into two scenarios:

1. the CRF scenario, in which the encoding parameters have been set to constant

video quality, aiming at showing the impact of the conceived mechanism on the

overall video quality;

2. the Average Bitrate (ABR) scenario, in which the encoding parameters have

been set to produce a constant average bitrate, to explore the relationship be-

tween the proposed mechanism and video quality with a constraint on average

video bitrate.

The workflow of the CRF scenario is described in details in Algorithm 1. In a

nutshell, for each video, view, and considered downscale factor, the procedure described

in Section 2.2 is carried out to produce downscaled video versions. For each downscaled

video, the visual quality has been estimated by using the well-established PSNR and

SSIM metrics, while the average bitrate has been measured in bit/s. At the end, for each

downscale factor d the average bitrate reduction factor has been derived as r̂d = E[r(i)
d
].

In the ABR scenario, the average bitrate reduction factors r̂d have been employed to

set for each view i a target average bitrate b
(i)
d equal to (1� r̂d)b

(i)
o . The same workflow

described in Algorithm 1 has been used but, instead of encoding the video using a CRF

(line 8), the encoder has been set in ABR mode with a target bitrate b
(i)
d . Such an

approach has been considered because DASH systems typically produce video content

by encoding videos in ABR mode to limit bitrate fluctuations.
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Algorithm 1: Pseudo-code of CRF scenario

1 for each video do

2 for i=0 to N do

3 Generate i-th view vi;

4 Transcode the i-th view with CRF=20;

5 Measure the average bitrate b
(i)
o ;

6 for each downscale factor d do

7 Downscale view vi at factor d;

8 Encode downscaled video with CRF=20;

9 Measure the average bitrate b
(i)
d

and compute the bitrate reduction

factor r(i)
d

= b
(i)
d
/b

(i)
o ;

10 Upscale to the original resolution and measure SSIM(i)
d

function of

viewport yaw angle;

11 end

12 end

13 end

2.5 Results

In the CRF scenario, the estimated video quality at di↵erent viewport yaw angles has

been investigated for each considered downscale factor d. In CRF mode, the encoder

is free to vary the output bitrate in order to reach a given video quality. As mentioned

in the previous section, in this scenario a CRF equal to 20 has been considered.

Figures 2.2 and 2.3 shows the estimated video quality averaged over the considered

videos in function of yaw angles. In Figure 2.2 is expressed in the PSNR visual quality

metric, while Figure 2.3 reports the SSIM visual quality metric.

The Figures 2.2a and 2.3a clearly shows that video quality is maximal at the center

of the viewport (yaw angle equal to 180) and it gracefully decreases when the angu-

lar distance from the center increases. Moreover, as expected, the slope of the video

quality curves gets steeper when the scaling factor increases (i.e., when the downscaled

resolution decreases). Thus, when the scaling factor is higher, the video quality de-

grades faster when the user moves away from the center of the RoI. Table 2.1 reports

the average bitrate reduction r̂d (expressed in percentage) measured for each of the

considered downscale factors. The results show that the proposed approach provides a
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Figure 2.2: Average PSNR function of the viewport yaw angle
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Figure 2.3: Average SSIM function of the viewport yaw angle
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Downscale factor d

(%)

Downscaled resolution

(px)

Average Bitrate

reduction (%)

54.17 240 px 51.3 (48.0-54.7)

41.67 480 px 37.49 (34.1-40.8)

29.17 720 px 25.44 (21.9-28.9)

10.42 1080 px 7.90 (3.0-12.7)

Table 2.1: Average bitrate reduction (with 95% confidence interval reported in the paren-

theses) for the considered downscaled resolutions in the case of CRF=20.

percentage bitrate reduction scaling almost linearly with the downscale factor d. Notice

also that confidence intervals are quite tight, indicating that the proposed scheme is

not content-sensitive.

In the ABR scenario, the impact on the video quality of the proposed bitrate re-

duction mechanism has been evaluated when a bitrate constraint is added as described

in the previous section. Figures 2.2b and 2.3b shows that driving the encoder in ABR

mode produces a smooth quality transition between lateral and RoI regions, gracefully

degrading the video quality. Compared to the previous scenario, the video is only

slightly a↵ected. In particular, it has been found a maximum video quality loss in term

of PSNR and SSIM respectively of around 4dB and 0.005. This result indicates that

the proposed content generation scheme performs satisfactorily also when the encoder

is driven using a target average bitrate.

We conclude this section by comparing the obtained results in the two considered

scenarios. Figures 2.4a and 2.4b show scatter plots of the obtained SSIM against the

measured bitrate reduction respectively when the yaw angle is at the center of the RoI

or at the left1. Scatter plots for PSNR metric show similar results, thus we decide to

omit even though same qualitative insights can be drawn by analyzing the SSIM.

In particular, each data point represents the obtained (bitrate reduction, SSIM) for

one video of the catalog encoded at a particular scaling factor and encoding strategy

(CRF (�marker) or ABR (* marker)). In the figure 90% confidence ellipses are reported

for each considered (scaling factor, encoding strategy) couple. Best results are obtained

in the top right region of the figures (high SSIM and high bitrate reduction). Moreover,

1Results obtained for the region at the right of the RoI are very close to those shown in Figure

2.4(b)
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the smaller the confidence ellipses the more the strategy is insensitive to video diversity.

Figure 2.4a shows that when the user’s viewport at the center of the RoI, SSIMs are

always very high and close to the maximum. However, the higher the scaling factor,

the higher the bitrate reduction, both in the case of the CRF and ABR cases. Let us

now focus on Figure 2.4b showing the results when the user’s viewport is at the left of

the RoI, i.e. where the video has been downscaled.

Results show that the maximum scaling factor (SF=52%) for both ABR and CRF

provides the best results in terms of bitrate reduction, but the consequent SSIM degra-

dation is not negligible. Moreover, confidence ellipses are larger in the SSIM direction

which indicates a higher sensitivity to video content. The best overall results are ob-

tained for a scaling factor equal to 41% both for ABR and CRF: in particular, bitrate

reductions are comparable to the ones obtained with scaling factor 52%, but the re-

sulting SSIM is larger and confidence ellipses are considerably tighter. Therefore, the

obtained results suggest that a scaling factor equal to 42% provides the best trade-o↵

between visual quality and bitrate reduction.

2.6 Final considerations on the proposed codec-agnostic

solution for bitrate reduction

In the previous Chapter, a codec-agnostic scheme to reduce network bandwidth require-

ments for immersive video streaming applications has been proposed. In summary, the

major contribution is the idea is to downscale the areas outside the RoI, i.e. outside

the current user’s FoV, and to encode the resulting video. Then, the client decodes the

video and upscales the video to the original resolution. The proposed scheme has been

experimentally evaluated in order to measure the obtainable bitrate reductions. More-

over, the visual quality degradations due to downscaling have been estimated through

the PSNR and SSIM metrics. Preliminary results show that it is possible to reach a

bitrate reduction up to 50% while gracefully degrading the visual quality of regions of

the video falling outside the RoI.
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3

A DASH-compliant immersive

streaming architecture

In this chapter a DASH-compliant video streaming control system for 360 immersive

videos is described. The overall system is composed of two control algorithms which

dynamically cooperate both to adapt the video bitrate to match the time-varying end-

to-end network bandwidth and to select the most appropriate view of the panoramic

scene in response to the varying point of view of the user. The proposed system has

been implemented and an extensive experimental evaluation has been carried out in a

realistic emulated network scenario to assess the obtainable performances in terms of

visual quality and bitrate reduction. The scientific results discussed in the following

chapter have been disseminated in [177] and more thoroughly in [178].

3.1 The Proposed Immersive Platform

Starting from the analysis of the State of the Art discussed in Chapter 1, it is possible

to identify some di↵erent key logical operations for a general viewport-adaptive DASH-

based Immersive Streaming platform, which are summarized in Figure 3.1.

In particular, the Server needs to provide the following logical operations:

• an agnostic encoding phase;

• a logical component which manages the creation of di↵erent viewpoint represen-

tations, where each representation embed a region of the represented omnidirec-

tional scene where the perceptive quality is enhanced with respect to the other
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Figure 3.1: The viewport adaptive immersive streaming architecture

regions;

• a logical component which manages the creation of di↵erent quality representa-

tions from the set of viewpoint;

At Client, we need:

• a logical component performing the dynamic selection of the bitrate (i.e. of a

MBR algorithm);

• a logical component performing the dynamic selection of the viewpoint represen-

tation based on the user needs;

• a media engine, who renders the 360 scene on the HMD.

3.1.1 DASH-compliant Server Design

In DASH systems the server is composed by a content generation algorithm and a

storage system exposing the video segments to be downloaded.

To sum up, the idea is to generate from one projected video a number N of versions,

the views, that encode RoIs at di↵erent ↵i. All the views constitutes the views set

V = {v1, . . . , vN}. Now each view vi 2 V is encoded into M video representations at

di↵erent bitrates (and resolutions) lj constituting the video level set L = {l1, . . . , lM}

with lj < lj+1. At the end of this procedure, the DASH Server stores and indexes a set

of representations R = V⇥ L composed of N ·M files.

As an example, in the Chapter 2 a real working content generation algorithm fol-

lowing the just mentioned guideline has been described.
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3.1.2 Viewport adaptive Client

In DASH systems the client is composed by:

• the media engine - able to decode and render the downloaded 2D video chunks

in a 3D virtual environment;

• the control logic - needed to dynamically select which video segment to download.

In particular, such control logic requires two cooperating components:

• a quality selection algorithm (QSA) that dynamically selects the video level l(t) 2
L to avoid playback interruptions due to rebu↵ering while maximizing network

channel utilization;

• a view selection algorithm (VSA) which dynamically chooses the most suitable

view representation v(t) 2 V to be downloaded based on measurements provided

by the HMD accelerometer.

The QSA acts similarly to classic DASH adaptive video streaming algorithms (see

for instance [48]). The VSA, aiming at selecting the best view representation depending

on the current user’s head position, is a new component that immersive video delivery

systems have to implement. In the following paragraphs, further details on the QSA

and the VSA logical controllers - respectively in Section 3.1.2.1 and in Section 3.1.2.2

- will be provided.

3.1.2.1 Quality Selection Algorithm

Concerning the QSA, its goal is to select the highest video level in such a way to

adaptively match the time-varying network bandwidth, with the constraint of avoiding

rebu↵ering events. In order to make clear how it works, the ELASTIC [48] adaptive

control algorithm is described in the following.

The control law employed by ELASTIC to dynamically select the video level is

defined as follows:

l(tk) =

8
<

:

l(tk�1) qL  q(tk)  qH (3.1)

Q

✓
b(tk)

1� kpe(tk)� kIeI(tk)

◆
otherwise (3.2)

where q(tk) is the playout bu↵er length measured in seconds, b(tk) is the available

bandwidth estimated at the end of the download of the k-th segment and Q(·) : x 7! li
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is a quantizer function mapping the bitrate x to the closest video level bitrate li 2 L

which is lower than x. The error e(tk) is given by

e(tk) =

8
><

>:

qL � q(tk) q(tk) < qL

qH � q(tk) q(tk) > qH

0 otherwise.

Then, the cumulative sum eI(tk) of the past values of the error e(tk) is defined as:

eI(tk) =

(
0 qL  q(tk)  qHP

k
(tk � tk�1)e(tk) otherwise.

In a nutshell, the algorithm works as follows: as long as the playout bu↵er length

stays inside the playout bu↵er hysteresis (qL  q(tk)  qH) the video level is kept

constant (3.1) to contain the amount of video level switches which is known to have

an adverse e↵ect on the QoE. When the playout bu↵er gets outside the hysteresis, the

controller sets the video level according to (3.2). Notice that (3.2) aims at steering the

playout bu↵er length q(t) towards the hysteresis when the playout bu↵er length gets

outside of it. Thus, if the available bandwidth is roughly constant, it turns out that

the queue is confined in the hysteresis and the video level will switch between the two

adjacent levels which are closer to the available bandwidth. An important consequence

of this property is that ELASTIC ensures that the average video level bitrate matches

the average available bandwidth.

3.1.2.2 View Selection Algorithm

As stated before, the main goal of the VSA is to select the best viewpoint representation

(a.k.a. view in the following) to be downloaded with the aim of maximizing the user’s

QoE.

The way the objective function for the QoE is undefined, but generally speaking it

involves di↵erent decision variables such as for instance:

• current position of the user’s head;

• segment duration;

• saliency data;

At this time, in order to provide a clear example of how the VSA works, a simple

case where only the decision variable current user’s head position is described in the
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following. During the playback, the position of the head (i.e. the current yaw angle

↵(t)) is continuously measured and checked against the set of yaw angles ↵i associated

to the di↵erent views (recall ↵i is the angular position of the RoI center of i-th view).
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Figure 3.2: View selection algorithm in the case of N = 3 or N = 4 views

The VSA is designed to select the view that, based on the current position ↵(t),

would provide to the user the largest high-quality area in the viewport. The approach

is depicted in Figure 3.2 in the case of N = 3 or N = 4 views. The blue shaded area

represents the RoI of the view v1, whereas the yellow shaded area corresponds to the

view v1. For each view vi a threshold ⌧i is used to decide whether to switch to the view

vi+1. In particular, such thresholds are set as ⌧i = (↵i+1 + ↵i)/2. It is worth noting

that in the case of N = 4 the views are partially overlapped. This case can result in

a higher visual quality at end user, reducing the time spent in seeing regions at lower

visual quality. In Section 3.2 further insights are provided.

Let us suppose the user is currently selecting view vi. By employing such a setting

for ⌧i , it is very easy to check that when the user turns in a counterclockwise direction

and ↵(t) surpasses ⌧i, a switch to view i+1 is needed to guarantee that the user enjoys

the largest high-quality area in the viewport. In order to avoid unnecessary switches

at the threshold boundary, an hysteresis centered on each ⌧i is employed having an

angular width equal to � degrees. The new optimal view is then chosen if the user

crosses beyond such a threshold for more than K seconds, in order to limit the view
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switching frequency. When switching to a di↵erent view, to allow the user to perceive

the improvement in visual quality within a reasonable time, a number of video frames

stored in the bu↵er are evicted so that a configurable amount of playout bu↵er (named

safety margin) is retained. This feature is extremely important because it allows to

speed-up the visual improvement due to a view switch, while still allowing to avoid the

occurrance of rebu↵ering events which are more likely to occur if the bu↵er occupancy

is low.

3.2 Experimental Evaluation on a real Use Case

To assess the e↵ectiveness of the proposed system in a real scenario, the immersive

video delivery system described in Section 3.1 has been implemented.

Server
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Figure 3.3: The proposed delivery system architecture

Figure 3.3 shows the overall architecture of the proposed delivery system which is

composed of: a HTTP server the video content generation system (Section 3.1.1); a

player running at the client which manages the control logic and the rendering of the

received video (Section 3.1.2).

The content generation algorithm used to produce optimized immersive contents

we choose to use the algorithm as described in 2.2.

In particular, on the one hand, a DASH Server (Debian Linux 9.12 workstation, 8GB

RAM, Intel i7-4770 CPU @3.40GHz, running a 10.19.0 node version) has been set-up to

implement the content generation algorithm described in Section 3.1.1, describing the

video content in conformance to the specifications of the MPEG-DASH presentation

format. On the other hand, the viewport-adaptive client designed in Section 3.1.2 has

been developed as an HTML5 web player explicitly to be run on a common end-user
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laptop with Chromium web-browser. The web player makes use of standard technolo-

gies and open-source libraries to ensure compatibility with most modern browsers. The

player exploits the WebGL-based open source library THREE1 as the rendering engine.

A specific mapping function (vertex shader) that properly associates the vertices of the

mesh to the di↵erently scaled strips of the video frame has been implemented to render

the modified ERP produced by the content generation algorithm used at server side.

The streaming engine has been built around the well-known open-source video stream-

ing library Shaka-player2. Both the QSA and the VSA have been implemented in Shaka

as plugins. The player has been also modified to introduce additional features, includ-

ing the support for the adopted custom MPD and the ability to allow partial evictions

from the video bu↵er. The QSA controller keeps track of both estimated bandwidth

and playout bu↵er length choosing the best bitrate level to download, while the VSA

choose the best view in accordance to the head position of the user. The decision is

taken during the download phase.

An extensive experimental campaign has been conducted to assess the performance

gains o↵ered by the proposed approach with respect to the usage of an adaptive stream-

ing delivery system employing only one view identified in the following as the baseline

approach. The classic dumb-bell network topology is employed. In particular, the client

and the DASH server are connected through a bottleneck link with dynamically config-

urable capacity and latency though the MahiMahi tool [179]. To run the experiments,

the 4K video sequence “Elephants on the Brink (360 Video)”3 was considered and the

video player was instrumented to reproduce a realistic head movement according to

the traces made available in [180]. The video has been encoded with di↵erent number

of views (N = 3 or N = 6), downscaling resolutions (480px, 720px), and target video

level bitrates as shown in Table 3.1. It is worth to note that in the case with N = 6

the resulting views contain RoIs partially overlapped.

The target bitrates for di↵erent parameter combinations have been chosen to ensure

the same visual quality in the RoI region. This means that the visual quality of the RoI

at a specific level li does not depend on the number of views and on the downscaling res-

olution of the regions falling outside the RoI. The 4K video sequence has been encoded

1
https://threejs.org

2
https://github.com/google/shaka-player

3
https://youtu.be/2bpICIClAIg
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N Strategy Downsc. res. [px] l1(720p) l2 (1080p) l3 (2160p)

1 Baseline 1280 2.8Mbps 5.2Mbps 10Mbps

3 or 6
N -480px 480 1.75Mbps 3.25Mbps 6.25Mbps

N -720px 720 2.1Mbps 3.9Mbps 7.5Mbps

Table 3.1: Parameters used to encode the video levels and corresponding encoding

bitrates

ATT-LTE-

driving-2016

ATT-LTE-

driving

TMobile-

LTE-driving

Verizon-

LTE-short

Average

(DevStd)

[Mbps]

5.2249

(0.0931)

7.4910

(0.1015)

9.0846

(0.3065)

4.6143

(0.3757)

Table 3.2: Average Bandwidth and Standard Deviation for each considered network

trace

at 30 frames per second (fps) using the H.264 codec. The 4K video sequence has been

segmented using the MP4 container, with two di↵erent segment durations, respectively

1.6 s and 3.2 s, and a group of picture (GOP) equal to the frame-rate multiplied by

the segment duration, resulting in key-frames time-aligned across di↵erent levels and

video segments. To evaluate the performance of the delivery systems considering di↵er-

ent network conditions, four di↵erent mobile network traces (ATT-LTE-driving-2016,

ATT-LTE-driving, TMobile-LTE-driving, Verizon-LTE-short) have been used, made

publicly available by the MahiMahi suite1. For each trace, the average bandwidth

along with the corresponding standard deviation is shown in Table 3.2. Moreover,

the performance of the system has been evaluated by considering two di↵erent safety

margins, respectively equal to 5 s or 3.2 s. Notice that draining the bu↵er to a lower

margin may increase the likelihood of incurring in playback interruptions, but could

also lead to an improvement of the visual quality in the viewport due to the higher

responsiveness of the system reacting to user’s head movements.

1
http://mahimahi.mit.edu/
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3-480px 3-720px 6-480px 6-720px

1.6 s 21.9441

[2.7425] %

16.5618

[2.3358] %

24.1109

[5.9881] %

17.3631

[8.5262] %

3.2 s 11.7694

[4.6136] %

14.8192

[5.4837] %

18.9760

[6.3733] %

11.8218

[10.9257] %

Table 3.3: Average and standard deviation percentage of the reduction of segments

bitrate in the case of segments duration respectively equals to 1.6 s and 3.2 s, for each

considered network trace.

3.3 Experimental Results

In this section, the results obtained by employing the proposed approach integrated

in a real-world DASH immersive adaptive streaming system are presented. Since the

evaluation has not pointed out significant performance di↵erences when employing a

safety margin equal to 5 s, in the following only the results obtained in the case of the

queue safety margin set equal to 3.2 s are reported.

Table 3.3 shows the average and standard deviation percentage of the reduction of

the downloaded video segments bitrate with respect to the baseline case. In the case

of segment duration equals to 1.6 s, it clearly shows that the reduction of segments

bitrate is around 22%(17%) when the downscaling resolution is set to 480px(720px):

this is due to the lower target bitrate used to encode the video levels in the multiview

case. Slightly lower performances are shown when a longer segment duration (set to

3.2 s) is used: in this case, the reduction of segments bitrate is around to 14% in each

considered case.

To better clarify this result, let us make a concrete example. The di↵erence between

the target bitrate for the 2160p level respectively in the baseline case and the N = 3

views case is 3.75 Mbps, that is the maximum bitrate reduction reachable in the case the

available bandwidth is large and the user movement are reduced (a low number of view

switches is produced). However, when the user’s head position changes and triggers

a view-switch, the eviction of frames from the playout bu↵er can lead to downloading

segments of the new view that were already downloaded for the previous view, thus

lowering the reachable bitrate reduction. This issue is slightly more evident in the case

of larger segment duration (3.2 s) compared to the case of shorter segments (1.6 s).
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Figure 3.4: Breakdown of obtained video levels for each considered network trace

Figure 3.4 shows eight graphs grouped by each of the considered bandwidth traces,

in the cases the segment duration is set respectively equal to 1.6 s (Figure 3.4a) or

3.2 s (Figure 3.4b). The graphs show the breakdown (expressed in percentage) of the

visualized video levels for each considered video set parameter combination. In Figure

3.4, BSL represents the baseline case, while the case N-480 and N-720 (with N = 3

or 6) represent the streaming of N views, and the downscaled side is wide 480(or 720)

pixels, respectively.

A larger percentage of higher resolution levels corresponds to a better experienced

visual quality. Figure 3.4 shows that the percentage of segments with higher level

(2160p and 1080p) in the case of multiple views is larger than that obtained in the

baseline case. This is due to the relative smaller target bitrate used to encode the

video levels in the case of 3 or 6 view with respect to the baseline case. This result

confirms that the proposed approach allows to improve the visual quality compared to

the baseline case in any of the considered bandwidth traces and parameter settings.

Notice that the best results are obtained in the case of N = 3 with a downscaled

resolution equal to 480p followed by the case of N = 6 with downscaled resolution

76



3.4 Final considerations

480p. Overall it is not surprising that performances obtained for downscaled resolution

equal to 480p are better compared to the 720p case. This is due to the fact that

video levels corresponding to the 480p case can be encoded at a lower target bitrate

compared to the 720p downscaled resolution case. Notice that we have measured a

negligible performance increase usingN = 6 instead ofN = 3. In general, having a large

number of views N leads to an increased frequency of view switches which then triggers

more frequent bu↵er evictions and then an increased rebu↵ering probability. This

result, together with the increased storage costs required for the additional views, shows

that it is advisable to keep the number of views low. Surprisingly, the performance

advantage in using a shorter segment duration (Figure 3.4a) with respect to longer

segment duration (Figure 3.4b) is negligible. This confirms the guess that the lower

performance on bitrate reduction shown for the segment duration equals to 3.2 s is due

to the frame eviction mechanism.

Finally, in terms of rebu↵ering avoidance, the conceived streaming system has ex-

hibited negligible rebu↵ering events (average around ⇠0.5 events per video streaming

session) independently from the employed strategy parameters. It must be stressed

that the obtained results are roughly the same for the baseline case, indicating that

the proposed solution does not worsen the performance in terms of rebu↵ering. This

result is due to the robustness of the ELASTIC quality selection algorithm, known to

provide very low rebu↵ering ratios [48].

3.4 Final considerations

In the previous Chapter, a complete DASH-compliant Immersive Delivery Solution has

been presented. The Immersive Streaming System was designed to be immediately

deployable using existing hardware platforms and Internet infrastructures. The experi-

mental performance evaluation was carried out emulating a mobile network and shown

that the proposed DASH System improves the obtained average visual quality while

providing rebu↵ering ratios close to zero in each of the considered scenarios, which

together concurs to improve the overall QoE for the streaming of 360 videos.
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4

Bitrate Reduction for Immersive

Streaming: Comparing Variable

Quantization Parameter (VQP)

and Variable Resolution (VRES)

Approaches

In this Chapter, a brief description about the two approaches used in literature for

implementing bitrate reduction of spatially partitioned immersive videos is provided.

Moreover, an extensive performance evaluation has been carried out, and the most

interesting results are presented.

4.1 Introduction

As seen in Section 1.5.2, the Tiling technique is a general technique which relies on the

spatial portioning of the entire depicted scene, where each portion is manipulated in

such a way to produce several representations with di↵erent resulting perceptive quality.

The way to produce the each quality representation is left unspecified. Moreover, as

discussed in Section 1.6, the Tile-based viewport-dependent streaming of 360 contents

requires, on the one hand, the delivering at the final user of such tiles falling into its

viewport with the highest possible quality; on the other hand, due to minimum final
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bitrate requirements, the rest of the other tiles with the minimum possible quality.

Moreover, sets of tiles can be arranged server-side for minimizing the number of GET

required [140]. The result is the creation of di↵erent viewpoint representations.

It is worth noting that the algorithm used for producing the quality representation

for each tile is unspecified. In general, di↵erent quality representations can be obtained

for a generic video in two ways:

• by scaling the video itself at di↵erent resolutions;

• by compressing the video with di↵erent output bitrates.

In section 2 we discussed about a technique allowing to reduce the bitrate require-

ments for a viewpoint representation by reducing the resolution of the regions falling

outside the desired RoI. The same objective can be obtained also by reducing the

output bitrate for the same regions. In the following, a performance evaluation for the

two aforementioned techniques is provided, highlighting their features and drawbacks.

4.2 Related Works

A performance evaluation of the 3D-to-2D projection methods is provided in [181]. In

this work, several of the most commonly used projection functions are tested against

di↵erent encoder implementations. Performances are measured in resulting quality,

output bitrate and encoding e�ciency (time). The results reveal that ERP grants the

best resulting quality / bitrate ratio, while CMP shows better encoding e�ciency. It

is worth to remark here that the 3D-to-2D projection functions require being applied

before encoding, requiring to modify the existing camera hardware and software to be

e�cient.

A di↵erent approach not requiring modifications to the existing encoders – named

divide-and-conquer – is investigated in [167]. In summary, the idea is to divide the 360

scene in di↵erent spatial portions (slice). Each slice is then encoded independently and

packaged separately in a di↵erent bitstream. Only the one falling in the current user’s

FoV is delivered to the user. The advantage of this approach is the implementation

simplicity, however, the drawback is that a RoI may span multiple slices, requiring

one (hardware or software) decoding process per slice running on the client device.

Moreover, the client has to download in parallel each slice composing the RoI, making

the adaptive streaming algorithm considerably more complex. To solve this issue, in
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[166] the authors take advantage of the HEVC tiling feature to implement a divide-a-

conquer approach. The HEVC tiling feature allows to identify di↵erent spatial regions in

a video and to set encoding parameters specific for that region. The resulting bitstream

can be decoded with a single decoder instance at the client-side. Moreover, the authors

in [182] [183] propose a HEVC tile-based 360� streaming framework as an Android

application.

In [174], the authors use a multi-scale technique to add viewport-adaptivity to the

360� video and evaluate the proposed approach with respect to the o↵set projection

and the tiling technique. The results show similar quality performances for multi-

scale and tiling approaches, outperforming the o↵set strategy. However, the proposed

multi-scale encoding strategy is quite complex and can be hardly used for realtime

streaming. In Section 2.2 (with the scientific results disseminated in [131]) an encoder-

agnostic technique leveraging the RoI concept for reducing the bitrate requirements

of the 360� video has been described. In particular, the goal is reached by properly

downsampling the spatial regions outside the identified RoI.

4.3 Bitrate Reduction Techniques

Figure 4.1 shows the pipeline used to produce the OV content which is divided into

four parts.

In the RoI selection phase an algorithm detects a higher interest area spanning 120

horizontally. The algorithm used to select the most interesting areas can be a general

content-aware algorithm based on saliency map, such as the one described in [184].

This way multiple views can be produced each on centered at a specific RoI. The

projection phase projects the entire 3D sphere onto a 2D plane using the ERP-format.

Notice that each area of the 360 video, i.e. the RoI, the region at the Left (L) and at

its Right (R), corresponds to a vertical strip of equal horizontal resolution res0 in the

ERP projection.

The encoding and decoding phases di↵er depending on the approach used to reduce

the bitrate. In the following, we separately describe the two considered bitrate reduction

approaches and summarize their main advantages and drawbacks.
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L
R RoI

VQP VRES

Projection

RoI
selection

Encoding

Decoding

Figure 4.1: A sketch of the streaming pipeline under test.

4.3.1 VQP approach

Let us start by describing the encoding phase in the case of the VQP approach, shown

in the left branch of Figure 4.1. In the encoding phase the resolution of the three

regions is kept unchanged to res0. Each region is then mapped in a di↵erent MCTS,

thus allowing the decoding process being fully parallelizable. The encoder quantization

parameter is set to qp0 in the RoI region, whereas the regions outside the RoI (L and

R) are encoded at a higher quantization parameter equal to qp1 = qp0 +�qp. In the

decoding phase, no particular operation is needed to be performed in the case of the

VQP approach: decoding is then performed in parallel by a single HEVC decoding

instance for all the three downloaded tiles.

This approach allows performing deep server-side storage optimization techniques

(such as the user-centric server optimisation proposed in [184]). Nevertheless, as stated

in Section 2.1, a drawback of this approach is that is strictly bounded to the HEVC,

thus requiring specific hardware support for decoding not widely available in the mobile

market at the moment [131].
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4.3.2 VRES approach

The VRES approach is shown in the right branch of Figure 4.1. In this case, the

encoding phase requires that the two regions outside the RoI are shrunk horizontally

from a resolution res0 to a lower resolution res1. Next, the resulting rescaled video is

encoded at a quantization parameter equal to qp0 applied to all the ERP video. After

the video is decoded, the two regions outside the RoI are upscaled from res1 to the

original horizontal resolution res0.

With respect to the VQP approach, this technique has interesting features: 1) it

is independent of the employed codec, 2) it can be e�ciently handled by hardware

decoders at the client-side, 3) it can use well-established and mature algorithms (in-

terpolation, filtering, etc.) to improve the resulting video quality. Nevertheless, server

storage consumption can be high if RoI selection phase is not appropriately tuned.

4.4 Methodology

Table 4.1 lists the video catalog used for the performance comparison. All the consid-

ered videos have a resolution of 3840⇥1920 and a framerate of 30 fps. To consider the

set of settings commonly used for online streaming, the GOP parameter was fixed to

150, which means that a key-frame is generated every 5 seconds. The visual quality

assessment between the manipulated video and the reference one has been obtained by

means of the visual quality metric VMAF [185] which has proven to be e↵ective also

for 360 videos [186]. Notice that the dataset also includes SSIM scores which however

prove less expressive compared to the ones obtained using VMAF and therefore are not

discussed in the following.

The visual quality assessment for each video has been carried out as described in the

following. For each video in the catalog (assumed as the reference video), a manipulated

copy has been produced according to the considered bitrate reduction strategy, namely

VQP and VRES. Both the manipulated and the reference video have been segmented

at the GOP boundaries, producing a chunk set with chunks duration equal to 5 seconds.

An area, centered at yaw angle and wide horizontally 120, has been cropped for each

chunk from both the manipulated and the reference video chunk set. The two cropped

areas have been evaluated with the VMAF visual quality metric to produce a score.

The yaw angle varies in the set {�120,�100,�90, ..., 90, 100, 120} to cover the entire
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Table 4.1: The video catalog used in the test

Video Youtube ID

Boomerang r-qmDDi8S5I

FighterJet NdZ02-Qenso

UniversalStudiosFlorida Js_Jv5EzOv0

Tahiti360 7gjR60TSn8Q

KITZ360 KS9S1Hgx2co

WhiteLions360 14O7AxqjiVY

WildDolphins BbT_e8lWWdo

GirlGroup360 NxIRVul10CA

MaldivesVR360 MgJITGvVfR0

360 field of view. Notice that the yaw angle equal to 0 corresponds to the case in

which only the RoI (that is never degraded) is framed in the viewport. The extreme

case where the user frames in the viewport only degraded content corresponds to either

yaw angle=-120 or 120.

The VRES and VQP approaches have been tested leveraging the tiling feature im-

plemented by the kvazaar encoder [172]. The kvazaar encoder allows to set the grid

to be used to divide the video in tiles. To comply with the rationale used in [177], a

3-column grid as been applied each having horizontal resolution equal to 1280p. The

--mv-constraint frametilemargin option usage ensures that the encoder opera-

tions to be fully parallelizable for each tile, by managing the HEVC MTCS feature.

Furthermore, in the case of the VQP approach, the encoder enables to specify the vari-

ation of the quantization parameter (�qp) to be applied to each tile with respect to a

baseline quantization parameter qp0. In the experiments, the �qp varies in the set {5,
10, 15, 20}. Notice that the lower �qp the lower is the expected bitrate reduction.

The VRES approach implements the bitrate reduction strategy as described in [177].

Again, to provide a fair performance evaluation the same encoder, i.e., kvazaar is used to

encode the same video catalog. In this case, the --mv-constraint frametilemargin

option has been left unset. The VRES approach has been tested with four di↵erent
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downscaled resolutions res1, namely 1080p, 720p, 480p, 240p.

As already mentioned above, videos encoded with the VRES approach need to

upscale the encoded video to the original resolution. Such an operation is performed

through an interpolator filter. To the purpose, in this work we have employed the

bicubic interpolator made available by the FFMPEG suite.

To investigate the relationship between the obtainable bitrate reduction and the

resulting video quality, the encoder have been set in Constant Quality (CQ) mode.

When configured in this mode, the encoder is free to vary the output bitrate to reach

the set output video quality. In this work, the --qp parameter has been chosen to

output a visually lossless video quality. Moreover, it is worth to remark here that we

are interested on bitrate reduction capability of the algorithms, not on absolute output

bitrate. As reported in 1, the --qp value has been set equal to 22, i.e., for VRES the

whole video is compressed with qp0 = 22. In the case of VQP the RoI is encoded at

qp0 = 22, whereas the regions falling outside of the RoI are encoded with a quantization

parameter equal to qp0 +�qp.

Finally, the obtained dataset comprises around 64,000 VMAF scores obtained by

analyzing a total of around 88 hours of video content. Also notice that the entire

duration of the videos has been analyzed.

4.5 Results

This section presents the obtained results and it is organized as follows. We first

show the impact of the parameters used by the two approaches on the obtained bitrate

reduction (Section 4.5.1). Then, we compare the overall visual quality obtained by each

of the considered approaches as a function of the position of the users’ head (Section

4.5.2). We next delve into investigating how the video content impacts the di↵erences

between the visual quality obtained by the VRES and VQP approaches 4.5.3.

4.5.1 Bitrate reduction

We start our investigation by considering the e�ciency in terms of bitrate reduction of

VRES and VQP schemes as a function of their respective parameters. In particular,

1https://github.com/ultravideo/kvazaar
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for VRES the rescaled resolution varies in {1080p, 720p, 480p, 240p}, whereas in the

case of VQP �qp varies in {5, 10, 15, 20}.
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Figure 4.2: Bitrate reduction (%)

Figure 4.2a and Figure 4.2b compare the overall percentage of bitrate reduction

which can be obtained by both VRES and VQP considering the whole video catalog.

The results are shown in a boxplot which captures the variability of the results with

respect to di↵erent videos and segment in the video.

The Figure 4.2a shows that, in the VRES case, as the rescaled resolution decreases

from 1080p to 240p, the obtained bitrate reduction increases from a median value of

around 15% up to 52% quite linearly. Regarding the VQP approach, Figure 4.2b shows

that the impact of �qp on bitrate reduction is more pronounced as this parameter

increases. In particular, �qp = 5 already provides a median bitrate reduction of

around 36%, and rapidly increases to 52% for �qp = 10 which is exactly equal to

the maximum bitrate reduction obtained in the case of the VRES approach when

the rescaled resolution is set to 240p. Also, comparable median bitrate reductions

are obtained for �qp = 5 (corresponding to ⇠ 36%) and for rescaled resolution 480p

(corresponding to 40%).

In the next sections, we shall employ the established couples of parameters that
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provide similar bitrate reductions, i.e. (5, 480p) and (10, 240p), to compare the corre-

sponding visual quality obtained.

4.5.2 Visual quality as a function of the user’s head position

We are now interested in comparing the visual quality obtained by VRES and VQP

when they o↵er comparable bitrate reductions. To the purpose, for each video we

collect the VMAF score measured when the users’ head is positioned at a certain yaw

angle ↵ with respect to the center of the RoI. Recall that, ↵ = 0 corresponds to the

case in which the viewport only frames the 120-wide area that is non distorted. As

↵ moves away from the RoI, larger and larger degraded portions of the video will fall

in the users’ viewport and the visual quality is expected to decrease. In the case of

VQP, the degradation is due to the higher quantization parameter used to encode the

content outside the RoI, in the VRES case, the degradation is due to the downscaling

and upscaling operations described in Section III and IV.
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Figure 4.3: VMAF as a function of the user’s head yaw angle ↵

Figure 4.3a and Figure 4.3b compare the median visual quality and the standard

deviation (shaded areas) measured using the VMAF score as a function of the yaw

angle ↵. Let us start by considering Figure 4.3a which corresponds to the case in which

VQP employs a �qp = 5 to encode the regions outside the RoI and VRES downscales

the horizontal resolution of the regions outside the RoI to 480p. In Section 4.5.1,

we have shown that those parameters provide a comparable median bitrate reduction

of around 40%. Figure 4.3a shows that, as expected, as |↵| increases the measured
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VMAF decreases. Nevertheless, in the case of the VQP approach the quality degrades

negligibly, whereas in the VRES case the VMAF drops from ⇠ 95 (↵ = 0) to ⇠ 76

(↵ = 120�)1.

Figure 4.3b compares the case of VQP set with a �qp = 10 and VRES set with a

downscale resolution equal to 240p which corresponds to a median bitrate reduction of

around 52% for both the approaches. The figure confirms that VQP is able to provide

a graceful degradation of the visual quality obtaining a worst case VMAF score equal

to ⇠ 85, whereas VRES achieves a worst case measured VMAF as low as ⇠ 52. This

means that in the VRES case if users point their head to a region framing only distorted

content the obtained visual quality is between “poor” and “fair” [185].
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Figure 4.4: Worst case Visual Quality vs Bitrate reduction trade-o↵

To complete this analysis, Figure 4.4a and Figure 4.4b show the worst case VMAF

bitrate reduction trade-o↵ achieved respectively by VRES and VQP obtained when

↵ = 120�. Each data point of the scatter plot represents one video chunk of a given

video encoded with a specific parameter (di↵erentiated by its color). The interesting

insight that can be gathered from the Figure 4.4b is that, in the case of VQP, increasing

the �qp parameter from 15 to 20 increases the bitrate reduction negligibly (as pointed

out in Section 4.5.1) at the price of a drastic decrease of the worst case visual quality

from a median value of ⇠ 80 to ⇠ 65.

In summary, VRES visual quality decreases faster when the user moves his head

away from the RoI, whereas VQP gracefully degrades the visual quality. For VQP using

1According to VMAF authors a score equal to 70 can be mapped to a vote between “good” and

“fair”[185].

88



4.6 Final considerations about VRES and VQP bitrate reduction schemes

a �qp greater than 15 is not advisable.

4.5.3 Visual quality as a function of video content

In Section 4.5.2, we have found that, in the worst case, the median di↵erence between

the VMAF score of VQP and VRES is equal to ⇠ 16 (⇠ 30) when the bandwidth

reduction percentage is ⇠ 40% (52%) (see Figure 4.3a and Figure 4.3b). In this section,

we are interested in investigating the sensitivity of the two bitrate reduction strategies

to di↵erent video content. To the purpose, Figure 4.5a and Figure 4.5b compare the

VMAF scores for each content of the video catalog (see Table 4.1) in the worst case

when the yaw angle is equal to 120�.

The figures show that in 7 out of 9 videos the VMAF scores do not di↵er signifi-

cantly from the median value we have found in Section 4.5.2. Nevertheless, the video

WhiteLions360 shows a remarkably lower VMAF score in the case the VRES strategy

is used, whereas in the case of WhiteDolphins the VMAF scores are much closer with

respect to the median case.

Figure 4.6 shows one frame extracted from the WhiteLions360 at a yaw angle such

that the left half of the frame belongs to the RoI, whereas the right half of the frame

belongs to the distorted area outside of the RoI. The parameters employed for VRES

and VQP lead to a 52% bandwidth reduction. By comparing the two frames it can be

noticed that: i) in the VRES case the gaussian blur e↵ect is clearly visible on the lion;

this is due to the lossy process of downscaling the region outside the RoI from 1280p

to 240p and then re-upscaling the video to the original resolution; ii) in the VQP case

the frame is sharp also in the region where the higher quantization parameter is used

(compare the field texture and the leaves of the tree); nevertheless, some artifacts a↵ect

the frame in the degraded region which are clearly visible on the lion’s face and mane.

4.6 Final considerations about VRES and VQP bitrate

reduction schemes

In this chapter, we compared the two State-of-the-Art (SOTA) bitrate reduction schemes:

the VRES approach and the VQP approach using the kvazaar encoder. To the purpose,

we have measured the VMAF score and the obtained bitrate reduction percentage by

applying both VRES and VQP approaches to a catalog of nine benchmark 4K resolution
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Figure 4.5: Worst case Visual Quality vs Bitrate reduction trade-o↵ for each video
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(a) VQP, �qp = 10 (b) VRES, rescaled resolution 240p

Figure 4.6: Frame extracted from the WhiteLions360 video

videos. Results have shown that at equal bitrate reduction percentage the VMAF score

obtained by VRES is consistently lower than that of VQP. When the two approaches

achieve a bitrate reduction percentage equal to 52%, the VQP obtains a VMAF scores

higher up to 30 points compared to VRES. Nevertheless, at lower bitrate reductions

(i.e., when the rescaled resolution is near to 480p), the VRES approach does not pay

a remarkable quality loss and becomes a viable solution due to its implementation

simplicity and due to the fact that it can be employed with any codec.
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5

TAPAS-360: a Tool for the

Design and Experimental

Evaluation of 360 Video

Streaming Systems

In this Chapter I present TAPAS-360, an open-source tool that enables designing and

experimenting all the components required to build omnidirectional video streaming

systems. The tool can be used by researchers focusing on the design of viewport-

adaptive algorithms and also to produce video streams to be employed for subjective

and objective QoE evaluations. The TAPAS-360 presented in this chapter has been

described in the scientific research work [187].

5.1 Introduction

Video streaming platforms are required to innovate their delivery pipeline to allow new

and more immersive video content to be supported. In particular, Omnidirectional

Video (OV) enable the user to explore a 360 scene by moving their heads using HMD

devices. Viewport adaptive streaming allows changing dynamically the quality of the

video falling in the user’s FoV. Experimental research in this area requires building a full

pipeline which starts from immersive content generation and ends at video consumption

using a player. All these components must implement the required features to make the
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interaction with the 360 scene possible. If the research community has proposed several

tools for the design and experimental evaluation of Adaptive BitRate (ABR) algorithms

[188, 189], the same cannot be said about omnidirectional videos. As a result, it is quite

di�cult to reproduce the results of di↵erent viewport adaptive algorithms and to make

fair comparison among such algorithms.

In our previous work [188], we proposed a TAPAS a framework allowing the re-

searcher to only concentrate on the design of the ABR algorithm without the need

of implementing a complete player for classic 2D adaptive streaming. Building on the

core functionalities of TAPAS, this work presents TAPAS-360, a tool which significantly

extends TAPAS and allows rapid prototyping of viewport adaptive control algorithms

used for the distribution of immersive content. The tool has been designed to decrease

the computational load required for each video stream generated on the testing ma-

chine. In particular, since panoramic video decoding is the process having the greatest

impact on the computational load, TAPAS-360 allows to optionally disable the video

decoding process while keeping the dynamics of the playout bu↵er, and therefore of

the overall video streaming session, unchanged. Consequently, it is possible to carry

out accurate experiments involving a large number of concurrent flows using the same

machine. This feature is fundamental for experimentally studying the performance of

the video distribution system as the number of streams that insist on the same link

changes. Moreover, the tool can be easily used in combination with common network

emulation tools such as, f.i., MahiMahi1 to perform experiments in a controlled network

environment, allowing the reproducibility of the obtained results. Additionally, traces

of head movement [180, 190] can be used to experimentally evaluate the performances

of the viewport adaptive algorithms with respect to di↵erent viewing patterns, or to

test field-of-view prediction algorithms. At the best of our knowledge, there are no

open-source tools available that implement the features described above. TAPAS-360

currently supports only viewport-adaptive schemes that download the whole sphere,

whereas supporting schemes that download only portions of the whole sphere is a

planned feature to be implemented in the future.
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Figure 5.1: Workflow of the TAPAS-360 tool

5.2 TAPAS-360

Figure 5.1 shows a block diagram of the TAPAS-360 tools highlighting the main com-

ponents and the corresponding connections between them. In addition to the features

of rapid prototyping, flexibility of use, and modularity inherited from the predecessor

[188], TAPAS-360 integrates a whole series of new modules allowing the management

of immersive content compliant with the DASH SRD specifications [132]. In the follow-

ing, the essential details of the components is provided, whereas specific implementation

details are left to the documentation of the project available in the project repository.

5.2.1 Tapas360Player

Tapas360Player is the central module that deals with orchestrating the operations of

all TAPAS-360 components. This module implements the player logic and updates the

log files that are populated during the experiments and that can be used in the post-

processing phase for analyzing the performance of the implemented algorithms. The

communication between modules is implemented through the exchange of a feedback

1
http://mahimahi.mit.edu/
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dictionary. This dictionary contains all the pieces of information that are useful for

performing the experiments and to pass data from one module to the other.

The play method is used to start the experiment and manages the user interaction,

initializes the feedback dictionary, and orchestrates the operational flow of the various

modules composing TAPAS-360.

5.2.2 Parser360

The main task of this module is to retrieve and store information about the video

manifest. It performs the parsing operation required for the particular streaming stan-

dard (HLS or DASH) in use. Parser360 populates and keeps updated the playlists

data structure. In this data structure, each segment is identified by the relative URI.

Moreover, the piece of information about the particular level (or representation), to-

gether with the respective parameters such as resolution and bitrate, are stored to

allow the required control actions being performed. In the case of immersive content,

additional information about the possibly di↵erent viewpoint representations is also

stored. At the end of the update process, the playlists data structure is passed to

the Tapas360Player module for updating the feedback dictionary: in the case of live

streaming, the playlists data structure is continuously updated, while in the case of

video on demand (VoD) the data structure is populated once at the startup.

The implementation of a parser requires the extension of the BaseParser360 class

and the definition of two methods: start(), which retrieves and analyzes the manifest

to populate the playlists data structure and updateSegmentsList(), which keeps

updated the playlists structure.

5.2.3 MediaEngine

MediaEngine is the module dealing with the management of the playback operation. In

details, it is responsible for maintaining the playout bu↵er, providing optional features

for the possible decoding and rendering of the video stream. BaseMediaEngine provides

the skeleton class defining the following methods: start(), stop(), pushData() and

getQueuedTime().

Going into detail, the start() method initializes the playout bu↵er and the other

components required by the specific MediaEngine implementation. MediaEngine allows

the configuration of the parameter min_queue_time that is the minimum duration of
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video stored in the bu↵er to start the video playback. Each time a video segment

download is completed, the pushData() callback is called and the segment is pushed

to the playout bu↵er.

The getQueuedTime() method allows to read the length of the playout bu↵er mea-

sured in seconds. This information is useful for the ABR controller. The Tapas360Player

module uses this method to allow updating the feedback dictionary.

The specific implementation of MediaEngine must extend BaseMediaEngine. This

way, di↵erent logics for draining the bu↵er, decoding and playing the video stream

can be defined. To allow di↵erent degrees of simulation details, two multimedia en-

gines have been implemented in TAPAS-360: GstMediaEngine and FakeMediaEngine.

FakeMediaEngine emulates the player status by tracking the length of the playout

bu↵er based on the information contained in the incoming segments without demuxing

nor decoding the received video stream. Instead, GstMediaEngine provides a com-

plete multimedia engine. Based on GStreamer 1.0 1 multimedia framework, it is able to

manage both fMP4 and ts media formats, granting compatibility with HLS and DASH

streaming standards. Moreover, it can work into two modes: nodec mode, only demux-

ing the incoming stream flow; dec mode, with video stream decoding and rendering

capabilities.

Both FakeMediaEngine and GstMediaEngine modules allow to disable the video

decoding process to keep CPU and memory usage low while perfectly emulating the

dynamics of the playout bu↵er, therefore having the same overall system dynamics as

in the case where the received video stream is decoded and rendered. This is a key

feature that enables to experimentally study the performance of the video distribution

system as the number of streams that share the same bottleneck varies. Moreover,

GstMediaEngine in dec mode can decode, render and possibly store the rendered video

stream on the filesystem (see Section 4.3).

5.2.4 QualityController

The QualityController is the module responsible for implementing the ABR algo-

rithm. Its goal is to decide, based on feedback information such as the estimated

bandwidth, the length of the playout bu↵er, and the status of the player, which video

representation to download from those listed in the manifest.

1
https://gstreamer.freedesktop.org/
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BaseQualityController provides the interface class that a QualityController

must inherit. Important methods that have to be implemented are: 1) calcControlAction(),

that implements the control logic by calculating the maximum bitrate value that should

be downloaded; 2) isBuffering(), that checks if the player is currently into download-

ing (bu↵ering phase) or in idle phase (used to insert OFF pauses between the download

of two consecutive segments).

To clarify how the QualityControllermodule works, the salient logical sequence of

operations that Tapas360Player implements is reported. Tapas360Player maintains

a feedback dictionary which stores various information such as the length of the play-

out bu↵er and the estimated bandwidth. At the end of the download of each segment,

Tapas360Player, using the updateSegmentsList() method exposed by Parser360

class, updates the feedback dictionary and executes calcControlAction() to obtain

the video level to be used for the download of the next segment and sets the period

of inactivity by using setIdleDuration(). In particular, calcControlAction() re-

turns the maximum bitrate value that can be downloaded based on the information

contained in the feedback dictionary. This value is then passed to quantizeRate()

that selects the highest video level index from the possible values contained in the

feedback dictionary. In its default implementation, the quantizeRate() method se-

lects the highest video level lower the bitrate calculated by calcControlAction(). Fi-

nally, the isBuffering() method checks if the system is either bu↵ering or idle. This

is a useful method to keep track of the player state and manage rebu↵ering events.

BaseQualityController provides a default implementation for this method, return-

ing True if the length of the playout bu↵er is less than a certain threshold, but more

advanced mechanisms can be implemented by overloading this method.

5.2.5 ViewController

The ViewController is a new component that immersive video streaming systems are

required to implement. Its goal is to select the best viewpoint representation according

to the position of the user’s head which is reported by the HMD device.

The implementation of the ViewController needs to extend the BaseViewController

class and to implement the getView() method, which actually defines the viewpoint

selection algorithm.
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An example implementation of view controller, named ConvetionalViewController

is included in the code base which provides a simple control logic that takes as input

the current position of the user’s head. The ConventionalViewController imple-

ments the View Selection Algorithm (VSA) described in [177]. In that paper, di↵erent

viewpoint representations are prepared server-side, each one consisting in a di↵erent

Region of Interest (RoI), the particular region of the video where the visual quality is

higher with respect to the other regions. Each viewpoint representation is identified

by a URL and correlated to a tuple storing the identifier and the yaw angle pointing

to the corresponding RoI. The VSA goal is to select the best viewpoint representation

based on the current user view direction.

ConventionalViewController, in its current implementation, assumes RoIs are

centered at 0, 120 and 240 with a dihedral angle of 120, resulting in three di↵erent tiles

set. Nevertheless, Saliency maps could be used to tailor the selection of the number

and position of the RoIs [190]. Notice that we plan to add support for saliency maps

to be integrated in the base view controller class soon so that view controllers will be

able to readily access this optional information.

The VSA algorithm workflow is described briefly in the following. The getView()

method returns to Tapas360Player the viewpoint representation that the user is cur-

rently viewing. At the end of the download of each segment, Tapas360Player –

through the getHMDStatus() method exposed by the HMDEmulator class – updates

the feedback dictionary which also stores the current viewpoint and the angles repre-

senting the position of the user’s head. Next, it executes the getView() method which

returns the viewpoint representation to be selected. At this point, the downloader

automatically downloads the correct viewpoint representation and the current bitrate

representation selected by the QualityController.

5.2.6 HMDEmulator

In TAPAS-360, the design of ViewController requires to receive in input the current

angular position from an HMD to perform the viewpoint selection strategy. HMDEmulator

is the module that emulates the reading of the angles of the user’s head position which

normally are provided by the HMD device.

HMDEmulator implements the getCurrentViewAngle() method, which accepts the

playback timestamp and returns the angular data of the current position of the user’s
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head. Such information can be also exploited for viewport adaptive control algorithms

based on saliency maps. The emulation of the user’s head movement is obtained by

reading a Comma-Separated Values (CSV) file which contains the angular data relating

to the user’s head movement at each timestamp of playback. In this way, publicly avail-

able datasets such as [180, 184, 190] can be easily used to allow result reproducibility.

5.3 Use Cases

In this section we describe some of the use cases for which TAPAS-360 has been designed

for.

5.3.1 2D video streaming

The most common use case is the design and the development of new ABR strategies1.

To this end, only the BaseController.py class has to be extended, implementing the

control logic in the calcControlAction() method. The new ABR algorithm can be

added to play.py by simply importing it. The command line for testing the algorithm

is:

$python3 play.py --controller [CONTROLLER] --url [URL]

where [CONTROLLER] is the name of the class containing the algorithm being tested

and [URL] is the URL indicating the manifest of the testing video. TAPAS-360 will

fetch the video segments indicated in [VIDEO-URL] as a regular video player would do

under the bitrate adaptation algorithm implemented. The logs/ folder contains a list

of subfolders, indexed for streaming session, with all the logs useful for postprocessing

and performance evaluation.

5.3.2 Viewport-adaptive streaming

The most interesting use case is the design and experimental evaluation of viewport

adaptive algorithms. To this end, the developer can extend only the BaseViewController.

py class. The getView() method implements the viewport adaptive strategy. Simi-

larly to the QualityController algorithm, play.py has to be modified importing the

1Notice that this use case was already possible with TAPAS [188], but we mention it for the sake

of completeness.
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new class and adding a custom entry into the flags list (if needed). To test the newly

implemented algorithm the following command can be used:

$python3 play.py --vr True --view_controller [VIEWCONTROLLER]

--url [URL]

where [VIEWCONTROLLER] is the name of the class implementing the viewport adaptive

algorithm and [URL] is the URL indicating the manifest of the testing video. Similarly

to the ABR case, TAPAS-360 will perform the viewport adaptation strategy in the same

way as a 360 video player would do. This is possible because of the HMDEmulator is

fed with a trace representing head movement1 having the format [time,alpha,beta,

gamma], where time is a timestamp and alpha, beta, gamma are the three components

of the Euler angles. Custom HMD traces can be used in TAPAS-360 by employing the

--hmd_trace flag. Also in this case useful logs are available into the logs/ folder.

5.3.3 Subjective and Objective Quality of Experience evaluations

TAPAS-360 allows to store the fetched segments by simply adding the option

$python3 play.py [other_options] --save_chunks True

The list of the segments is stored in the subfolder corresponding to the streaming

session under the logs/ folder. This allows to produce video streams that can be used,

together with the video streaming log, to run subjective and objective QoE evaluations.

To this end, TAPAS-360 could be used to produce a number of “distorted” videos in

response to both time-varying network bandwidths (implemented with tools such as

Mahimahi) and head movements, by feeding TAPAS-360 traces from datasets such as

[180, 184, 190].

5.4 Summary

In this Chapter the TAPAS-360 open-source tool has been presented. In summary,

TAPAS-360 enables designing and experimenting streaming algorithms for Immersive

Applications. The tool allows a fine grained control of the decoding process to sig-

nificantly decrease the CPU load and enable experimenting with several flows being

consumed on a single machine. TAPAS-360 includes extensible modules to experiment

1Notice that a default example trace in the repository named hmd_trace.csv is provided.
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with viewport adaptive algorithms and to emulate HMD devices using head movements

datasets. The ambition is to attract the research community to contribute with their

algorithms and make TAPAS-360 an open platform facilitating results reproducibility

within the multimedia community.
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Conclusions and Future Research

Directions

This PhD thesis has investigated the Immersive streaming ecosystem, concerning the

important aspects such as resource optimization against user QoE expectations.

First of all, the Thesis provides a thorough State-of-the-Art, ranging from the up-

coming technologies used for streaming the traditional 2D video to the most recent

advancements specific for the streaming of Immersive contents.

In particular, the today internet bandwidth has been recognized as insu�cient for

the streaming of immersive contents at a satisfactory QoE, thus the design of new

bitrate reduction techniques exploiting the peculiarities of such contents is required.

With reference to the wide set of techniques described in Section 1.5, in Chapter 2 a

viewport-dependent technique aiming at reducing the network bandwidth requirements

for immersive video streaming applications has been presented. In summary, the tech-

nique i) realizes bitrate reductions by aggressively reducing the horizontal resolution of

the areas outside the main RoI; ii) is an encoder-agnostic approach; iii) adopts standard

upscaling-downscaling algorithms, thus hardware encoding-decoding capabilities can be

fully exploited. The performance of the proposed approach has been experimentally

evaluated on a video catalog using both the well established PSNR and SSIM objective

visual quality metrics. The experimental results show that the proposed approach is

able to provide a reduction of the required bitrate up to around 50%, while gracefully

degrading visual quality far from the user’s RoI.

Moving the target on a system perspective, Chapter 3 provided a characterization of
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a DASH-based Immersive Video Streaming platform, identifying the logical components

which specifically manage the streaming of Immersive contents.

In summary, we identified two main components:

• a Server, equipped with a content generation algorithm specifically designed for

immersive content optimization;

• a Client, which selects the best video representation to download based on the

decisions of two cooperating control logics:

1. the Quality Selection Algorithm (QSA), realizing the bitrate adaptation;

2. the View Selection Algorithm (VSA), realizing the viewport adaptation.

To assess the e↵ectiveness of the proposed system in a real scenario, the immersive

video delivery system has been implemented and subjected to an extensive experimental

evaluation. On the one hand, the technique introduced in Chapter 2 has been used at

Server as a content generation algorithm. On the other hand, the Client implemented

ELASTIC as QSA, while a naive control law based on current user head position has

been utilized as VSA. In summary, we tested the proposed system with a number of

views equals both three and six, with three downscaling factors for the non-RoI areas.

More, we tested the platform against four network traces, using the MahiMahi shaper

for simulating the varying network conditions. The baseline refers to the platform

without viewport-adaptation. Briefly, we obtained promising results in the case of

viewport-adaptivity is enabled.

In the context of bitrate reduction techniques, we proceeded with the State-of-the-

Art and identified the two most promising techniques, named as:

• the Variable Quantization Parameter (VQP), which allows to vary the spatial

quality without changing output resolution;

• the Variable Resolution (VRES), which allows to vary the spatial resolution with-

out changing quality.

It is worth noting that the VRES approach is quite similar to the technique proposed

in Chapter 2.

To assess the performances reachable by the two techniques in terms of maximal

QoE, we go through a really extensive QoE comparison, which involved a dataset of

more of 88 hours of video content. In this performance evaluation, we decided to use
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the VMAF objective visual quality metric, that is now considered the state of the art

for QoE video evaluation.

Finally, in Chapter 5 TAPAS-360, a tool aiming at being useful in designing and

experimentally evaluating 360-degree streaming systems, has been proposed to the

immersive streaming research community.

The motivation behind the development of this tool is quite straightforward: at this

time, experimental research on 360 streaming systems requires to build a full pipeline

which starts from content generation and ends at video consumption. Then, it is quite

di�cult for the researcher to reproduce the results of di↵erent research work and to

make fair comparisons among the developed algorithms. The TAPAS-360 tool allows

both the rapid prototyping and ease the task of experimentally comparing di↵erent

viewport adaptive algorithms. The tool has been designed to decrease the computa-

tional load required for each video stream by disabling the decoding process without

interfering with the dynamics of the streaming session, as an example the playout bu↵er

dynamics. Consequently, it is possible to carry out massive experimentation involving

a large number of concurrent flows on the same machine.

Finally, the tool can be easily extended with common network emulation tools (such

as, for instance MahiMahi) to perform massive experimentations in a controlled network

environment. In this way the reproducibility of the obtained results is implemented out

of the box.

From the works previously discussed, it emerges that times are nearly mature for

adopting Immersive streaming applications in everyday life. Specifically, viewport

adaptive approaches have been recognized as an attractive solution, allowing the bitrate

reduction for Immersive contents with a perceived QoE comparable to the case of no

adaptation; or, on other words, allowing to deliver Immersive contents with an higher

QoE on the todays internet connections.

As regarding future directions of these research activities, a deeper analysis on par-

allel encoding/decoding algorithms will be performed, with the aim of leveraging the

dense multi-core architecture o↵ered by upcoming GPUs. Moreover, 6-DoF volumetric

videos present even higher bandwidth requirements with respect to 3-DoF omnidirec-

tional video, thus new analysis will be made specifically for this kind of video format.

A final future work will be to identify further use cases of Immersive technologies at

the service of the Industry 4.0.
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�ZZIghQpI�<G<+jQpI�pQGI]�/jgI<ZQ[O� ��¥E]]gGQ[<j]gI�+g]N��!<hE]Y]�/<pIgQ]¦��

�[]YjgI� QY h]jj]hEgQjj] P< <YjgIhR d<gjIEQd<j] <Q hIOkI[jQ E]ghQ GQ N]gZ<vQ][I hk jIZ<jQEPI� � � � � � � � � � � � �

<NNIgI[jQ�<Y�G]jj]g<j]�Q[�]OOIjj]��

� ]gh]��ZZQ[Qhjg<j]gI�GQ�.IjQ� �QhE]��"0�"��

]jjI[jI[G]�Y<�EIgjQNQE<vQ][I��QhE]��E<GIZs�"��.]kjQ[O�<[G�/qQjEPQ[O��/E<YQ[O�"Ijq]gXh��

�

�jjQpQj=�GQG<jjQEPI�gIY<jQpI�<Y����<[[]�

"IY �� <[[] GIY E]gh] GQ G]jj]g<j] Q[ IdQOg<NI QY h]jj]hEgQjj] �QkhIddI .QDIvv]� P<� � � � � � � � � � � � � �

NgIfkI[j<j] Q hIOkI[jQ dIgE]ghQ N]gZ<jQpQ ]gO<[Qvv<jQ G<Y ]gh] GQ G]jj]g<j] ] ]NNIgjQ G<� � � � � � � � � � � � �

1[QpIghQj=���[jQ�GQ�gQEIgE<�¥E][�Q[GQE<vQ][I�GIQ��1�IpI[jk<YZI[jI�E][hIOkQjQ¦���

� �YIZI[jh ]N +g]D<DQYQjs N]g �[OQ[IIgQ[O /EQI[EIh ¥Ä �1� NgIfkI[v< Û� � � � � � � � � �

E][hIOkQZI[j]�Ih<ZI¦�

� 0PI]gs <[G �ddYQE<jQ][h ]N hj]EP<hjQE dg]EIhhIh ¥Â�Æ �1� h]Y] E][hIOkQZI[j]� � � � � � � � � �

Ih<ZI¦�

�Y h]jj]hEgQjj] P< <YjgIhR d<gjIEQd<j] <Q hIOkI[jQ hIZQ[<gQ I E][pIO[Q hEQI[jQNQEQ hk jIZ<jQEPI� � � � � � � � � � � � �

<NNIgI[jQ�<Y�G]jj]g<j]�Q[�]OOIjj]��

� �<j<�GgQpI[ !]GIYQ[O <[G $djQZQv<jQ][� < "Ijq]gXQ[O +IghdIEjQpI �� jI[kj]hQ Q[ �<gQ� � � � � � � � � �

¥��¦��ÂÄ�OQkO[]��ÃÁÂÊ��GIYY<�Gkg<j<�GQ�Ã�]gI��

� "<jQ][<Y �[hjgkZI[jh 7]gXhP]d�� jI[kj]hQ Q[ �<gQ ¥��¦� ÁÊ�ÂÁ <dgQYI� ÃÁÂÊ� GIYY<� � � � � � � � � � �

Gkg<j<�GQ�Ã�OQ]g[Q��
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� "Ijq]gXQ[O .IhI<gEP 0]dQEh� +<hj� +gIhI[j <[G �kjkgI Q[hdQgIG Ds !<gQ] �IgY< ��� � � � � � � � � � �

jI[kj]hQ�Q[�!QY<[]�¥!�¦��ÁÄ�OQkO[]��ÃÁÂÊ��GIYY<�Gkg<j<�GQ�Â�OQ]g[]��

� /kZZIg /EP]]Y ]N �[N]gZ<jQ][ �[OQ[IIgQ[O ¥//�� /kZZIg /EP]]Y¦ Á¿ÀÈ�� jI[kj<hQ Q[� � � � � � � � � � �

�gIhh<[][I�¥�;¦��ÁÉ�ÂÃ�YkOYQ]��ÃÁÂÊ��GIYY<�Gkg<j<�GQ�ÄÁ�]gI��

"IY E]gh] GIY �� <[[] GQ G]jj]g<j]� QY h]jj]hEgQjj] P< <[EPI d<gjIEQd<j] <YYI <jjQpQj= E][[IhhI� � � � � � � � � � � � � � �

<G�<YEk[Q�dg]OIjjQ�GQ�gQEIgE<���[�d<gjQE]Y<gI��

� +g]OIjj] ��$.�;$" ÃÁÃÁ� +$" �² ÃÁÂÅ�ÃÁÃÁ �� �+/� <  ]kG�D<hIG dY<jN]gZ N]g� � � � � � � � � � � �

�ZZIghQpI�<G<+jQpI�pQGI]�/jgI<ZQ[O� ��¥E]]gGQ[<j]gI�+g]N��!<hE]Y]�/<pIgQ]¦��

�[]YjgI� QY h]jj]hEgQjj] P< <YjgIhR d<gjIEQd<j] <Q hIOkI[jQ E]ghQ GQ N]gZ<vQ][I hk jIZ<jQEPI� � � � � � � � � � � � �

<NNIgI[jQ�<Y�G]jj]g<j]�Q[�]OOIjj]��

� ]gh]��ZZQ[Qhjg<j]gI�GQ�.IjQ� �QhE]��"0�"��

]jjI[jI[G] Y< EIgjQNQE<vQ][I �QhE] �E<GIZs "� .]kjQ[O <[G /qQjEPQ[O� ][[IEjQ[O� � � � � � � � � �

"Ijq]gXh��

�

�jjQpQj=�GQG<jjQEPI�gIY<jQpI�<Y�����<[[]�

"IY ��� <[[] GIY E]gh] GQ G]jj]g<j] Q[ IdQOg<NI QY h]jj]hEgQjj] �QkhIddI .QDIvv]� hj<� � � � � � � � � � � � � �

<jjk<YZI[jI NgIfkI[j<[G] Q hIOkI[jQ dIgE]ghQ N]gZ<jQpQ ]gO<[Qvv<jQ G<Y ]gh] GQ G]jj]g<j] ]� � � � � � � � � � � �

]NNIgjQ�G<�1[QpIghQj=���[jQ�GQ�gQEIgE<�¥E][�Q[GQE<vQ][I�GIQ��1�IpI[jk<YZI[jI�E][hIOkQjQ¦���

� /]Njq<gI�D<hIG ZIjP]Gh N]g Z]GIg[ E][jg]Y hshjIZh GIhQO[ ¥h]Y] NgIfkI[v<� Â�Æ� � � � � � � � � �

�1¦�

� �ZIgOQ[O ZIjP]G]Y]OQIh <[G jIEP[]Y]OQIh N]g jPI sDIg /IEkgQjs ¥h]Y] NgIfkI[v<�� � � � � � � � � �

Â�Æ��1¦�

�Y h]jj]hEgQjj] P< <YjgIhR d<gjIEQd<j] <Q hIOkI[jQ hIZQ[<gQ I E][pIO[Q hEQI[jQNQEQ hk jIZ<jQEPI� � � � � � � � � � � � �

<NNIgI[jQ�<Y�G]jj]g<j]�Q[�]OOIjj]��

� �[jIg[<jQ][<Y 7]gXhP]d ][ /Z<gj !]DQYQjs Q[ �kjkgI QjQIh� 0PI �dkYQ< �[Gkhjgs� � � � � � � � � � �

/kZZQj ���jI[kj]hQ�Q[��<gQ�¥��¦��ÁÇ�]jj]DgI��ÃÁÂÊ��GIYY<�Gkg<j<�GQ�k[�OQ]g[]��
� !<jPIZ<jQEh N]g �[OQ[IIgQ[O �ddYQE<jQ][h �� jI[kj<hQ Q[ �<gQ ¥��¦� ÃÈ�ÄÂ OI[[<Q]�� � � � � � � � � �

ÃÁÃÁ��GIYY<�Gkg<j<�GQ�ÄÁ�]gI��

� �! !kYjQZIGQ< Á¿Á¿� ÁÇjP �! �[jIg[<jQ][<Y ][NIgI[EI ][ !kYjQZIGQ<��� � � � � � � � �

jI[kj<hQ Q[ /I<jjYI� 1[QjIG /j<jIh� ÂÃ�ÂÇ $jj]DgI� ÃÁÃÁ� "IYY< dgIhI[jI E][NIgI[v< J� � � � � � � � � � � �

hj<j]�dgIhI[j<j]�Y�<gjQE]Y]�Q[�Ã��

"IY E]gh] GIY ��� <[[] GQ G]jj]g<j]� QY h]jj]hEgQjj] hj< <jjk<YZI[jI d<gjIEQd<[G] <YYI <jjQpQj=� � � � � � � � � � � � � �

E][[IhhI�<G�<YEk[Q�dg]OIjjQ�GQ�gQEIgE<���[�d<gjQE]Y<gI��

� +g]OIjj] ��$.�;$" ÃÁÃÁ� +$" �² ÃÁÂÅ�ÃÁÃÁ �� �+/� <  ]kG�D<hIG dY<jN]gZ N]g� � � � � � � � � � � �

�ZZIghQpI�<G<+jQpI�pQGI]�/jgI<ZQ[O� ��¥E]]gGQ[<j]gI�+g]N��!<hE]Y]�/<pIgQ]¦��

�� �
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�IhEgQvQ][I�hQ[jIjQE<�GIYY�<jjQpQj=�GQ�gQEIgE<�

�jjQpQj=�GQ�gQEIgE<���<[[]�

 �<jjQpQj=�GQ�gQEIgE<�hp]Yj<�[IY�dgQZ]�<[[]�J�hj<j<�hkGGQpQh<�Q[�GkI�N<hQ��

"IYY< dgQZ< N<hI J hj<j] hjkGQ<j] Y] hj<j] GIYY�<gjI gQOk<gG<[jI hQ< YI dg]QIvQ][Q IG Q N]gZ<jQ� � � � � � � � � � � � � � � �

Z<OOQ]gZI[jI kjQYQvv<jQ dIg Y< �Z<dd<jkg< �VSKHUH�WR�SODQH GL LPPDJLQL H ULSUHVH YLGHR D� � � � � � � � � � � �

�����̵ hQ< YI jIE[QEPI GQ �fk<YQjs <G<dj<jQ][ dg]d]hjI Q[ YIjjIg<jkg<� �[ dgQZ] Yk]O]� h][] hj<jI� � � � � � � � � � � � � � �

QGI[jQNQE<jI�I�E]Zd<g<jI�GkI�GQpIghI�jQd]Y]OQI�GQ�Z<dd<jkgI��

Â� Z<dd<jkgI�<� �fk<YQj=�NQhh< ���

Ã� Z<dd<jkgI�<� �fk<YQj=�p<gQ<DQYI���

$O[Q jQd]Y]OQ< GQ Z<dd<jkg< J hj<j< <[<YQvv<j< hkYY< D<hI GIYY< fk<YQj= E]ZdYIhhQp< GIY Ng<ZI� � � � � � � � � � � � � �

pQGI] gQhkYj<[jI� GIYY< E]ZdYIhhQj= GIYY�<YO]gQjZ] kjQYQvv<j] dIg OI[Ig<gI QY Ng<ZI I� � � � � � � � � � �

GIYY�]EEkd<vQ][I GQ hj]g<OI� Q[ Z<[QIg< j<YI G< jg]p<gI QY OQkhj] E]Zdg]ZIhh] jg< Q d<g<ZIjgQ� � � � � � � � � � � � � �

dgQZ<�EQj<jQ��

�

�[ hIE][G] Yk]O]� GQpIghI hjg<jIOQI dIg QZdYIZI[j<gI Y< �fk<YQjs <G<dj<jQ][ h][] hj<jI� � � � � � � � � � � �

E][hQGIg<jI� +Ig �fk<YQjs <G<dj<jQ][ hQ Q[jI[G][] fkIYYI jIE[QEPI EPI E][hI[j][] GQ� � � � � � � � � � �

Z<[jI[IgI < fk<YQj= ]gQOQ[<YI h]Y] fkIYYI d]gvQ][Q GQ pQGI] EPI h][] GQ gI<YI Q[jIgIhhI dIg� � � � � � � � � � � � � � �

Y�kjI[jI � GI[]ZQ[<j< �.IOQ][ $N �[jIgIhj ¥.$�¦ � I gQGkggI Y< fk<YQj= [IYYI <YjgI d]gvQ][Q� �[� � � � � � � � � � � � � � � �

YIjjIg<jkg<� h][] hj<jI hjkGQ<jI GQpIghI jIE[QEPI GQ dg]GkvQ][I GQ E][jI[kjQ pQGI] < ÄÇÁ¶ EPI� � � � � � � � � � � � � �

QZdYIZI[j<[]�fkIhj]�<ddg]EEQ]��Q�fk<YQ�d]hh][]�IhhIgI�E<j<Y]O<jQ�Q[��

� gI<Y�jQZI �� [IYY< fk<YI hIYIvQ][I GIYY< .$�� E]GQNQE<� E][hIO[< I gQdg]GkvQ][I GIY� � � � � � � � � � �

pQGI]�<�ÄÇÁ¶�pI[O][]�INNIjjk<jQ�Q[�gI<Y�jQZI�dIg�]O[Q�kjI[jI��

� ]NN�YQ[I �� [IYY< fk<YI <YEk[I <hhkvQ][Q h][] N<jjI hkYY< hj<jQhjQE< GQ pQhk<YQvv<vQ][I GIOYQ� � � � � � � � � � � �

kjI[jQ E][hI[jI[G] EPI Y< hIYIvQ][I GIYY< .$� I Y< E]GQNQE< GIY pQGI] < ÄÇÁ¶ d]hh<� � � � � � � � � � � � � � �

<ppI[QgI�dgIEIGI[jIZI[jI�<YY<�E][hIO[<�I�gQdg]GkvQ][I�GIYY]�hjIhh]��

�

-kIhj< jQd]Y]OQ< GQ hjg<jIOQI E][hI[jI GQ ]jjI[IgI k[ E][hQGIgIp]YI gQhd<gZQ] Q[ jIgZQ[Q GQ� � � � � � � � � � � � �

E][hkZ] GQ D<[G<� Z< [IEIhhQj< GQ k[ ]dd]gjk[] GIhQO[ hQ< GIY ZIEE<[QhZ] GQ dg]GkvQ][I� � � � � � � � � � � � � �

GIY E][jI[kj] ZkYjQZIGQ<YI� hQ< GIYY�<YO]gQjZ] GQ E][jg]YY] EPI OIhjQhE< Y] �hqQjEP �jg< YI� � � � � � � � � � � � �

pIghQ][Q GIY pQGI] E][ GQNNIgI[jQ YQpIYYQ GQ fk<YQj= Q[ Z<[QIg< j<YI G< O<g<[jQgI k[< �-k<YQjs ]N� � � � � � � � � � � � � � � �

�rdIgQI[EI��EPI�hQ<�Y<�Z<hhQZ<�d]hhQDQYI�dIg�Y�kjI[jI���

�
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�[ d<g<YYIY] < fkIhjI <jjQpQj=� <YY�Q[jIg[] GIY dg]OIjj] +$" �² ÃÁÂÅ�ÃÁÃÁ  �+/ hQ J jI[kj<� � � � � � � � � � � � � � �

k[< <ZdQ< GQhEkhhQ][I NQ[<YQvv<j< < QGI[jQNQE<gI jkjjI YI E<g<jjIgQhjQEPI I YI Nk[vQ][<YQj= GQ� � � � � � � � � � � � �

k[< dQ<jj<N]gZ< dIg Y] hjgI<ZQ[O GQ pQGI] QZZIghQpQ� �[]YjgI� h][] hj<jQ p<OYQ<jQ Q E<hQ G�kh]� I� � � � � � � � � � � � � � � �

YI hkGGIjjI E<g<jjIgQhjQEPI I Nk[vQ][<YQj= h][] hj<jI <G<jj<jI < EQ<hEk[] GIOYQ hEI[<gQ� � � � � � � � � � � �

E][hQGIg<jQ��

�

 < hIE][G< d<gjI GIY Y<p]g] P< pQhj] Y�Q[jg]GkvQ][I GQ k[< jIE[QE< GQ �fk<YQjs <G<dj<jQ][� � � � � � � � � � � � � �

]NN�YQ[I Q[[]p<jQp< E][EIdQj< dIg Y< dg]GkvQ][I GQ E][jI[kjQ pQGI] < ÄÇÁ¶� GQ EkQ hQ pk]YI� � � � � � � � � � � � � � �

ZQhkg<gI Y�INNQE<EQ< [IY gQGkggI QY E][hkZ] GQ D<[G< Q[ g<dd]gj] <YY] hj<j] GIYY�<gjI hI[v<� � � � � � � � � � � � � �

GIOg<G<gI�Y<�-k<YQjs�$N��rdIgQI[EI�dIg�Y�kjI[jI��

 < jIE[QE< QGI<j< J Q[GQdI[GI[jI G<YY< jQd]Y]OQ< GQ �I[E]GIg kjQYQvv<j] I hNgkjj< <YO]gQjZQ I� � � � � � � � � � � � � �

jIE[]Y]OQI Z<jkgQ� dIgEQ^ gQhkYj< IhhIgI QZdQIO<DQYI hkYY< Z<OOQ]gd<gjI GIYYI dQ<jj<N]gZI GQ� � � � � � � � � � �

pQGI]�hjgI<ZQ[O�I�GQhd]hQjQpQ�Z]DQYQ�]OOQ�Q[�E]ZZIgEQ]��

�[ d<gjQE]Y<gI� dIg QZdYIZI[j<gI QY E][EIjj] GQ .$�� Ihh< N< kh] GIYYI Nk[vQ][<YQj= GQ �hYQEQ[O I� � � � � � � � � � � � � � � �

gIhE<YQ[O �� E][hI[jI[G] GQ hkGGQpQGIgI k[ pQGI] Q[ NIjjI ¥ �hYQEI Q[ Q[OYIhI¦ I GQ gQhE<Y<gI YI �hYQEIh� � � � � � � � � � � � � � � �

EPI [][ <dd<gjI[O][] <YY< .$� E][hQGIg<j<� ]jjI[I[G] Q[ j<Y Z]G] Y< gQGkvQ][I [IY E][hkZ]� � � � � � � � � � � � � �

GQ D<[G<� /Q []jQ EPI YI Nk[vQ][<YQj= GQ �hYQEQ[O I �gIhE<YQ[O h][] hkdd]gj<jI [<jQp<ZI[jI G<OYQ� � � � � � � � � � � � � � �

I[E]GIg�GIE]GIg IhQhjI[jQ I E][hI[j][] GQ hNgkjj<gI Y�<EEIYIg<vQ][I P<gGq<gI GIYYI hEPIGI� � � � � � � � � �

Og<NQEPI�  �<YO]gQjZ] gQhkYj< IhhIgI Q[ j<Y Z]G] I[IgOIjQE<ZI[jI INNQEQI[jI I fkQ[GQ <G<jj]� � � � � � � � � � � �

<G IhhIgI kjQYQvv<j] hk GQhd]hQjQpQ Z]DQYQ� ]ZdYIhhQp<ZI[jI� pI[O][] hIYIvQ][<jI k[� � � � � � � � � �

[kZIg] GQ .$� j<YI G< E]dgQgI Y�Q[jIg< <gI< GIY pQGI]� +Ig EQ<hEk[< .$�� pQI[I dg]G]jj< k[<� � � � � � � � � � � � � � � �

EYQd pQGI]� GI[]ZQ[<j< �pQIq�� EPI E]ZdgI[GI Y< .$� < gQh]YkvQ][I [<jQp< ZI[jgI Y< gIhj<[jI� � � � � � � � � � � � � �

d<gjI GIY pQGI] pQI[I gQhE<Y<j< GQ k[ ]dd]gjk[] �hE<YQ[O N<Ej]g��  <j] EYQI[j� QY dY<sIg hE<gQE< Y<� � � � � � � � � � � � � � � �

pQIq dQl ]dd]gjk[< < hIE][G< GIYY< .$� pQhk<YQvv<j< G<YY�kjI[jI� /Q []jQ EPI QY dY<sIg� � � � � � � � � � � � � �

[IEIhhQj< GQ k[ <YO]gQjZ] GQ E][jg]YY] dIg Y< �pQIq�hIYIEjQ][ EPI G< k[ Y<j] Z<hhQZQvvQ Y<� � � � � � � � � � � � � � �

fk<YQj=�pQhQp<�dIgEIdQj<�G<YY�kjI[jI�I�G<YY�<Yjg]�O<g<[jQhE<�Y�<hhI[v<�GQ�IpI[jQ�GQ�gIDkNNIgQ[O�� �

 < jIE[QE< GQ �E][jI[j OI[Ig<jQ][ dg]d]hj< J hj<j< p<Ykj<j< <jjg<pIgh] k[�IhjI[hQp< E<Zd<O[<� � � � � � � � � � � �

GQ�jIhj��Q�gQhkj<jQ�GIQ�fk<YQ�h][]�GQhd][QDQYQ�[IYYI�dkDDYQE<vQ][Q�Â��I�Ã��h]jj]�EQj<jQ��

 < dg]hhQZ< N<hI GIY Y<p]g] GQ gQEIgE< dgIpIGI Y�<ZdYQ<ZI[j] GIY Y<p]g] hp]Yj] NQ[] <G ]g< G<� � � � � � � � � � � � � � � �

dQl dk[jQ GQ pQhj<� �[ dgQZ] Yk]O]� h<g<[[] hjkGQ<jQ OYQ <YO]gQjZQ I YI jIE[]Y]OQI dIg Y<� � � � � � � � � � � � � � � �

EgI<vQ][I GQ E][jI[kjQ ]Y]Og<NQEQ� I j<YQ E][jI[kjQ h<g<[[] Q[jIOg<jQ [IYY< dQ<jj<N]gZ< GQ pQGI]� � � � � � � � � � � � �

hjgI<ZQ[O� �[ hIE][G] Yk]O]� h<g<[[] hjkGQ<jQ I p<Ykj<jQ OYQ <YO]gQjZQ GQ E][jg]YY] dIg QY� � � � � � � � � � � � � �
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hkdd]gj] GIYY< �pQIq�hIYIEjQ][ �� Q[ Z<[QIg< j<YI G< jg]p<gI QY OQkhj] jg<GI�]NN jg< dg]D<DQYQj= GQ� � � � � � � � � � � � � �

IpI[jQ�GQ�gIDkNNIgQ[O�I�fk<YQj=�pQhQp<��

�

�jjQpQj=�GQ�gQEIgE<����<[[]�

 �<jjQpQj=�GQ�gQEIgE<�hp]Yj<�[IY�hIE][G]�<[[]�J�hj<j<�hkGGQpQh<�Q[�GkI�N<hQ��

"IYY< dgQZ< N<hI J hj<j] hjkGQ<j] Y] hj<j] GIYY�<gjI gQOk<gG<[jI OYQ <YO]gQjZQ GQ E][jg]YY] I YI� � � � � � � � � � � � � � � �

ZIj]G]Y]OQI GQ GIhQO[ <gEPQjIjjkg<YI dg]d]hjI [IYY< YIjjIg<jkg< hEQI[jQNQE< dIg Y��<G<djQpI� � � � � � � � � �

hjgI<ZQ[O GIQ pQGI] Ã�� � hj<j] gQYIp<j] EPI QY E]ZdQj] GIYY�<YO]gQjZ] GQ E][jg]YY] Q[ k[<� � � � � � � � � � � � � � �

dQ<jj<N]gZ< GQ �<G<djQpI hjgI<ZQ[O J Y< Z<hhQZQvv<vQ][I GIYY< �-k<YQjs ]N �rdIgQI[EI ¥-]�¦� � � � � � � � � � � �

dIgEIdQj< G<OYQ kjI[jQ� �[ j<Y Z]G]� k[ <YO]gQjZ] GQ E][jg]YY] GIpI dIghIOkQgI Q hIOkI[jQ� � � � � � � � � � � � � �

]DQIjjQpQ�¥Q[�]gGQ[I�GIEgIhEI[jI�GQ�QZd]gj<[v<¦��

Â� IpQj<gI�Q[jIggkvQ][Q�[IYY<�gQdg]GkvQ][I�¥IpI[jQ�GQ�gIDkNNIgQ[O¦��

Ã� Z<hhQZQvv<gI�Y<�fk<YQj=�GIY�pQGI]�¥YQpIYY]�]�DQjg<jI¦��

Ä� ZQ[QZQvv<gI�QY�jIZd]�GQ�<ppQ]��

Å� ZQ[QZQvv<gI�QY�[kZIg]�GQ�hqQjEP�GQ�YQpIYY]�pQGI]��

+Ig h]GGQhN<gI j<YQ gIfkQhQjQ� Y�<ddg]EEQ] E][pI[vQ][<YI dgIpIGI EPI hQ<[] kh<jQ� � � � � � � � � �

E][OQk[j<ZI[jI�GkI�<YO]gQjZQ��

Ɣ k[ <YO]gQjZ] dIg hIYIvQ][<gI GQ[<ZQE<ZI[jI QY YQpIYY] GIY pQGI]� EPI G]pgIDDI� � � � � � � � � � �

QGI<YZI[jI�E]ggQhd][GIgI�<YY<�Y<gOPIvv<�GQ�D<[G<�GQhd][QDQYI��

Ɣ k[ E][jg]YYIg GIY dY<s]kj DkNNIg EPI pQI[I kjQYQvv<j] dIg <hh]gDQgI YI p<gQ<vQ][Q GIYY<� � � � � � � � � � � � �

Y<gOPIvv<�GQ�D<[G<�IG�IpQj<gI�Q[jIggkvQ][Q�[IYY<�gQdg]GkvQ][I��

�[ d<gjQE]Y<gI� OYQ <YO]gQjZQ GQ E][jg]YY] GIY dY<s]kj DkNNIg dg]OIjj<jQ Q[ YIjjIg<jkg< hIOk][]� � � � � � � � � � � � �

k[]�GIQ�GkI�hIOkI[jQ�<ddg]EEQ��

Ɣ �ddg]EEQ] �g<jI�D<hIG�� [IY fk<YI QY DkNNIg J E][jg]YY<j] hkYY< D<hI GIY g<jI ] GIYY<� � � � � � � � � � � � � �

D<[G<�GQ�gQEIvQ][I��

Ɣ �ddg]EEQ] �YIpIY�D<hIG�� [IY fk<YI QY DkNNIg J E][jg]YY<j] hkYY< D<hI GIY YQpIYY] pQGI]� � � � � � � � � � � � �

gQEIpkj]��

.QhkYj< EPQ<g] EPI k[�<ddg]dgQ<j< E<g<jjIgQvv<vQ][I GIY �dY<s]kj DkNNIg ¥EQ]J GIY DkNNIg EPI� � � � � � � � � � � �

h]jjI[GI <YY< ZIZ]gQvv<vQ][I GIQ Ng<ZI pQGI] EPI h<g<[[] gQdg]G]jjQ¦ <hhkZI Og<[GI� � � � � � � � � � �

gQYIp<[v<�[IYY]�hpQYkdd]�GQ�k[<�dQ<jj<N]gZ<�GQ�pQGI]�hjgI<ZQ[O�INNQEQI[jI���

�YY< YkEI GIYY] hjkGQ] GIYY] hj<j] GIYY�<gjI� Y< hIE][G< d<gjI GIY Y<p]g] P< dgIpQhj] Y<� � � � � � � � � � � � � � �

dgIYQZQ[<gI dg]OIjj<vQ][I GQ k[< <gEPQjIjjkg< GQ E][jg]YY] dIg Y< GQhjgQDkvQ][I GQ pQGI]� � � � � � � � � � � �



5HOD]LRQH�DWWLYLWj�GL�ULFHUFD�

d<[]g<ZQEQ Q[ Z]G<YQj= <G<jjQp<� 0<YI <gEPQjIjjkg< GQ E][jg]YY] J hj<j< GQhIO[<j< E][ k[� � � � � � � � � � � � �

<ddg]EEQ] Z]GkY<gI I E][hI[jI QY gQkjQYQvv] ¥E][ <YEk[I Z]GQNQEPI GQ YQZQj<j< Q[p<hQpQj=¦ GIOYQ� � � � � � � � � � � � �

<YO]gQjZQ GQ hIYIvQ][I GIY DQjg<jI dg]OIjj<jQ dIg pQGI] Ã�� �[]YjgI� Ihh< J hj<j< GQhIO[<j< Q[� � � � � � � � � � � � � � �

Z<[QIg< j<YI G< hNgkjj<gI Y�<YO]gQjZ] GQ �E][jI[j OI[Ig<jQ][ dg]d]hj< Gkg<[jI QY dgQZ] <[[]� � � � � � � � � � � � �

GQ�fkIhj]�G]jj]g<j]��

"IYY]�hdIEQNQE]��Ihh<�dgIpIGI�Y�kjQYQvv]�E][E]ggI[jI�GQ�GkI�E][jg]YY]gQ��

Ɣ -k<YQjs /IYIEjQ][ �YO]gQjPZ ¥-/�¦� EPI E][hI[jI GQ hIYIvQ][<gI QY YQpIYY] pQGI] dQl� � � � � � � � � � � �

<ddg]dgQ<j]��

Ɣ 6QIq /IYIEjQ][ �YO]gQjPZ ¥6/�¦� <pI[jI QY E]ZdQj] GQ hIYIvQ][<gI Y< pQIq dQl <GIOk<j<� � � � � � � � � � � � �

dIg <G<jj<ghQ GQ[<ZQE<ZI[jI <Y Z]pQZI[j] GIYY< jIhj< GIYY�kjI[jI Gkg<[jI Y<� � � � � � � � � �

hIhhQ][I�GQ�hjgI<ZQ[O��

"IYY] hdIEQNQE]� E]ZI -/� J hj<j] hEIYj] Y°<YO]gQjZ] � �/0�� Q[ fk<[j] gQhkYj< O<g<[jQgI Y<� � � � � � � � � � � � � �

ZQOYQ]gI�dIgN]gZ<[EI�gIY<jQp<ZI[jI�<Y�[kZIg]�IG�<YY<�NgIfkI[v<�GIOYQ�IpI[jQ�GQ�gIDkNNIgQ[O��

+Ig fk<[j] gQOk<gG< QY E][jg]YY]gI 6/�� J hj<j] QZdYIZI[j<j] k[ <YO]gQjZ] EPI� jI[I[G]� � � � � � � � � � � � �

jg<EEQ< GIY Z]pQZI[j] GIYY< jIhj< GIYY�kjI[jI� hIYIvQ][< Y< pQIq dQl ]dd]gjk[< hkYY< D<hI GIY� � � � � � � � � � � � � �

pQIqd]gj E]ggI[jIZI[jI pQhk<YQvv<j] I GIYY< D<[G< GQhd][QDQYI� Q[ Z<[QIg< j<YI G<� � � � � � � � � � �

ZQ[QZQvv<gI QY [kZIg] GQ hqQjEP I Y< dg]D<DQYQj= GQ gIDkNNIgQ[O� � G< []j<gI EPI QY E][jg]YY]gI� � � � � � � � � � � � � � � �

6/� J k[ E]Zd][I[jI Q[[]p<jQp] [][ dgIhI[jI [IYYI dQ<jj<N]gZI GQ pQGI] hjgI<ZQ[O� � � � � � � � � � � �

<G<jjQp]�IG�J�hj<j]�dg]OIjj<j]�G<�vIg]��

 °Q[jg]GkvQ][I GIY 6/� P< <dd]gj<j] []jIp]YQ E<ZDQ<ZI[jQ <Y E]Zd]gj<ZI[j] GQ[<ZQE] GIY� � � � � � � � � � �

dY<s]kj DkNNIg <jjIh] E][ QY h]Y] -/�� +Igj<[j]� hQ J gQpIY<j< [IEIhh<gQ< k[< [k]p<� � � � � � � � � � � � � �

E<g<jjIgQvv<vQ][I GIY dY<s]kj DkNNIg EPI jI[IhhI E][j] GIY Y<p]g] E]ZDQ[<j] GQ I[jg<ZDQ Q� � � � � � � � � � � � �

E][jg]YY]gQ��

�[NQ[I� J hj<j< E][G]jj< k[< <[<YQhQ hkYY< p<gQ<vQ][I GIYYI dIgN]gZ<[EI ]jjI[QDQYQ� � � � � � � � � � �

gIY<jQp<ZI[jI <YYI ZIjgQEPI GQ .IDkNNIgQ[O g<jQ] ¥g<dd]gj] jg< IpI[jQ GQ gIDkNNIgQ[O I Gkg<j<� � � � � � � � � � � � �

GIYY<�hIhhQ][I�GQ�hjgI<ZQ[O¦��DQjg<jI�ZIGQ]�I�fk<YQj=�ZIGQ<�dIgEIdQj<�G<YY�kjI[jI��

��gQhkYj<jQ�GQ�j<YI�E<Zd<O[<�hdIgQZI[j<YI�h][]�hj<jQ�dkDDYQE<jQ�Q[�Æ��

�

�[ d<g<YYIY] < fkIhjI <jjQpQj=� <YY�Q[jIg[] GIY dg]OIjj] +$" �² ÃÁÂÅ�ÃÁÃÁ  �+/ hQ J jI[kj<� � � � � � � � � � � � � � �

k[< <ZdQ< GQhEkhhQ][I hkYYI Z]G<YQj= GQ Q[jIgY<p]g] IG Q[jIgOg<vQ][I GIYYI GQpIghI� � � � � � � � � � �

E]Zd][I[jQ N]gZ<[jQ k[< dQ<jj<N]gZ< dIg Y] hjgI<ZQ[O GQ pQGI] QZZIghQpQ� �[]YjgI� k[<� � � � � � � � � � � �

pIghQ][I�dg]j]jQd<YI�GQ�dQ<jj<N]gZ<�J�hj<j<�QZdYIZI[j<j<��
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�

 < dg]hhQZ< N<hI GIY Y<p]g] GQ gQEIgE< dgIpIGI Y�<ZdYQ<ZI[j] GIY Y<p]g] hp]Yj] NQ[] <G ]g< G<� � � � � � � � � � � � � � � �

dQl dk[jQ GQ pQhj<� �[N<jjQ� QY hQhjIZ< GQ E][jg]YY] E]Zd]hj] G< -/� I 6/� gQhkYj< IhhIgI� � � � � � � � � � � � � � � �

dQY]j<j] G< k[ Q[hQIZI GQ d<g<ZIjgQ EPI gQEPQIGI Y< gQh]YkvQ][I GQ k[ dg]DYIZ< GQ� � � � � � � � � � � � � �

]jjQZQvv<vQ][I dIg Y< j<g<jkg< ]jjQZ<YI� �kjkg] Y<p]g] GQ gQEIgE< h<g= Q[EI[jg<j] hkYY] hjkGQ]� � � � � � � � � � � � �

GQ j<YQ <YO]gQjZQ GQ ]jjQZQvv<vQ][I� �[ hIE][G] Yk]O]� Y�<YO]gQjZ] 6/� QZdYIZI[j<j] N< kh] GQ� � � � � � � � � � � � � �

k[ <YO]gQjZ] gI<jjQp] <Q Z]pQZI[jQ GIYY�kjI[jI� �kjkg] Y<p]g] h<g= fkQ[GQ Q[EI[jg<j] hkQ� � � � � � � � � � � �

d]hhQDQYQ�kjQYQvvQ�GQ�<YO]gQjZQ�dgIGQjjQpQ�]�D<h<jQ�hk�jIE[QEPI�GQ�Z<EPQ[I�YI<g[Q[O��

�

�jjQpQj=�GQ�gQEIgE<�����<[[]�

 �<jjQpQj=�GQ�gQEIgE<�hp]Yj<�[IY�jIgv]�<[[]�J�hkGGQpQh<�Q[�GkI�N<hQ��

"IYY< dgQZ< N<hI J hj<j] hjkGQ<j] Y] hj<j] GIYY�<gjI gQOk<gG<[jI OYQ <YO]gQjZQ dIg� � � � � � � � � � � � �

Y�]jjQZQvv<vQ][I�GIYY<�-]��GQ�pQGI]�QZZIghQpQ�<YY�kjI[jI���

�[ hQ[jIhQ� h][] hj<jI gQYIp<jI GkI hjg<jIOQI GQ ]jjQZQvv<vQ][I� EPI d]hh][] IhhIgI GIhEgQjjI� � � � � � � � � � � � �

E]ZI��

Ɣ E][jI[j�<q<gI�� jIhI <G ]jjQZQvv<gI Y< -]� GQ pQGI] < ÄÇÁ hkYY< D<hI GIY E][jI[kj]� � � � � � � � � � � � � �

pQhQp]�GIYY<�hEI[<�g<ddgIhI[j<j<��

Ɣ pQIqd]gj�<G<djQpI�� G]pI Y�]jjQZQvv<vQ][I <ppQI[I hkYY< D<hI GIY E][jI[kj]� � � � � � � �

E]ggI[jIZI[jI�pQhk<YQvv<j]�G<YY�kjI[jI��

+Ig fk<[j] gQOk<gG< OYQ <YO]gQjZQ �E][jI[j�<q<gI�� Y�]jjQZQvv<vQ][I GIY E][jI[kj] hEI[QE]� � � � � � � � � �

<ppQI[I [IYY< Z<OOQ]g<[v< GIQ E<hQ Q[ d]hj�dg]GkvQ][I� G�<Yjg< d<gjI� OYQ <YO]gQjZQ� � � � � � � � � � �

pQIqd]gj�<G<djQpI gQEPQIG][] EPI Y�IhIEkvQ][I GIYY�<YO]gQjZ] GQ ]jjQZQvv<vQ][I <ppI[O<� � � � � � � �

fk<hQ Q[ gI<Y�jQZI� EQ]J E][jIhjk<YZI[jI <YY< N<hI GQ pQhk<YQvv<vQ][I GIY E][jI[kj] ]� � � � � � � � � � � �

[IYY�QZZIGQ<j<�N<hI�dgIEIGI[jI�Y<�pQhk<YQvv<vQ][I��

.QhkYj< EPQ<g< Y< d]hhQDQYQj= GQ kjQYQvv<gI YI GQpIghI QZdYIZI[j<vQ][Q GQ I[jg<ZDQ OYQ <YO]gQjZQ� � � � � � � � � � � � �

Q[�E<hE<j<��

�[]YjgI� h][] hj<jQ QGI[jQNQE<jQ Q GkI <ddg]EEQ Z<OOQ]gZI[jI kjQYQvv<jQ Q[ YIjjIg<jkg< hEQI[jQNQE<� � � � � � � � � � � �

dIg�Y<�E]ZdgIhhQ][I�GIQ�E][jI[kjQ�pQGI]�ÄÇÁ��GI[]ZQ[<jQ��

Ɣ 6<gQ<DYI gIh]YkjQ][ ¥6.�/¦� EPI dgIpIGI Y< EgI<vQ][I GQ E][jI[kjQ pQGI] ÄÇÁ [IY fk<YI� � � � � � � � � � � � �

k[< d<gjQE]Y<gI gIOQ][I hd<vQ<YI� GI[]ZQ[<j< �.IOQ][ ]N �[jIgIhj �¥.$�¦� pQI[I� � � � � � � � � �

E]GQNQE<j< <YY< gQh]YkvQ][I [<jQp< ZI[jgI YI gIOQ][Q <Y GQ Nk]gQ GIYY< .$� E][hQGIg<j<� � � � � � � � � � � � �

h][] E]GQNQE<jI <G k[< gQh]YkvQ][I Q[NIgQ]gI� QY gQhkYj<j] J k[< fk<YQj= pQhQp< dIg Y< .$�� � � � � � � � � � � � � � �
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E][hQGIg<j< d<gQ <Y pQGI] ]gQOQ[<YI� Z< E][ k[< gQEPQIhj< GQ DQjg<jI dIg Y< E]GQNQE<� � � � � � � � � � � � � �

E]ZdYIhhQp<ZI[jI�Q[NIgQ]gI��

Ɣ 6<gQ<DYI fk<[jQv<jQ][ �¥6-+¦� G]pI Y< gQGkvQ][I GIYY< fk<YQj= pQhQp< <Y GQ Nk]gQ GIYY< .$�� � � � � � � � � � � � � �

E][hQGIg<j< J ]jjI[kj< ZIGQ<[jI Y< gQGkvQ][I GIY d<g<ZIjg] GQ fk<[jQvv<vQ][I� � � � � � � � � �

kjQYQvv<j]�G<YY�I[E]GIg��

�

�YY< YkEI GIYY] hjkGQ] GIYY] hj<j] GIYY�<gjI� [IYY< hIE][G< d<gjI GIY Y<p]g] J hj<j< E][G]jj<� � � � � � � � � � � � � � �
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