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ABSTRACT

Light detection and ranging is a key technology for a number of applications, from relatively simple distance ranging to environmental
monitoring. When dealing with low photon numbers, an important issue is the improvement of the signal-to-noise-ratio, which is severely
affected by external sources whose emission is captured by the detection apparatus. In this paper, we present an extension of the technique
developed in Cohen et al. [Phys. Rev. Lett. 123, 203601 (2019)] to the effects caused by the propagation of light through a turbulent media as
well as the detection through photon counting devices bearing imperfections in terms of efficiency and number resolution. Our results
indicate that even less performing technology can result in a useful detection scheme.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1116/5.0107125

I. INTRODUCTION

LIght Detection And Ranging (LIDAR) is one of the most
exploited techniques for remote investigations, such as atmospheric
monitoring,1 laser ranging,2 and pollution control.3 As recurrent for
many sensing and communication technologies, the quest for
improved performances has fueled the effort toward schemes encom-
passing quantum effects. In particular, this has stimulated a quest for
implementations of LIDAR and cognate measurement techniques
down at the single-photon level.4–9

By its nature, LIDAR is operated in the presence of conspicuous
loss, as the signal can propagate for great distances and in noisy envi-
ronments. In these conditions, quantum illumination has been identi-
fied as an intriguing option,10–12 but its effectiveness is currently a
matter of debate.13,14 In fact, it occurs that the control of the quantum
state of light may provide little advantage.15,16 The work of Cohen and
co-workers17 has demonstrated that improvement can be attained by
accessing quantum properties at the detection level. In particular, they
have revealed that superior performance can be obtained in a time-of-
flight ranging measurement at low signal and high noise by applying a
threshold S to photon number detection. The enabling mechanism
can be traced in the different photon statistics of the signal—a coher-
ent state—and the noise—a thermal background.

Detectors that genuinely resolve the number of arriving photons
have represented a major breakthrough for quantum technologies.18–23

Their operation, at present, is limited by the required cryogenic temper-
ature; their inclusion in LIDAR schemes seems to privilege solutions
pertinent to stable measuring stations, but they have reduced appeal for
portable devices. In this respect, a different solution, based on multiplex-
ing of avalanche photodiodes (M-APDs),24–27 could be more interesting
from a technological perspective, though it should be borne in mind
that the observed count statistics only resembles the actual photon sta-
tistics, but it is not strictly equivalent to it.28–31 The relatively slow time
resolution of these detectors makes them suitable for ranging over great
distances when employed for time-of-flight measurements. Over these
lengths, turbulence, giving origin to scintillation,32–37 modifies the pho-
ton statistics of the signal. All these effects impact the elementary func-
tioning of the detection scheme and, thus, need being scrutinized.

In our work, we discuss the model of a portable LIDAR device
operating in the long-distance regime. This builds on the original
scheme of Ref. 17, but includes two important variations. We consider
the unavailability of real photon-number detectors, hence replacing
them with multiplexed detectors. Furthermore, we include the effect of
scintillation on the photon statistics, affecting the basis of the discrimi-
nation mechanism.

The performance of this scheme is robust against the limiting fac-
tors mentioned above. For its assessment, we do not rely uniquely on
the signal-to-noise ratio, but consider instead the number of copies
needed for a reliable identification of the signal.
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II. RESULTS

The sought application is quantifying the distance of a remote
object by means of time-of-flight measurement of reflected light. A
pulsed laser beam, characterized by an average number of photons per
pulse, ls, travels toward a reflecting surface (target), where it is
reflected back to a photon counting detector. We consider ideal sce-
nario where all the photon reaching the target are reflected by its sur-
face. The detection is affected by noise due to background light with
mean photon number ln. Depending on the optical bandwidth of the
detection, this can be described by either a single thermal mode or a
collection of many modes that give rise to Poisson photon statistics.
The problem is, thus, the old one of separating the signal from the
noise in the photon counting realm.

We can consider an ideal detector as a device able to discriminate
the photon number in each pulse with unit efficiency, g¼ 1; hence, no
dark counts, i.e., the associated probability pd is set to zero. While this
is an extreme idealization, a similar behavior is observed in supercon-
ducting transition edge detectors.22,38,39 These are bolometers that can
operate with efficiency exceeding 95%. A less demanding solution is
represented by the adoption of multiplexed avalanche photodiodes
(M-APDs). An APD is sensitive to a single photon; however, its
response, a “click,” is independent on the actual number of photons
hitting its active area. If light is divided intoMmodes before detection
and each is monitored by an APD, then the distribution of clicks from
the whole detection system gives partial information about the photon
distribution. In the limit of infinite multiplexing, the exact photon dis-
tribution can be recovered, though with a slow convergence going as
1=M.28,40 The difference between click and photon distribution, thus,
remains sizeable for M � 10, which are typically adopted.41 The rele-
vance of multiplexed detection for LIDARmust then be assessed based
on its actual response.

For our application, the detector operates in a triggered mode
from a fast photodiode signal monitoring the laser pulses. For a single
device, the time resolution is dictated by its jitter, since this determines
the time bin width. In a multiplexed device, two aspects are to be con-
sidered: the synchronization of the individual detectors and the indi-
vidual jitter. The former can be tackled by means of the reading
electronics and typically poses little challenges. In these conditions, the
width of the time bin is set mainly by the element with the largest jit-
ter. Thus, the time resolution is brought from Td¼ 30ns (the typical
dead time for an APD in free running) down to Tj¼ 300 ps (the time
jitter of the APD). This limits the uncertainty on the distance within
cTj ’ 10 cm at best.

Given that pulses can be made shorter than this limit, the prob-
lem can be formulated as the one of identifying the one bin in which
the signal accumulates against the others, only populated by the noise.
The noise is approximately the same in all bins—including the one
with the signal. The good bin will then accumulate photons coming
from both signal and noise, whereas all others (bad bins) will only
accumulate background noise.

We consider here the illustrative case of a binary decision prob-
lem and consider only two bins. Our aim is that of establishing if we
can correctly identify the bin where both the signal and noise are
detected against the bin receiving only noise. The output of our detec-
tion is reduced to a yes–no answer based on a threshold S to the
number of detected events. We first deal with the ideal case of a
photon-number resolving detector. In the bad bin, the probability for

anm-photon detection event is given by pnðmÞ. This can be taken as a
thermal distribution pnðmÞ ¼ lm

n =ð1þ lnÞ1þm if a single mode is
detected. In the opposite limit, if a large number of modes are col-
lected, the resulting multi-thermal statistics becomes Poissonian
pnðmÞ ¼ e�lnlm

n =m!.42

In the good bin, on the other hand, where signal and noise coex-
ist, anm-photon detection event is given by the convolution of the dis-
tribution of the signal psðmÞ with the distribution of the noise pnðmÞ

p�ðmÞ ¼
Xm
l¼0

psðm� lÞpnðlÞ; (1)

because the two distributions are independent. The signal distribution
psðmÞ from a laser is Poissonian, but this is modified in the presence
of atmospheric disturbance, such as scintillation.

For our analysis, we choose as a figure of merit the probability P
of correctly identifying the good bin as a function of the number nc of
repetitions. This is a different approach than the one in Ref. 17, which
instead focused on the signal-to-noise ratio of the measurement. For
perfect number-resolving detectors, our simulations proceed as illus-
trated in Fig. 1.

1. We generate an event with m� photons extracted from the prob-
ability distribution p�ðmÞ in (1) associated to the first time bin;

2. similarly we generate an event with mn photons extracted from
the probability distribution pnðmÞ associated to the second time
bin;

3. we set the value S as the threshold, which will govern the perfor-
mance of the protocol;

4. we then assess whether m� > S, if so, we tag the first bin as
b1 ¼ 1, otherwise b1 ¼ 0;

5. we carry out the same comparison for mn > S to define the tag
for the second bin b2;

6. the steps 1–5 are iterated nc times. If the majority of the itera-
tions return b1 ¼ 1 and b2 ¼ 0, then the run is considered suc-
cessful; otherwise either we incorrectly identified bin No. 2 as the
good one, or obtain an inconclusive result.

FIG. 1. Scheme of the simulated process adopted for the evaluation of the probabil-
ity of successful runs.
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Finally, the probability of success can be evaluated by repeating
the procedure N times and calculating the frequency of the successful
runs Ns

P ¼ Ns

N
: (2)

The same analysis can be carried out for realistic detectors with
an important difference: the events of time bin Nos. 1 and 2 are drawn
by the click statistics from the M-APDs. Their distribution can be
derived from p�ðmÞ and pnðmÞ following the methods illustrated in
Ref. 31 that also discusses how to include dark counts occurring with
probability pd. Apart for this change, the procedure is unaltered.

We will show here four different cases:

• High signal–low noise (HSLN): ls ¼ 10; ln ¼ 1;
• Low signal–low noise (LSLN): ls ¼ 1; ln ¼ 1;
• High signal–high noise (HSHN): ls ¼ 10; ln ¼ 10;
• Low signal–high noise (LSHN): ls ¼ 1; ln ¼ 10.

These cover illustrative operation regimes. For each one of them,
we then evaluate the probability P of a successful identification on the
good bin as a function of nc for both ideal and realistic detection
schemes.

We first consider the ideal detector (quantum efficiency g¼ 1, no
dark counts noise, pd¼ 0), which is able to count each and every pho-
ton impinging on it. This corresponds to the detection scheme intro-
duced in Ref. 17, analyzed according to our figure of merit.

We center our discussion on how different choices of S influence
the performance of the detection system, in particular the number of
repetitions nc which are needed for a near-certain identification of the
good bin. Indeed, for a given repetition rate of the laser, a lower nc cor-
responds to a faster measurement; this is relevant when tracking mov-
ing objects.

Figure 2 shows the probability P vs nc in Eq. (2) from our simula-
tions for the case of a Poissonian signal and thermal noise. Our goal is
to set the threshold S to a satisfactory value for which P ’ 1 is reached
for the minimum value of nc. As expected the value of S depends on
the choice of ls and ln. Specifically, we find

• LSLN � S¼ 1, nc¼ 16;
• LSHN � 1 < S < 5, nc¼ 64;
• HSHN � S¼ 10, nc¼ 8;
• HSLN � S¼ 5, nc¼ 2.

In addition, for the case of LSHN where the process is obviously
noise driven and we need a remarkably high number of detection
events (nc) to identify the signal, it is worth nothing that in all other
three cases we can get P ’ 1 for nc¼ 16 at most. Further simulation
considering multithermal noise with the same average intensity does
not notably affect our findings.

In general, obtaining a value for S analytically is complex even in
this idealized case, as it would involve calculating cumulants of the
probabilities p�ðmÞ. No analytical expression is known, requiring
numerical methods.

FIG. 2. Probability P of correctly identifying the time bin populated by the signal, as a function of the number nc of pulses for an ideal detector. The different curves correspond
to distinct thresholds. The four different panels refer to the four signal-noise conditions introduced the main text: (a) LSLN, (b) LSHN, (c) HSLN, and (d) HSHN.
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Having established the limits for ideal detectors, we now descend
into the realm of real M-APDs. That is, we consider that the quantum
efficiency is lower, much lower, than 1, that there is a certain number
of dark counts, and that the photon number resolution is not perfect,
but rather limited by multiplexing. In our simulations, we consider
g ¼ 0:1 and pd ¼ 10�4, which are typical in the experiment, and we
multiplex over 16 equally probable APDs. The signal is in a coherent
state, and the noise is thermal. Figure 3 shows the results we obtained
for different values of the threshold. Differently from the case of ideal
detector, our results show that S¼ 1 is always the best choice and that
we get P almost equal to 1 for both HSLN and HSHN, whereas we
need nc � 64 for the two cases in which the signal is low (LSLN,
LSHN). This amounts to say that a simple click/no click scheme is
optimal for the purpose of ranging under these conditions. Despite the
many non-idealities of this scheme, it remains efficient since we have a
mere fourfold increase in the number of required events for confident
identification of the good bin.

During the back and forth trip, light passes through a turbulent
medium, imposing scattering and phase shifts. This demands to take
the phenomenon of atmospheric scintillation into account. Its usual
treatment assumes that the transmission channel can be portioned
into a large number of small homogeneous volume elements, which
equally contribute to scattering and phase shifting.43 The photon dis-
tribution of the laser will then be modified with respect to the initial
Poissonian; since our measurements are phase-independent, we can
focus on the implications for the intensity only.

Under the hypotheses above, one can invoke the central limit the-
orem to establish that the final distribution of the logarithm of the

signal intensity q can be assumed to follow a normal Gaussian distri-
bution, whose width depends on the traveled distance.43 The resulting
distribution for q is the log-normal:33

PðqÞ ¼ 1

rq
ffiffiffiffiffi
2p
p e�

ðlog ðq=�qÞþ12r
2Þ2

2r2 ; (3)

where �q is the average number of counts, and r2 is the variance of
log q.

In the absence of background noise, Mandel’s formula deter-
mines the probability of anm-photon event as

psðmÞ ¼
qm

m!
e�q

� �
; (4)

where q is the mean value of photon counts in the bin, and the average
is taken over all possible turbulence configurations. Mandel’s formula
then writes

psðmÞ ¼
ð1
0
e�q

qm

m!
PðqÞdq: (5)

Finally, these probabilities are then convoluted with the noise by
means of (1) to obtain the actual distribution in the bin.

We can now proceed one step beyond and consider the effect of
the different photon statistics from scintillation on our measurement.
The time resolution is such that the signal is not spread across multiple
bins; thus, the binary decision approach we set initially remains valid.
We first consider the ideal scheme, under the most favorable situation:
low noise (LN) and either high signal (HS) or low signal (LS).

FIG. 3. Probability P of correctly identifying the time bin populated by the signal, as a function of the number nc of pulses for a real detector. The different curves correspond to
distinct thresholds. The four different panels refer to the four signal-noise conditions introduced the main text: (a) LSLN, (b) LSHN, (c) HSLN, and (d) HSHN. In all panels,
g ¼ 0:1 and pd ¼ 1:0 10�4.
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The threshold S is kept constant with respect to our previous analysis
in order to isolate the implications of the variation of the distribution
only.

As evident from Fig. 4, though somewhat expected, the modi-
fied statistics has limited implications in the case of LSLN, where nc
tends to 128 for all values of r. When dealing with HSLN, this
aspect of scintillation is more evident and in case of r ¼ 1:5, we
need nc as high as 16 to obtain a good probability P> 0.9 of identi-
fying the good bin.

Concerning the real detector, we restrict our analysis to the cases
of HSLN and LSLN with S¼ 1. Again, from Fig. 5, it is clear that the
change in statistics shows reduced effects, and confident discrimina-
tion can be achieved by a fourfold increase in the repetitions for the
highest r we consider.

It should be remarked that in all panels of Figs. 4 and 5 the aver-
age flux �q is held constant; this means that the higher loss from the
turbulence are compensated by a higher intensity from the laser

source. This increased demand in intensity is the main implication of
scintillation.

III. CONCLUSIONS

In our analysis, we examined the reliability of photon counting
when dealing with LIDAR measurements in the presence of atmo-
spheric turbulence. We have first shown that in the presence of an
ideal photon counting device, we need a fairly small number of detec-
tion events (nc � 8) for an efficient signal detection. The introduction
of a real detector increases such number to 16 in case of high signal
and low noise (HSLN) and to 32 for the case of signal and noise com-
parably low (LSLN). For both ideal and real detectors, these values are
not affected significantly by the modification of the photon statistics as
the signal propagates through a turbulent medium.

The same approach based on an hypothesis test lends itself to be
applied to the spectral domain. This offers the chance to reveal the

FIG. 5. Effect of scintillation on the success probability P vs nc for different values of r for real detectors for (a) LSLN and (b) HSLN. In both panels,
g ¼ 0:1 and pd ¼ 1:0 10�4.

FIG. 4. Effect of scintillation on the success probability P vs nc for different values of r for ideal detectors for (a) LSLN and (b) HSLN.
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presence of gas species by assessing whether their specific Raman lines
bear signal or just noise.
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