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Abstract 

 
 
 

Human activities, such as fossil fuel combustion and deforestation, have led to increased 
greenhouse gas emissions and global warming. To mitigate these effects, countries have 
pledged to limit global warming to 1.5°C and achieve carbon neutrality by 2050. This 
requires a transition to renewable energy sources, including photovoltaic panels, wind 
turbines, hydrogen, and biomethane. While progress has been made in the context of the 
energy transition, additional actions are required to reach the goal of reducing greenhouse 
gas emissions to net-zero. 

The steelmaking sector is particularly challenging to decarbonise due to its reliance on 
fossil fuels. However, the so-called secondary route, which involves melting recycled steel 
scrap in an electric arc furnace, offers a real decarbonisation potential. This route can be 
supported by the production of direct reduced iron, which can be produced using 
hydrogen instead of natural gas. 

Waste valorisation, which involves converting waste into energy or other valuable 
products, can also play a role in the energy transition. Waste valorisation plants can indeed 
produce both electricity, hydrogen, and biomethane. However, current waste valorisation 
assessment methods lack consideration of their role in the ongoing energy transition.  

Consistent with these gaps, the present work aims to develop analytical models to evaluate 
waste valorisation plants' economic and environmental performance within the context of 
the energy transition.  

A cost and investment analysis carried out with respect to three waste-to-energy plants 
allowed to identify gasification as the best option to support the current energy transition, 
due to its high electricity output despite high operational costs. The application of the 
environmental analytical models developed to compare different waste valorisation 
alternatives from the anaerobic digestion of waste, showed that biomethane production is 
better than electricity production, while hydrogen production is better than biomethane 
production. Moreover, the application of an environmental analytical model to the EU 
2020 and 2030 scenarios showed that waste-based hydrogen production routes offer 
significant decarbonization potential. 

An economic model moreover showed that the secondary steelmaking route, supported 
by direct reduced iron production, prove to be profitable despite cost and carbon pricing 
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fluctuations. An environmental analytical model allowed to find that national energy mixes 
play a crucial role in enabling sector decarbonization. Finally, it was found that waste-based 
hydrogen routes can accelerate decarbonization in steelmaking, enabling low-emission 
steel production even before large-scale electrolyzer installation becomes viable. 

These findings underscore the importance of incorporating energy transition 
considerations into waste valorisation assessments to optimize resource utilization and 
advance sustainable energy solutions. 

 

Keywords: energy transition, decarbonisation, waste management, waste-to-energy, 
waste-to-hydrogen, biomethane production, analytical models.  
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Introduction 
 
 
 

Humanity, through its activities, is significantly altering the Earth's natural 
climatic balance. In this regard, during the last century, there has been an 
increase in temperatures equal to the increase occurred in the previous five 
thousand years. This phenomenon of anomalous rise in the Earth's 
temperature is called Global Warming (GW). The cause of GW are human-
related emissions of so-called greenhouse gases (GHGs), which can trap 
received heat radiation and, in turn, radiate heat to the Earth's surface. The 
main GHGs are carbon dioxide (CO2) and methane (CH4); since 1750, the 
concentration of CO2 and CH4 in the atmosphere has risen by 149% and 
262% respectively. The main sources of anthropogenic GHGs emissions 
are deforestation and the consumption of fossil fuels for energy production 
for all economic sectors (e.g., industry, transport, etc.). Emissions from the 
energy sector are estimated to constitute about 74% of global emissions. A 
continuation of the current trend of emissions generation is estimated to 
lead to irreversible consequences for our planet. 

To reverse this trend, at the 2015 United Nations Climate Change 
Conference (COP) in Paris, an agreement known as the 'Paris Agreement' 
was signed, in which 196 countries of the world pledged to succeed in 
keeping global warming well below 2°C, or rather below 1.5°C. This value 
was identified by the Intergovernmental Panel on Climate Change as the 
limit value for not causing irreversible consequences on the Earth's climate 
system. Furthermore, as part of this agreement, states have agreed to 
achieve carbon neutrality by the middle of this century. Indeed, they 
committed to formulate and implement strategies to achieve a balanced 
condition between the amount of GHGs emitted and that sequestered by 
natural carbon sinks. However, during COP 27 in 2022, it was observed 
that, following all the policies stated by Paris Agreement Parties, the 1.5°C 
target could not be achieved. Consequently, the need to accelerate the 
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planning and implementation of actions to achieve the required carbon 
neutrality by the middle of this century and hence the 1.5°C target was 
stressed. 

In this context lies the energy transition process, through which all 
countries are planning a transition from current carbon-intensive and low-
efficiency energy systems to future deeply decarbonised, energy-efficient, 
and highly renewable solutions. As mentioned, the energy sector, being the 
main source of anthropogenic emissions, is crucial for reaching the 1.5°C 
target.  

The first action to be implemented to decarbonise the energy sector is the 
large-scale installation of renewable energy conversion systems. In this 
regard, photovoltaic panels and wind turbines are expected to account for 
most of the new capacity installed globally. These technologies, indeed, 
allow to harness energy that is available in huge amounts on the whole globe 
and are mature enough to be cost-effective.  

The second key element in the current energy transition is hydrogen (H2). 
This gas has an energy density that is three times higher than that of gasoline 
and only water vapour is produced from its combustion. These aspects 
make H2 a potentially clean fuel. In addition, H2 can be used as an energy 
vector to cope with the discontinuity of energy production from renewable 
sources, as well as a fuel in the transport and buildings sector. Due to these 
very favourable characteristics from an environmental point of view, H2 
constitutes a key element in which most countries are investing to achieve 
carbon neutrality targets. However, the problem with H2 relates to its 
production process. The only way to avoid emissions from a life-cycle 
perspective is to produce H2 by using electrolysis powered by electricity 
from renewable sources. However, the electrolysis process is very energy 
intensive and there is currently not enough renewable energy available to 
meet the large-scale demand from this process.  

A further key element in the current energy transition is biomethane (bio-
CH4). It is produced by upgrading biogas obtained through the anaerobic 
digestion (AD) of organic waste (OW). Bio-CH4, which has almost the same 
Lower Heating Value (LHV) as CH4, has its same applications. It can be 
established that the production of bio-CH4 has a threefold environmental 
benefit; it is useful to reduce CO2 emissions from the energy, industry and 
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transport sectors, it helps reducing the fugitive methane emissions (FMEs) 
generated from natural gas (NG) supply, and it helps reducing CH4 
emissions from waste and agriculture sectors. 

Although, since the subscription of the Paris Agreement in 2015, many 
strategies have been planned and implemented to complete the energy 
transition process, it appeared that they are not sufficient to reach the 1.5°C 
target. Both regarding the production of energy from renewable sources, 
the production of clean H2 and the use of bioenergy (including bio-CH4), it 
has been observed that there is a significant gap between what is planned 
and what is needed to achieve global environmental goals. 

For the achievement of carbon neutrality, the steelmaking sector is of 
utmost relevance. Indeed, it is one of the so-called hard-to-abate sectors. 
They are industrial sectors (e.g., iron and steel, cement and concrete, 
chemicals, etc.) characterised by high energy demand, high process heat 
needs, chemical process emissions, and other features that make them 
inherently difficult to decarbonise. Hard-to-abate sectors account for about 
30% of global annual emissions. Among them, steelmaking generates the 
second largest energy demand and the largest share of emissions (i.e.,7% of 
global emissions). The negative environmental performance of this sector 
depends on the use of the so-called primary route, which generates 1.8 
tCO2eq/t liquid steel. In this regard, solutions for the decarbonisation of this 
sector need to be identified. The main solution for the decarbonisation of 
the steelmaking sector is the so-called secondary route. It consists of steel 
production by melting recycled iron scrap in an electric arc furnace (EAF). 
Although this solution is the best from an environmental point of view, the 
unpredictable availability of raw material makes it an unreliable alternative 
from an industrial point of view. To overcome this limitation, the 
production of Direct Reduced Iron (DRI) is used. This is a raw material 
that can be used, together with recycled scrap, to feed an EAF. DRI is 
produced using a reducing gas (consisting of carbon monoxide and H2), 
which is generally obtained by reforming NG. However, it is possible to 
use only H2 as a reducing gas. This alternative would generate a drastic 
reduction in emissions from the steelmaking process (i.e., the use of H2 
reduces direct emissions), but is subject to the issues on hydrogen 
production, which are amplified by the large volumes required by this 
sector. 
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In this context, urban waste management is a key topic. Due to phenomena 
such as urbanisation, population growth and economic growth, the amount 
of waste generated in the urban context is constantly increasing, resulting 
in huge emissions. In 2016, municipal waste management practices 
generated 5% of the globally emitted 1.6 billion tonnes of CO2eq. Similarly, 
sewage sludge (SS), the main by-product of wastewater treatment 
operations, is growing in volume due to the implementation of policies to 
improve wastewater quality. Waste is a key element in achieving a CE 
condition. Indeed, waste can be used as a resource and can be kept in the 
economic cycle as long as possible. In this regard, the so-called waste 
hierarchy indicates the actions to be preferentially implemented to manage 
waste according to a CE perspective. The waste hierarchy states that, first 
of all, the production of waste should be avoided, then waste should be 
prepared for re-use or recycled. Finally, if all the previous actions are not 
possible, it is necessary to valorise the waste by recovering energy and/or 
valuable elements, and finally, as a last alternative, waste can be disposed 
of. 

In this regard, three categories of waste treatment are of utmost relevance. 
The first are the so-called waste-to-energy (WtE) treatments. They consist 
of treating waste to obtain energy (i.e., electricity or heat). The second 
category of treatments are the so-called Waste-to-H2 (WtH2) treatments. 
They consist of treating waste to obtain H2 as a primary product. Finally, 
the treatment of AD enables the production of bio-CH4. These treatments 
allow, on the one hand, to contribute to the acceleration of the current 
energy transition process and, on the other hand, to valorise waste in a CE 
perspective. 

Although comparisons from an economic and environmental point of view 
of the different waste valorisation routes exist in scientific literature, there 
is a lack of methodologies to understand their potential with reference to 
the current energy transition. 

In this regard, the aim of this work is to develop methodologies for 
evaluating and comparing the performance of waste valorisation plants to 
understand their potential in the current energy transition phase.  

To achieve this objective, analytical models were developed that consider, 
on the basis of the material and energy flows exchanged within the plants 
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and with the external environment, the negative effects generated from an 
economic and environmental point of view (i.e., direct and indirect 
emissions, costs), as well as the positive ones (i.e., avoided emissions, 
profits). 

The plants considered for the development of these models were divided 
into plants for energy production from waste, plants for H2 production and 
plants for bio-CH4 production. After analysing the plant configurations of 
the different alternatives and characterising the relevant flows, different 
analytical models were developed aimed at understanding different aspects 
of the contribution of waste valorisation alternatives to the current energy 
transition process. 

To this end, an analytical economic model was first developed to compare 
the costs of WtE plants and an investment analysis was conducted over a 
20-year time horizon, which was identified as being consistent with the 
objectives of the current energy transition. The cost model allow to estimate 
the total annual costs of WtE plants as a function of plant size, taking into 
account investment costs, operating costs, costs for expanding plant 
capacity and the generation of economies of scale, as well as a possible 
carbon tax. This cost model was the starting point for the investment 
analysis conducted in the case of the Metropolitan City of Bari, in Southern 
Italy. 

Two environmental analytical models were then developed with the aim of 
comparing the emissions and environmental benefits of different waste 
valorisation alternatives from the AD treatment. The first developed model 
allowed to estimate the emissions associated with the production of 
electricity or bio-CH4 depending on the characteristics of the treated SS. In 
this regard, the model was applied to the case of a Wastewater Treatment 
Plant (WWTP) located in Bari, Italy, to understand which valorisation 
alternative has the most advantages, as well as the sensitivity of the solutions 
obtained in scenarios of energy transition progress. The second model 
compares the emissions and environmental benefits of H2 and bio-CH4 
production from AD treatment. The model was developed to consider the 
indirect and avoided emissions associated with each alternative. In the case 
of H2 production, emissions were assessed under scenarios corresponding 
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to different global production mixes, evaluated according to the percentage 
of global H2 volume produced by electrolysis.  

Finally, an environmental analytical model was developed to compare the 
performance of different WtH2 routes. The environmental model allows the 
emissions generated and avoided by each route to be estimated. Specifically, 
generated emissions were considered as direct and indirect emissions, while 
avoided emissions were considered as a beneficial effect generated by the 
non-disposal of waste. In addition, so-called counterfactual emissions were 
considered, which were defined as the emissions generated under 
alternative scenarios due to the use of a given WtH2 route. This model was 
developed to understand the decarbonisation potential offered by WtH2 in 
the current energy transition phase. Above all, it was intended to 
understand how investment in WtH2 can help fill the gap that exists 
between the global H2 production targets for reaching the 1.5°C target and 
the planned volumes. In this regard, the developed model was applied to 
two scenarios, corresponding to the situation of the European Union (EU) 
in 2020 and 2030, identified as two crucial years of the energy transition.  

As mentioned above, the case of the steelmaking sector was explored. 
Following the previous scheme, the cost-effectiveness of the investment in 
decarbonised steelmaking routes was first assessed through the 
development of an economic model that considers the uncertainties of the 
market conditions for some variables. The cost model developed allows the 
investment and operating costs for the NG-DRI-EAF route to be assessed 
in the presence of variability in the purchase prices of raw materials (i.e., 
iron ores, scrap). Similarly, the uncertainty of the selling price of coils was 
considered. The application of the model to different scenarios allowed to 
build frequency distributions for some cost and profit items of the system 
considered. 

Subsequently, an analytical model was developed to understand the 
environmental performance of a Green energy-Steel system (GESS) 
composed of a renewable energy production system and a DRI-EAF 
steelmaking plant fuelled in variable shares by scrap and DRI. The objective 
of the model is to understand which variables most influence the 
environmental performance of the entire system, and, above all, which 
make the installation of an H2-based steelmaking plant environmentally 
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favourable. The model was applied by dividing the variables considered into 
two categories. Indeed, exogenous variables were considered, which were 
defined as variables that do not depend on the plant owner's choices, but 
which depend on the conditions of the market and the site where the system 
is installed. In addition, variables defined as endogenous, i.e., depending on 
the plant owner's choices, were considered. The application of the model 
in different scenarios defined by combinations of endogenous and 
exogenous variables allowed to identify the most critical variables for the 
abatement of emissions from the steelmaking process. 

Finally, an environmental analytical model was developed to understand the 
decarbonisation potential offered by different WtH2 routes to the 
steelmaking process. In this regard, the developed model considers direct, 
indirect and avoided emissions generated by the steelmaking route when 
supported by different H2 production technologies. The application of the 
model in different scenarios allowed to understand the potential offered by 
the routes considered, as well as the prospects offered within the current 
energy transition phase. 

The rest of the work is organised as follows. In the first chapter, the 
reference research context is explained. A literature review of sources 
dealing with waste-to-energy, WtH2 and bio-CH4 plants is also provided. In 
the second chapter, the plant configurations of the waste valorisation plants 
considered are first presented. Subsequently, in the same chapter, the 
development and application of the different analytical models developed 
is illustrated and the results obtained are discussed. In the third chapter, the 
decarbonisation of the steelmaking sector is firstly framed. Next, the 
development and application of the analytical models developed with 
reference to this sector is illustrated and the results obtained are discussed. 
Finally, the conclusions of the work summarise the overall results obtained 
and provide insights for future studies. 
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Chapter 1 
 
 

Research context 
 
 

The stability of the Earth's climatic conditions depends on the achievement 
of an energy balance in the Earth-Sun system, illustrated in detail in Figure 
1.  

 
Figure 1. Schematic representation of the Earth’s energy balance. All the values are 

expressed in W/m2. Adapted from [1]. 
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The Sun emits short-wave radiations that invest the Earth in the part above 
the atmosphere (about 342 W/m2). About 30% of these radiations are 
reflected by bright surfaces like the atmosphere and the clouds (about 77 
W/m2) and directly by the Earth's surface (about 30 W/m2). The remaining 
70% is absorbed mainly by the Earth's surface (approx. 168 W/m2) and 
partly also by the atmosphere (approx. 67 W/m2). To balance the incoming 
energy input, the Earth's surface and the atmosphere re-emit energy to 
space in the form of long-wave radiations. In this respect, the Earth's 
surface emits heat into the atmosphere in the form of latent heat (approx. 
78 W/m2), sensible heat (approx. 24 W/m2) and infrared radiations (approx. 
390 W/m2). Of the latter, a portion is emitted directly into space through 
the so-called atmospheric window (approx. 40 W/m2).  The amount of 
infrared radiations emitted from the surface into the atmosphere depends 
on the occurrence of the so-called “natural greenhouse effect”. The heat 
emitted by the Earth's surface is retained by water vapour and other long-
lived gases in the atmosphere, which are called greenhouse gases (GHGs) 
such as CO2 and CH4. The particles of these gases are themselves able to 
radiate heat in all directions. In this way, long-wave infrared radiations are 
generated from the top of the atmosphere towards space (235 W/m2, 
obtained as the sum of radiation emitted from the atmosphere, 165 W/m2, 
emissions through the atmospheric window, and emissions from clouds, 30 
W/m2). Similarly, emissions are generated from the atmosphere towards 
the earth's surface (about 324 W/m2), which contribute to the 
establishment of a temperature suitable for life on the planet (about 15°C) 
[1], [2].  

Although the Earth-Sun system is naturally in a state of equilibrium, since 
the Industrial Revolution and particularly in the last century, there has been 
an abnormal and rapid (approximately ten times faster than the ice-age-
recovery warming [3]) increase in global temperatures. To this end, Figure 
2 shows the trend of recorded anomalies in global land and ocean surface 
temperatures from 1880 to 2022. 
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Figure 2. Annual anomalies in global land and ocean surface temperature. Adapted from 
[4]. 

As it can be noted, since 1980, the divergence of temperatures from the 
Earth's average has always been positive and increasing.  

It is noteworthy that, during its history prior to the Industrial Revolution, 
the Earth's climate underwent variations that depended on natural causes, 
such as the variability of solar cycles and the Earth's orbit and volcanic 
eruptions, which alternately cooled (i.e., through the emission of reflective 
particles) or warmed (i.e., through the emission of GHGs) the global 
climate. These natural phenomena continue to occur, however, there is no 
direct correspondence between the magnitude of the recorded temperature 
increase and the observed natural phenomena. Indeed, climate models that 
only consider aerosols from volcanic eruptions and the variability of the 
Sun are able to fit global temperature observations until 1950. After that 
time, it is no longer possible to describe the Earth's climate situation 
without considering GHGs emissions generated by human activity [3]. 
Humanity, indeed, has caused the level of GHGs in the atmosphere to rise 
very rapidly through its activities; it is estimated that, since 1750, the 
concentration of CO2 and CH4 in the atmosphere has risen by 149% and 
262% respectively [4]. The trend of GHGs emissions from 1990 to 2022 is 
illustrated in Figure 3.   
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Figure 3. Trend of annual GHGs emissions from 1990 to 2022. Adapted from [4]. 

Given the trends shown in the previous figure, it is possible to understand 
how the greenhouse effect has become much more pronounced, resulting 
in a rise in global temperatures. This phenomenon is commonly referred to 
as Global Warming (GW) [5]. 

The causes directly ascribed to GW are [6]: 

• Power generation: the generation of electricity and heat through the 
combustion of fossil fuels is the first cause of GW.  

• Manufacturing of goods: manufacturing processes are among the 
main contributors to GW. Indeed, they generate significant 
emissions during specific processes in the production cycle, require 
the use of chemicals and consumables obtained from fossil fuels 
(e.g., coal, oil, etc.) and require a significant amount of electricity 
and heat, mainly obtained from fossil sources. 

• Deforestation: the phenomenon of deforestation has a twofold 
negative effect on GW. Firstly, when trees are cut down, they 
release all the carbon they hold. Secondly, the removal of trees 
significantly decreases their ability to retain GHGs, which are 
released into the atmosphere. 
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• The transport sector: most vehicles such as cars, planes, trucks and 
ships use fossil fuels, generating a very significant amount of GHGs 
emissions. 

• Food production: food production generates a significant amount 
of GHGs emissions due to deforestation, livestock digestion, 
fertiliser production and use, energy production to power farms and 
vehicles, as well as due to packaging production and distribution. 

• The energy supply of buildings: residential and commercial 
buildings require ever increasing amounts of electricity and heat. To 
meet this demand, mainly fossil fuels are currently used, generating 
a significant amount of GHGs. 

• Consumerism: the high consumption of goods, as well as the 
wasteful tendency of 1% of the global population, is responsible for 
the emissions of more than 50% of the poorest people.  

The breakdown of total emissions in 2016 on a global scale can be observed 
in Figure 4. Through this representation, it is possible to identify the impact 
that each of the causes listed above has on GW. 
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Figure 4. Breakdown of global GHGs emissions in 2016. Adapted from [7]. 

It can therefore be noted that the energy sector was responsible for the 
majority of global emissions (73.2%). Of this share, the largest share is 
energy use in industry (24.2%), followed by energy use in buildings (17.5%) 
and the transport sector (16.5%). The second most impactful sector is 
agriculture, forestry and land use, which accounted for 18.4% of global 
emissions. Emissions from this sector are related to deforestation (2.2%), 
as well as food production practices. Direct emissions from the industry 
sector, on the other hand, accounted for 5.2% of global emissions [7]. 
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The generation of such significant amounts of GHGs is generating 
alterations on the entire climate system, producing a climate change 
phenomenon. So-called 'climate feedbacks', i.e., secondary climatic 
phenomena that, in turn, amplify GW are defined. [8]. The main climate 
feedbacks are related to [9]: 

• Snow and ice: rising temperatures are melting the polar ice cap in 
the northern hemisphere. The consequence is that these areas, 
which used to reflect the sun's energy and thus lower temperatures, 
are now dark surfaces that absorb energy from the sun, generating 
an increase in global temperature.  

• Water Vapour: water vapour is the most abundant GHG present in 
nature. In a normal condition, it evaporates from surfaces and 
enters the atmosphere, which is able to establish a balance between 
temperature and water vapour concentration. With rapidly rising 
temperatures, however, there is no way of knowing whether this 
equilibrium will be maintained, leading to even more rapid warming. 

• Clouds: clouds, which act as both a reflecting surface and an energy-
absorbing body, are generally divided into high clouds and low 
clouds. The former generate a rise in temperatures overall, as they 
retain a lot of energy due to their temperature and the low amount 
of water vapour at their atmospheric level. Low clouds, on the other 
hand, have no particular influence on temperature, as they can rely 
on the absorption of water vapour present above and, above all, 
often have the same temperature as the earth's surface. Current 
models estimate a reduction in the formation of low clouds, thus 
generating an increase in global temperatures. 

• The carbon cycle: elements such as the oceans and the Earth's 
surface are able to absorb CO2, thus reducing its content in the 
atmosphere. Similarly, through chlorophyll photosynthesis, plants 
absorb CO2 for their growth. Given the current increase in 
anthropogenic CO2 emissions, it is clear that the system will no 
longer be able to maintain an equilibrium, generating a significant 
increase in the CO2 content of the atmosphere. 

• Rising sea levels: rising sea levels, a direct consequence of melting 
ice and expanding warming sea water, will erode coasts and cause 
more frequent coastal flooding. As a result, some islands will 
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disappear. This is a problem, since about 10% of the population 
lives in vulnerable areas less than 10 meters above sea level. In this 
regard, Figure 5 shows the trend in ocean heat content from 1955 
to 2022 (Fig. 5a) and the trend in sea level changes from 1993 to 
2022 (Fig. 5b). 

 
Figure 5. (a): Trend of the change in ocean’s heat content from 1955 to 2022. 
Adapted from [4]. (b): Trend of the global mean sea level variation from 1993 

to 2022. Adapted from [4]. 
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As it can be observed in the figure above, there has been an ever-
increasing increase in the heat content of the oceans since 1989. 
Similarly, it can be observed that the rise in sea level has been 
sudden and significant. It is noteworthy that the sea level recorded 
in January 2022 is 102.2 mm higher than that recorded in the same 
month in 1993. In fact, the sea level rose from 48.7 mm in 2011 to 
102.2 mm in 2022, i.e., a much faster increase than the 3.4 mm 
average annual rise in previous years. 

• Impacting ecosystems: GW is having a very significant effect on the 
balance of ecosystems coexisting in some climate zones. The 
growing season is getting longer, and spring is arriving earlier. This 
is causing an imbalance for migratory species, which must start 
foraging earlier, as well as for the balance of pollinator species such 
as bees, which risk having a lifecycle misaligned with the growth of 
flowers. This phenomenon, if amplified on a global scale, would 
cause a limited ability of plants and flowers to reproduce, also 
limiting the availability of food throughout the food chain. The 
current GW phenomenon is also generating migrations of some 
species towards the Pole, to find temperatures more conducive to 
survival. For those species that cannot migrate or adapt quickly to 
the changed climatic conditions, extinction is occurring. 
Furthermore, the human activities such as deforestation, fishing 
and unsustainable food production are contributing to an increasing 
risk of extinction for a growing number of species. In this regard, 
Figure 6 illustrates the outcome of the survey conducted by the UN 
Intergovernmental Science-Policy Platform on Biodiversity and 
Ecosystem Services on the extinction risk of major terrestrial 
species (i.e., 150,388 species). 
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Figure 6. Percentage of the species at risk of extinction in 2022. Adapted from 
[10]. 

As it can be observed, the data on the risk of extinction are very 
significant. About 40% of the analysed plant species are at risk of 
extinction, followed by 35% of amphibian species and 30% of coral 
species. A total of 42,108 species were found to be at risk of 
extinction. 

• Impacting people: current climate change will have direct 
consequences on human life. As mentioned, phenomena such as 
rising sea levels may make areas just above sea level no longer 
habitable. The GW will also produce an increase in temperatures in 
areas where there is already a torrid climate (e.g., Africa), thus 
making it difficult for poor sections of the population to adapt. 
Increased tropical climates will also lead to a greater spread of 
infections such as malaria, as well as extreme weather episodes such 
as hurricanes. Rising temperatures will also cause more and more 
fires, with a consequent worsening of air quality. The GW will also 
generate increasing droughts, resulting in long-term water shortages 
for the population. 

In conclusion, human activity is generating very significant negative effects 
on the entire earth system. It is therefore necessary to take measures to limit 
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of utmost relevance. The aim of the Agreement is to strengthen the global 
response to climate change, in the context of sustainable development and 
poverty eradication efforts [10]. To this end, the Parties agreed to 
implement key actions, which are: 

• Keep the global average temperature increase well below 2°C 
compared to the pre-industrial level and make efforts to limit it to 
1.5°C (threshold value identified by the Intergovernmental Panel 
on Climate Change [10]), recognising that this could significantly 
reduce the risks and impacts generated by climate change.  

• Increasing adaptive capacity to adverse climatic conditions and 
fostering climate resilience and low GHG emissions development 
in ways that do not threaten food production. 

• Making financial flows consistent with a low GHGs emissions and 
climate-resilient development path. 

To achieve these goals, Parties have committed to reaching peak GHGs 
emissions as soon as possible, and then take rapid action to achieve a 
balance between anthropogenic emissions by sources and removals by 
natural sinks of GHGs in the second half of this century [11].  

In this regard, all Parties were called upon to formulate and communicate, 
every five years, ambitious strategies for the achievement of the established 
goals, defined as Nationally Determined Contributions [12]. In accordance 
with the Paris Agreement, most countries have therefore defined strategies 
for achieving so-called Net-zero emissions (NZE) targets, i.e., targets for 
achieving the required carbon neutrality by 2050, starting in 2020 [13]. For 
example, the European Union (EU) has implemented the objectives of the 
Paris Agreement through the publication of the European Green Deal 
(2020). It aims to transform the EU into a modern, resource-efficient, and 
competitive economy by achieving carbon neutrality by 2050, decoupling 
growth from resource consumption, and taking into account the entire 
society in each member country [14]. In this regard, it was established that, 
by 2030, net GHGs emissions must be reduced by 55% compared to 1990 
[15]. 

However, in the context of COP27 in 2022, critical issues emerged with 
respect to the progress achieved by Parties. Indeed, it was estimated that, 
considering the level of implementation of the published nationally 
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determined contributions up to 2022, GHGs emissions will fall by 0.3% in 
2030 compared to 2019. This projection is of course not consistent with 
the GW limitation scenario below 1.5°C, which would require GHGs 
emissions to fall by 43% in 2030 compared to 2019. In this regard, the 
proceedings of the same conference highlighted the urgent need to plan 
and implement concrete actions to reach the set targets and to manage the 
expected transition phase to a net-zero World. This transition must include 
pathways that include energy, socioeconomic, and workforce dimensions 
[16]. 

This is the context of the global energy transition process, through which 
all countries are planning a transition from the current carbon-intensive and 
low-efficiency energy system to future profoundly decarbonised, energy-
efficient and highly renewable solutions [17]. As highlighted, this process is 
crucial to achieving the targets set by the Paris Agreement since the energy 
sector represents the largest source of GHGs emissions globally and, 
consequently, makes the largest contribution to GW (Figure 4).  

According to the International Renewable Energy Agency (IRENA), a 
radical and systematic transformation of the global energy system is needed 
over the next 30 years. This transformation must go beyond the 
decarbonisation of the energy supply and move strategically towards an 
energy system that cuts carbon emissions while supporting an inclusive and 
resilient economy. The three pillars for successful planning and execution 
of the energy transition process are: the development of a physical 
infrastructure to support a localised and decentralised energy system; the 
development of policies that facilitate the development, integration and 
exchange of renewable-based energy; and the development of skills and 
capacities to support the renewed energy system [18]. 

The main enabler of this transition process is the ever-increasing 
production of energy from renewable sources. The main sources of 
renewable energy are [19]:  

• Solar energy: it is the most abundant of all energy resources and can 
constitute a significant share of the national energy mix in most 
countries of the world. The main devices that convert solar energy 
into electricity are photovoltaic panels and mirrors that concentrate 
solar radiation. Currently available solar energy conversion 
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technologies are capable of producing heat, cooling, electricity and 
fuels for a variety of applications. It is noteworthy that, the global 
weighted average levelised cost of electricity of newly 
commissioned utility-scale solar PV projects declined by 88% over 
the 12-year period from 2010 to 2021 [18]. This drastic cost 
reduction makes the installation of photovoltaic panels the main 
way to increase installed power from renewable sources in the 
future (Figure 7).  

• Wind energy: wind energy is harnessed by turbines that convert the 
kinetic energy of wind into electrical energy. Also in this case, most 
areas globally have wind characteristics that make the installation of 
wind turbines favourable, although, at present, the greatest potential 
is offered by the installation of offshore wind turbines. In recent 
years, investments are being made to improve the efficiency of 
plants, as well as a drastic decrease in the levelised cost of electricity 
from this pathway for energy production (66% over the 2010-2021 
period [18]). In this regard, wind energy is the second, after solar 
energy, on which investment is planned to increase the installation 
of power from renewable sources in the future (Figure 7). 

• Geothermal energy: it harnesses thermal energy accessible from the 
earth's interior by means of wells or other means. Once they reach 
the earth's surface, fluids at various temperatures can be used to 
produce energy. Technologies for producing electricity from 
hydrothermal reserves are mature and have been in operation for a 
long time. 

• Hydropower: hydropower generation harnesses the kinetic energy 
possessed by water flowing from higher to lower altitudes. 
Generally, water reservoirs are used, or the natural flow of rivers is 
exploited. Hydropower is currently the largest source of renewable 
energy in the electricity sector. Hydropower plants can have 
negative effects on the ecosystems in which they are located. 
Therefore, only small hydropower plants serving communities in 
remote locations are considered sustainable. 

• Ocean energy: ocean energy is produced by technologies that 
harness the kinetic or thermal energy of seawater to produce heat 



 

 

21 

 

or electricity. Ocean energy systems are still at an early stage of 
development but have high potential for energy production. 

• Bioenergy: bioenergy is obtained by processing a range of organic 
materials such as agricultural waste, biomass or energy crops 
specifically cultivated to produce electricity or heat. The production 
of energy from the combustion of biomass generates GHG 
emissions of biogenic origin, since the fuel is non-fossil. Energy 
production using specially cultivated energy crops, however, has a 
negative potential related to deforestation and land-use change. 

 

Figure 7. Trend of the global share of cumulative power capacity by renewable 
energy technology from 2010 to 2027. Adapted from [20]. 

In 2020, electricity production from renewable sources accounted for 28% 
of global gross electricity generation (i.e., 27000 TWh). According to the 
1.5°C-compatible scenario established by IRENA, this percentage must rise 
to 91% in 2050 on an electricity generation that must triple (i.e., 90000 
TWh). Renewable-based energy systems must therefore produce 81900 
TWh of electricity in 2050 [18] (Figure 8). 
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Figure 8. Shares of global gross electricity production in 2020 and 2050 (scenario 
compatible with the 1.5°C target). Adpated form [18]. 

Currently, the power sector has made good progress in terms of installed 
renewable capacity and generation. Renewables account for 83% of global 
capacity addition and installed power generation capacity reached 40% in 
2022, with a total of 295 GW from renewables. In the scenario that 
considers the main global policies for reaching the NZE targets (so-called 
'Planned Energy Scenario' (PES)), renewable energy capacity expands to 
6773 GW by 2030 and 15835 GW by 2050. Renewables' share in generation 
scales up from 28% in 2020 to 46% in 2030, and to over 70% in 2050 [18]. 
However, as can be seen from Figure 9, these measures are insufficient to 
reach the 1.5°C target. In a scenario compatible with reaching the 1.5°C 
target, indeed, the power sector would reach 68% and 91% of renewable 
energy share in the total electricity generation in 2030 and 2050, respectively 
(Fig. 9a). Total installed renewable generation capacity would need to 
increase four-fold by 2030 (11 174 GW) and twelve-fold by 2050 (33 216 
GW), over the 2020 level (Fig. 9b). This means annual average renewable 
energy capacity addition of approximately 1000 GW in the current decade, 
more than three times the installed renewable capacity addition in 2022 and 
close to 1 100 GW by 2050 [18]. 
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Figure 9. (a) Global power generation mix in 2030 and 2050, according to PES and 1.5°C 
scenarios. (b) Global installed capacity from renewables in 2030 and 2050, according to 

PES and 1.5°C scenarios. Adapted from [18]. 
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Further key elements in the current energy transition phase are the so-called 
“green gases”, i.e., H2 and bio-CH4. 

First, H2 is a key element in the current context of climate change tackling 
and energy crisis [21]. Its high energy density (about three times higher than 
gasoline [22]) and the generation of water vapor only from its combustion 
[23], make the H2 a promising energy vector to be employed for several 
purposes [24]. Indeed, its large-scale production and use is crucial for 
achieving the NZE targets set worldwide to meet the Paris Agreement's 
1.5°C global warming limit [25]. National H2 strategies are therefore under 
increasing development. They include measures (e.g., political, economic, 
financial, policy, etc.) and initiatives to support H2 development [26]. To 
this concern, the formulation of an early H2 strategy in Japan (December 
2017), catalyzed the attention of the Asian-Pacific region, resulting in 
strategy development in South Korea (January 2019) and Australia 
(November 2019). Similarly, in the European context, the publication of 
Germany's national H2 strategy (June 2020) fostered the development of an 
EU H2 strategy, published in July 2020 [26]. EU H2 strategy is the most 
ambitious green H2 strategy worldwide [27], and includes a roadmap for 
achieving the climate neutrality targets included in the European Green 
Deal [28]. Consistent with these goals, and thanks to COP 26 acting as a 
catalyst, most European countries have recently published or are working 
on their own H2 strategy [29]. 

H2 already finds applications in many industrial processes. Traditionally, it 
is used in crude oil refining sector (i.e., in hydrotreatment and 
hydrocracking process), upgrading of Fischer-Tropsch gas-to-liquid 
products and in the ammonia and urea production [24]. Due to its high 
versatility, H2 is currently being considered in innovative applications. In 
this regard, applications of H2 and H2-based fuels are considered in the 
energy-intensive transport sector (e.g., aviation and shipping fuels), in the 
road transport sector (e.g., electric vehicles with H2 fuel cells), in the 
building sector, and in the power generation sector [30]. H2, most of all, 
represents a promising alternative for decarbonizing the so-called "hard-to-
abate" sectors (e.g., iron and steel, cement and concrete, chemicals, etc.). 
They are characterized by high energy demand, high process heat needs 
and/or chemical process emissions, and other features that make them 
inherently difficult to decarbonize [31]. These aspects, combined with the 
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increasing investments fostered by H2 strategies, will lead to an exponential 
growth in H2 demand in the next future (Figure 10).  

 

Figure 10. H2 demand by sector from 2019 to 2070. Adapted from [32]. 

Global H2 demand in 2019 was 75 Mt/y [32], and increased to 94 Mt in 
2021/y [30]. In the future, a faster growth will occur, with global H2 demand 
reaching 520 Mt/y by 2070 [32]. Almost the whole H2 demand is currently 
coming from traditional sectors (e.g., refining sector). In the projected 
decarbonized scenario of 2070, this situation will change, with almost the 
entire H2 demand coming from innovative sectors. Indeed, 30% of global 
H2 demand will come from the transport sector for direct use for cars, 
trucks and ships, 20% will come from the production of synthetic fuels 
(e.g., synthetic kerosene for aviation), 10% for the conversion into 
ammonia as a fuel for the shipping sector, 15% from industrial sectors (e.g., 
iron and steel, and chemicals), 15% from the power sector to support 
flexible electricity generation, and 5% from the building sector (most in the 
form of pure hydrogen transported through a dedicated pipeline) (Figure 
10) [32]. However, as it can be observed in Figure 11, environmental issues 
related to H2 production arise.  
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Figure 11. Global H2 production mix in 2021. Adapted from [30]. 

Currently, almost all H2 required is produced from unabated fossil fuels, 
generating 900 MtCO2/y [33]. Steam Methane Reforming (SMR) without 
Carbon Capture Utilization and Storage (CCUS), which totally relies on NG 
use, is the main H2 Production Route (HPR). It accounted for 62% of H2 
production in 2021.  In the same year, 18% of H2 was produced as a by-
product of the naphtha reforming process, and 18% came from coal 
processing. The minor sources of H2 production were oil, which accounted 
for 0.7% of H2 global production, and electricity, which accounted for 
0.04% (i.e., 35 kt) [30]. To this concern, an urgent challenge consists of 
finding viable solutions to produce low-carbon H2 [34]. If the growing 
demand for H2 will indeed be met by employing the current production 
mix, an overall negative environmental effect would be generated, in 
contrast to the expected decarbonization function of H2.  

The most promising “green” HPR is water electrolysis fueled by renewable 
electricity [35]. This process is potentially zero-emission (without 
considering emissions from the life cycle of renewable energy conversion 
systems) [36]. However, the implementation of this technology on an 
industrial scale faces major barriers, both from an economic and 
environmental point of view. As for the environmental aspect, an 
electrolyzer has a high energy consumption (on average of 5 kWh/Nm3H2 
[37]) and currently there is not enough renewable energy capacity to meet 
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the H2 demand. Indeed, it is estimated that an electricity demand of 3600 
TWh would be needed to meet the current H2 demand, more than the total 
annual electricity generation of the EU [38]. This implies that an electrolyzer 
must also be powered by electricity produced from the grid, generating 
significant indirect emissions. From an economic point of view, the still 
high cost of renewable energy and the high cost of facilities make the 
installation of an electrolyzer expansive in terms of operating and 
investment costs [39]. For large-scale green H2 production, therefore, a 
rapid and effective energy transition is needed. In the current transition 
phase, during which global efforts are in progress to increase the availability 
and reduce the cost of energy from renewable sources [40], it is therefore 
necessary to identify complementary HPRs that, on the one hand, ensure 
the growing demand for H2 is met and, on the other hand, enable the 
production of low-carbon H2 [41]. An alternative is the production of the 
so-called “blue H2” via SMR with CCUS. This process allows the continued 
use of existing facilities, reducing emissions and pressure on the renewable 
energy production system. This HPR, however, is not fully in line with the 
decarbonization targets set in the mid-long term. Indeed, it relies entirely 
on the use of non-renewable sources and does not avoid CO2 production 
[35]. 

Moreover, bio-CH4, also known as “renewable natural gas”, is a near-pure 

source of CH4. It is generally produced by upgrading (i.e., by removing CO₂ 
and other contaminants) the biogas obtained from the AD of OWs, also 
the Organic Fraction of MSW (OFMSW), or biomasses [42]. Bio-CH4 has 
almost the same LHV as fossil NG (around 36 MJ/m3 [43]) and find its 
same several applications (e.g., electricity and heat production, and as a fuel 
in the transport sector) [44]. Most of all, Bio-CH4 can be used with no 
changes in transmission and distribution infrastructure or end-user 
equipment with respect to the NG [43]. This green gas has therefore the 
potential for meeting the requirements of NG-based applications with the 
same effectiveness as the fossil fuel, but without the associated emissions. 
Emissions generated from the use of fossil NG for electricity and heat 
production were indeed 3.2 GtCO2 in 2021 [45], a value not consistent with 
a decarbonized scenario. Moreover, bio-CH4 could be helpful in reducing 
the emissions from the transport sector, which reached 7.7 GtCO2 in 2021. 
Consistent with the “net-zero” scenario, indeed, emissions from this sector 
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must be reduced by 20% by 2030 [46]. It is noteworthy that also the main 
Bio-CH4 production process, i.e., AD of organic wastes OWs, shows a great 
environmental potential. This process allows to valorise wastes, at the same 
time reducing CH4 emissions mainly from OWs’ decomposition and 
agriculture [47], which generated 1.49 GtCO2eq and 3.49 GtCO2eq in 2019, 
respectively [48]. CH4 is indeed the second major greenhouse gas after CO2. 
Although it persists in nature for fewer years than CO2 (i.e., 12 years 
compared to centuries for CO2), CH4 has the capacity to absorb much more 
energy, generating 28-36 times more impact on global warming over a 100-
year time horizon [49]. Consistently, CH4 emissions reduction can provide 
significant climate benefits in the near-term [50]. It can be therefore stated 
that the production of bio-CH4 has a threefold decarbonization potential; 
it is useful to reduce CO2 emissions from the energy, industry and transport 
sectors, it helps reducing the FMEs generated from NG supply, and it helps 
reducing CH4 emissions from waste and agriculture sectors. It is 
noteworthy that bioenergy in various forms, including biogas and bio-CH4 
production, will have to supply 22% of total primary energy in 2050, which 
is 2.5 times more than today. Furthermore, sustainable biofuels, including 
bio-CH4, will have to satisfy 13% of the final energy consumption of the 
transport sector in 2050. Therefore, the production of this green gas is 
crucial for the achievement of current environmental targets. 

To understand the progress of the energy transition process, six indicators 
were chosen to be monitored over time. These indicators are [18]: 

• The use of renewables for electricity generation, which includes the 
amount of electricity generated from renewable sources and the 
share of electricity from renewable sources in the total generated 
globally. 

• The direct use of renewables, which includes the share of 
renewables in total global energy consumption and the amount of 
bioenergy consumed. 

• Improvements in energy intensity. 

• The level of electrification of the end-use sectors. 

• The production of clean H2 and derivative fuels (e.g. ammonia, 
kerosene, etc.). 

• The amount of CO2 captured and removed by various methods. 
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In this regard, Figure 12 shows the current values of these indicators and 
those expected under two scenarios defined by IRENA. The first is the so-
called PES, which considers all the strategies declared by countries 
(especially the G20) in accordance with the requirements of the Paris 
Agreement. The second is the so-called '1.5°C scenario', which considers 
the achievement of the 1.5°C target in 2050 [18]. 

 

Figure 12. Key Performance Indicators for reaching the 1.5°C target in 2030 and 2050 
according to PES and 1.5°C scenarios. Adapted from [18]. 

As it can be observed from the figure, there is a significant deviation 
between the PES and the 1.5°C scenario for the values of all indicators. For 
example, it can be observed that the planned energy production from 
renewable sources in 2050 is almost 54% lower than necessary to reach the 
1.5°C target. Furthermore, energy production from renewable sources is 
planned to make-up 73% of global production, compared to the 91% 
needed. This value has a double negative meaning, if one considers the 
amount of energy produced to be less than necessary. The values for energy 
consumption from renewable sources and bioenergy consumption deviate 
significantly from those needed to reach the 1.5°C target. The most 
significant deviation occurs, however, regarding the production of so-called 
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'clean H2' (i.e., includes green H2 and blue H2). The planned production of 
clean H2 is indeed 21 Mt by 2050, compared to the 523 Mt needed to 
achieve the 1.5°C target.  

It can therefore be established that strategies are needed to narrow the gap 
between what is planned and what is needed to complete the current energy 
transition process. 

In this context of energy transition and the achievement of short-, medium- 
and long-term environmental goals, the issue of the management of waste 
produced in the urban context is of utmost relevance. Two main types of 
waste, i.e. Municipal Solid Waste (MSW) and SS, were considered in this 
work. The management of both types of waste represents a crucial issue for 
the achievement of fundamental environmental objectives and for the 
attainment of a CE condition. Furthermore, as illustrated below, waste 
management can support the current energy transition, as it is possible to 
process waste to obtain both electricity and green gases. 

The current increase in MSW production is a direct consequence of 
population growth (at a yearly rate of 2.035% [51]), which is accelerating 
phenomena such as industrialization, urbanization, and economic 
development. The global production of MSW, equal to 2.01 billion tonnes 
in 2016, will grow to 2.56 billion in 2030 and will reach a level of 3.4 billion 
in 2050. As far as concern the correlation between MSW production and 
economic development, in 2016, about 34% (683 million tonnes) of the 
globally produced MSW was generated by high-income countries (i.e., 
countries with a gross national income per capita of 12,476 $/year or more), 
despite the same countries being populated by only the 16% of the global 
population [52]. 

MSW management shows criticalities both from an economic and an 
environmental perspective. MSW, indeed, represents one of the most 
significant sources of pollution at either a global, regional, or local scale [53]. 
To this concern, in 2016, the MSW management practices generated 5% of 
the globally emitted 1.6 billion tonnes of CO2eq [52]. Furthermore, at a local 
and regional scale, the MSW management (e.g., collection, transport, 
treatment, and disposal) is generally operated in proximity to the urban 
centres, representing a significant pollution source, very close to citizenship. 
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From an economic point of view, MSW management is an expensive 
service for municipalities; in high-income countries, it accounts for 4% of 
the municipal budget, and of this expenditure, operating costs represent 
about 70% [54]. Therefore, identifying a solution to manage the increasing 
amount of MSW produced, accounting for both economic and 
environmental issues, is a worldwide highly perceived need.  

The EU-27 countries are significantly involved in this issue since most of 
them are included in the high-income category. Several legislative measures 
have been enacted in the EU to promote sustainable MSW management. 
The most impactful is the Waste Framework Directive (WFD) 
2008/98/EC [55], which can be considered the cornerstone of the 
European waste policy and regulation. The WFD introduced a waste 
hierarchy describing, in descending order of priority, the actions to be 
implemented to manage waste in an environmentally sustainable way, 
optimising resource efficiency and minimising the environmental 
consequences of waste management (Figure 13) [56]. 

 

Figure 13. Waste hierarchy pyramid. Adapted from [56]. 

According to the WFD, sustainable waste management can be ensured by 
minimising the generation of waste and hazardous substances, avoiding 
disposal practices and maximising the amount of recycled material [57]. The 
waste hierarchy identified is a crucial strategy for the transition of the EU 
economy towards a CE, allowing MSW management to achieve the best 
environmental performance [58]. According to CE's definition, waste 
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production should be minimized, maintaining resources as long as possible 
within the economic cycle [59]. To foster the achievement of a CE 
condition, a European target on recycling and landfilling rates of at least 
65% and 10%, respectively, must be achieved within 2030 [60]. Currently, 
the percentage of landfilled and recycled MSW still remains equal to 23% 
and 48%, respectively, values far short of the target [61]. According to Chen 
et al. [53], despite the improvements achieved, a continuation of the current 
waste management trend is insufficient to reduce the pressure generated by 
MSW management and achieve a CE. In light of these considerations, 
identifying sustainable solutions for MSW management to support and 
accelerate the transition towards the achievement of the goals set at the EU 
level is necessary. 

At the same time, Sewage Sludge (SS), i.e., the main by-product of 
wastewater treatment (WWT), is considered one of the most critical 
resources to be managed in the urban context for the transition towards a 
CE. Although it includes dangerous contaminants, both organic and 
inorganic, and pathogens (i.e., bacteria, viruses, protozoa, etc.) [62], it is rich 
in valuable nutrients like N and phosphorous (P). Indeed, SS contains, in 
dewatered condition, 50-70% of organic matter, 30-50% of mineral 
components, 3-4% of N, 0,5-0,25% of P, and significant amounts of the 
other useful nutrients [63]. It is noteworthy that P, that can be recovered 
by SS treatments, is classified as a Critical Raw Material [64], estimated to 
be exhausted in the next 50-100 years [63]; in other words, P is considered 
a strategic and relevant material from in economic perspective, with a high 
supply risk [64], [65]. Moreover, at 6% moisture content and 65% organic 
matter, the SS shows a LHV of about 13.5 kJ/kg [66]. Under this condition, 
the SS can be considered a solid fuel [67], since its LHV is comparable to 
traditional fuels' characteristic value, such as lignite and other biomasses. 
Currently, the global climate change and energy crises are forcing the 
valorization of the limited resources on earth. Under this perspective, the 
SS must be managed as a key resource. Therefore, it is recommended to 
adopt treatments to reduce the number of hazardous contaminants and, at 
the same time, recover energy and matter from this resource.  

The SS production rate generated from WWT is growing day by day as the 
water demand, and thus the amount of wastewater produced, is on increase 
[68]. The rapid increase depends on two main factors. The first one is 
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strictly related to the increase in world population; the second one is the 
indirect consequence of the forced implementation of the European 
Council Wastewater Treatment Directive 97/271/EC, which requires a 
higher quality of the effluent treated with the unavoidable increase of the 
SS produced as a by-product of wastewater treatments [69]. Recent studies 
showed that, in the last fifteen years, the EU-12 annual production of the 
SS increased by almost 50%, from 9.8 million tons in 2005 to over 13 
million tons in 2020. The lack of continuity among official reports and the 
relevant lack of data for the new Member States further complicate the 
study of this topic [70].  

Also the SS management is regulated by the prescriptions of the “waste 
hierarchy”. To take a further step towards achieving a circular approach, it 
is necessary, in addition to implementing the “4Rs” (i.e., reduction, reuse, 
recycle, and recovery), to apply a fifth “R” due to “rethink” of the process 
[65]. Therefore, a solution consistent with the CE approach and “nutrients-
energy-water” paradigm is strictly required [65]. Rethinking the wastewater 
value chain means promoting a shift from the traditional concept of WWTP 
to that of wastewater resource recovery facilities [71]. According to Smol et 
al., the traditional water value chain should be rethought, re-thinking how 
to use resources to create a sustainable economy, which is “free” of waste 
and emissions [72]. In other words, the authors consider as not sustainable 
a linear approach on the WWT, where the SS is considered waste. The 
authors, on the contrary, promote a “circular approach”, where the SSs 
produced are resources for agriculture, pharmaceutical and personal care 
products, renewable energy production, and co-firing as construction 
materials.  

Among the actions included in the waste hierarchy (Figure 13), a noticeable 
category of recovery options is the so-called WtE, including the treatments 
to convert waste into electricity. Although these options are at a lower level 
(i.e., less preferable) than prevention, reuse and recycling in the waste 
hierarchy, it can be stated that they are essential to ensure sustainable MSW 
and SS management and to support the CE transition [73]. WtE treatments, 
moreover, allow, in this transitional phase, to treat MSW that is not recycled 
and, simultaneously, to reduce the landfilling rate, consistent with the EU 
targets and a CE perspective. Once the goals are achieved, these treatments 
can still be helpful in treating not recyclable materials or perishable waste, 
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avoiding WtE plants' overcapacities. Consistently with these aspects, in the 
last years, an ever-increasing amount of waste has been processed by 
adopting WtE treatments [56]. 

Another category of waste treatments useful in this perspective are the so-
called waste-to-H2 (WtH2) treatments. They consist of treating waste (e.g., 
MSW, wood, food waste) to obtain H2 as a primary product. These HPRs 
have a twofold benefit: on the one hand, H2 from alternative renewable 
sources is produced, and on the other hand, MSW is valorized.  

Finally, as mentioned, AD treatment can be useful for producing bio-CH4 
and, therefore, should be considered among the waste valorisation 
treatments that contribute to the progress of the current energy transition. 

In this regard, this work deals with the investigation of the performance of 
waste valorisation plants, since, as mentioned, they offer a dual benefit. On 
the one hand, they help to accelerate the energy transition process and 
reduce the gap between the current situation and the one needed to comply 
with the 1.5°C limit and, on the other hand, they enable the valorisation of 
resources in accordance with a CE perspective. Each solution, however, 
has its own characteristics from an economic and environmental point of 
view and, in this regard, it is necessary to make comparisons that take into 
account both the negative (e.g., costs, direct and indirect emissions) and 
positive (e.g., revenues, avoided emissions) effects associated with each 
alternative in order to understand their benefits in the current transition 
phase. A schematisation of the research context of this work is shown in 
Figure 14. 

 

Figure 14. Schematization of the research context of the present work. 
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1.1 Literature review on waste-to-energy plants 

The investigation on WtE plants is very relevant and, therefore, many 
sources can be found in the scientific literature on the subject. Wei Lu et al. 
[74] analysed incineration as a possible alternative for MSW management 
and proved its validity despite being an outdated technology. According to 
the authors, the choice of technology for MSW incineration depends on 
economic and environmental issues. Generally, the green aspects are 
affected by the high variability of MSW composition and the lack of reliable 
control systems. A Life Cycle Assessment (LCA) to evaluate the impact of 
refuse-derived fuel within the incineration process of the MSW instead of 
the coal was carried out by Havukainen et al. [75]. The results led to reduce 
the impact of the main environmental categories (i.e., global warming 
potential, acidification potential and eutrophication). Panepinto and Zanetti 
[76] adopted a multi-step approach for the economic and environmental 
evaluation of an incineration plant in Italy. They considered the capacity of 
the incinerator plant and possible connections with a district heating 
network for the use of the heat power produced. At a global and local level, 
an environmental balance and a cost analysis were carried out to evaluate 
the efficiency of a plant, including heat and electricity cogeneration. In this 
case, if, on the one hand, the installation of a cogeneration plant in a heating 
district minimises the environmental impacts, on the other hand, the 
configuration that provides only the electricity generation is more 
convenient from an economic perspective. 

Similarly, in [77], an LCA was developed to evaluate the environmental 
impact generated by an incineration plant, including energy recovery in 
different operating conditions. The research shows that investing in 
technical improvements is convenient and, therefore, increases the 
electrical conversion efficiency in the case of a high-size plant. One of the 
recommended improvements consists of replacing the typical refractory 
bricks with phase-change material-based bricks in the reactor [78]. It is also 
shown that the recovery of the bottom ashes helps decrease indices' values 
in different impact categories [77]. Beylot et al. [79] analysed an LCA related 
to MSW incineration in France. The study identified a negative indicator 
for seven of the nine impact categories. In particular, the most significant 
benefit comes from the cogeneration of heat and electricity as well as from 
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the selective catalytic reduction for NOx abatement. In 2015, subsystems 
of the plant were modelled, adopting short-term stochastic planning to 
manage the energy produced by cogeneration [80]. It is noted that short-
term stochastic planning increases net revenues and thermal efficiency 
instead of determinist short-term planning. In [81], the potential benefits in 
economic and environmental terms of an MSW management strategy based 
on the incineration and recycling of MSW for a Brazilian location were 
assessed. The technique consists in recycling 20% of the collected and 
selected waste and sending the remaining share to incineration. The results 
showed the potential of the adopted strategy from economic and 
environmental perspectives. A similar approach, based on the incineration 
treatment simulation models, was developed in [82] and [83]. 

Pyrolysis is another MSW treatment recently developed. It is described and 
detailed in [84], while Wang et al. [85] investigated the environmental 
feasibility of pyrolysis as an alternative for sustainable MSW management 
in North Carolina. The environmental impacts of the pyrolysis process were 
compared with the impact of incineration, anaerobic digestion and landfill. 
The results proved that fast pyrolysis is the best alternative from an 
environmental point of view while landfilling is the worst. In [86], the 
pyrolysis was compared with incineration, gasification and plasma 
treatment adopting multi-criteria decision-making methods. Li et al. [87] 
investigated catalytic pyrolysis. They established that if, on the one hand, 
the use of a catalyst allows a reduction of emissions due to the process, on 
the other hand, the refrigeration significantly increases the operating 
treatment costs. 

Similarly, the performance of catalytic pyrolysis, if compared with thermal 
pyrolysis, is proved in [88], [89]. Wang et al. [90] investigated the potential 
of pyrolysis, combined with thermal or catalytic cracking, to produce syngas 
under certain operating conditions. In [91], the effects of moisture content 
and CaO on the product's composition derived from pyrolysis and syngas' 
Low Heating Value (LHV) were investigated. Song et al. [92] proposed the 
addition of iron ore and iron oxide to the treatment as an alternative to 
improve the efficiency and environmental impact due to the pyrolysis of 
MSW. According to the authors, iron ore and iron dioxide act as waste 
pyrolysis catalysts; they improve the efficiency and effectiveness of 
performance treatment. 
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In the last few years, an increasing interest can be observed in the MSW 
gasification treatment, which is a valid alternative to other technologies 
either from a social, economic, and environmental point of view [93]. 
Hameed et al. [94] proved the effectiveness of MSW gasification in reducing 
pollution and maximising the recovery of energy and material. In [95], the 
effectiveness of the MSW co-gasification with switchgrass was evaluated by 
considering LHV, the syngas' yield, and the gasifier and tar temperature. Cai 
et al. [96] investigated the refuse-derived fuels and straw mixtures' co-
gasification performance. They identified a positive impact of the 
synergistic effects on the system’s performance at low equivalent ratios (0.1-
0.2) and high temperatures (800-900°C). Arena et al. [97] reported a 
technical analysis of the gasification of a recovered solid fuel obtained from 
MSW sorting. The report confirmed that adopting the syngas for energy 
applications was effective. From an economic point of view, the investment 
can be considered sustainable only if an incentive rate for the energy 
produced is provided. Kardani et al. [98] modelled the MSW gasification in 
a fluidised bed gasifier to predict treatment features, such as gas and product 
LHV, as well as syngas yield. Xu et al. [99] developed a thermodynamic 
model referring to a real case of MSW gasification. The model allowed to 
compare the composition of the produced gas using different gasifying 
agents to identify the best for the treatment’s environmental performance 
improvement. A numerical model to compare different gasifying agents was 
developed in [100]. In [101], a system based on MSW gasification was 
proposed to simulate the production of electricity, hydrogen and methanol. 

Similarly, the performance of a WtE multigeneration system was 
investigated in [102]. In [103], a biomass-driven cogeneration system was 
analysed, and the MSW gasification was evaluated. In [104], a 
thermodynamic model was developed to evaluate the feasibility of MSW 
gasification in Portugal. The optimal operating temperature of the 
treatment was identified at 900°C for an equivalent ratio of 0.25. The same 
approach evaluated the economic convenience of gasifier installation in 
Brazilian municipalities. The results showed a positive scale-up with 
increasing the population served, given by reducing the specific costs and 
increasing the plant's potential [105] Moreover, in previous works, a 
comparison has already been conducted between different alternatives for 
producing energy from MSW [106]–[109]. 
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Many studies are moreover available in the scientific literature on the energy 
recovery technologies from SS. The first solution considered is the AD, a 
technological option producing biogas for heat and electric energy 
production. Li et al. compared the environmental performance of the 
different techniques adopted in AD (i.e., mesophilic and thermophilic AD, 
mesophilic and thermophilic high-solids AD and AD with thermal 
hydrolysis pre-treatment) consistently to this purpose, the LCA 
methodology was adopted [110]. With the aim of maximizing the biogas 
production, Gherghel et al. listed the possible pre-treatments which, in 
combination with AD, could increase biogas production by 21-31% [111]. 
Oladejo et al. provided a review on the SS-to-energy processes; the authors 
highlighted two limitations related to AD. The first one is the long duration 
of the process (from 7 days to 5 weeks); the second one is the low efficiency 
of conversion of organic matter [112]. They also considered 
thermochemical treatments such as combustion, pyrolysis, and gasification 
as alternatives to energy recovery. The low reaction time of these 
thermochemical treatments assures high treatment rates. However, 
thermochemical treatments require a SS with lower moisture content. In 
addition to the recovery of heat from combustion, the benefit due to further 
energy recovery treatments from the products of pyrolysis (i.e., pyrolytic 
oil, biochar, and non-condensable gases) and from the gas produced from 
gasification were evaluated [112]. Other thermal treatments such as 
incineration, pyrolysis, and gasification were discussed in [113], [114]. An 
overview of the SS thermal treatments in terms of sustainability was 
provided in [113]. The results showed that the SS incineration performance 
is better than pyrolysis and gasification treatments in terms of costs, energy 
efficiency, nutrient recovery, and flexibility of the feedstock dry matter 
content. To this concern, the authors showed that the pyrolysis ensures the 
best performance, considering the by-products’ market value. Moreover, 
the treatment can be downscaled and adopted to small municipalities (i.e., 
10000 inhabitants). In this context, the maximization of the syngas 
produced from pyrolysis was investigated in [115]. An overview on main 
SS-to-energy technologies adopted in industrial applications (i.e., pyrolysis, 
gasification, and incineration) was provided by Gao et al. [116]. Werle and 
Sobek defined the SS-to-energy solutions as a suitable strategy to comply 
with CE goals. Similarly, the gasification was identified as the most proper 
thermochemical treatment to improve the environmental performance in 
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SS management [117]. Similarly, the biochar production from SS and 
microalgae mixtures as well as the consequent energy recoveries due to co-
digestion without SS organic wastes are described in [111], [118], [119]. The 
efficiency in energetic terms due to Hydrothermal carbonization process 
(i.e., a process where the SS are processed in an aqueous medium of 
subcritical water) are faced in different studies, most of available works 
conducted investigated on the energy recovery obtained from the treatment 
application in different part of the SS treatment. It is showed that energy 
efficiency significantly changes accordingly to the adopted treatments; in 
most cases, the choice depends on the quantity and typology of the SS to 
be treated [120], [121], [122], [123]. Finally, Singh et al. evaluated the 
potential for energy recovery by incineration and AD for India [124]. 

 

1.2 Literature review on waste-to-biomethane 
plants 

Actions and strategies to foster the widespread use of bio-CH4 are subject 
of current studies. To this concern, in [125], starting from the economic 
and environmental potentials of Bio-CH4, the opportunities and barriers 
for the implementation of a European Bio-CH4 market are analyzed. In a 
previous study, starting from the experience of European countries, the 
large-scale development and drivers of biogas and Bio-CH4 production are 
explored. At the same time, issues of future interest such as policy 
recommendations and supply chain risks are analyzed [126]. Similarly, by 
considering the Bio-CH4 as a virtuous example of circular bioeconomy, in 
[127] a framework for evaluating Bio-CH4 communities is proposed. As for 
the optimization of the bio-CH4 production process, in [128] the integration 
of AD with hydrothermal gasification is proposed, in order to maximize the 
bio-CH4 yield. In [129] the AD-based bio-CH4 production process is 
analyzed in order to identify the operational variables that most affect the 
greenhouse gases emissions from the process. Similarly, in [130] the 
environmental impacts associated with bio-CH4 production from AD are 
assessed through a LCA methodology. Process optimizations are also 
provided in [131]–[134]. The biomethane production alternative is currently 
generating an increasing interest, including from policymakers, who are 
incentivising the production of biomethane to be injected in the NG grid 
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and eventually be used as a fuel for the transportation sector [135]. 
Moreover, biomethane could be a CO2- negative source of energy, if the 
CO2 produced during the upgrading process is stored underground [136]. 
Recent studies investigated the introduction of an upgrading unit into an 
existing anaerobic digestion plant to convert biogas to biomethane and 
found that it has a significant impact on the overall energy balance of the 
systems and that, moreover, a level of biomethane production exists that 
minimizes the emissions [137]. In [138] the feeding conditions of the AD 
process for maximizing biomethane production were investigated. In [139] 
a machine learning algorithm was developed to forecast biomethane 
production. In [140] the benefits generated by the production of 
biomethane were assessed by an economic perspective. 

 

1.3 Literature review on waste-to-hydrogen plants 

WtH2 conversion methods can be split into thermochemical and biological 
techniques [141]. As for the thermochemical processes, in [142] a review of 
the biomass gasification process (including MSW gasification) for H2 
production is provided. In [143] a thermodynamic analysis of an integrated 
gasification based WtH2 route is carried out. The analyzed system is 
composed of a gasifier for the treatment of dried unsorted MSW, followed 
by a catalytic reactor, a Water-gas Shift (WGS) unit and a Pressure Swing 
Adsorption (PSA) unit for pure H2 separation. Results shows that it is 
possible to produce, under the operating conditions described, 
approximately 3 kgH2/s. In [144] an exergetic analysis of the same system 
is provided, considering different types of biomasses. In [145] the results of 
an experimental study on biomass gasification for H2 production are 
provided together with a kinetic model. The authors investigate different 
operating conditions and find that bio-H2 yield is maximized at 0.2 
equivalent ratio and 1000°C gasification temperature without steam 
addition. Similarly, in [146] an experimental study on an agricultural waste 
gasification system for H2 production is carried out with CaO addition, and 
an increase in H2 concentration and yield is observed. Xu et al. also proved 
the effectiveness of food-waste gasification for H2 production from an 
exergetic, economic and environmental point of view [147]. Through a 
comparison with a system consisting of an electrolyzer powered by 
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photovoltaic panels or geothermal energy, Ishaq and Dincer find that the 
biomass gasification HPR has the highest energy and exergy efficiency 
[148]. In [149], the integration of gasification for H2 production and 
incineration for electricity and heat production is investigated. The 
integrated system consists of treating a share of MSW in the incinerator to 
produce the thermal energy required in the gasification process and to serve 
a district heating. The remaining share of MSW is gasified for H2 
production. An integrated energy system is also modelled in [150]. Similarly, 
in [151] a multi-generation system based on waste gasification to produce 
H2, power, heating-cooling and hot water is analyzed. As for the biological 
WtH2 routes, in [152] a review of the biophotolysis, indirect photolysis, dark 
fermentation, photofermentation, and microbial electrolysis process is 
provided. In [153] a study focused on the dark fermentation process, in 
which substrates are converted by anaerobic bacteria grown in the dark, is 
provided. The authors investigate the most relevant operating parameter of 
the treatment. An interesting WtH2 HPR is represented by the so-called 
Steam Biogas Reforming (SBR) route. It consists of producing H2 from the 
reforming of the biogas obtained from the Anaerobic Digestion (AD) 
treatment of biomasses [154]. To this concern, in [155] the ecological, 
economic, and environmental effectiveness of the SBR route is provided. 
Similarly, in [156] SBR is identified as a promising low-carbon HPR, which 
allows for reducing overburden on NG. In [157], a simulation model of the 
SBR process on an industrial scale is proposed. Through the model, effect 
of change in biogas compositions on the performance of the SBR process 
are investigated. 

In scientific literature, environmental comparisons between different WtH2 
routes are available. For example, in [158] a review of several renewable and 
non-renewable based HPRs is provided. The authors compare the 
alternatives based on the values of Global Warming Potential (GWP) and 
acidification potential (AP) indicators found in the literature. Similarly, in 
[159] an environmental, economic, energy and exergetic comparison is 
carried out between different HPRs and the GWP and AP values available 
in the literature are considered as indicators of the environmental 
performance of each process. The same indicators are used to perform an 
environmental comparison between different electricity-based HPRs in 
[160] and of different HPRs in [161], [162]. Through lifecycle assessment 
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methodology, different bio-H2 routes are also compared to identify the best 
one in the UK contest. The authors highlight that there is a close correlation 
between the contribution offered by each alternative to tackling climate 
change and the national energy mix [163].   
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Chapter 2 
 
 

Analytical models development 
and application 

 
 

In this chapter, the analytical models developed to evaluate the 
performance of different waste-based plants for green gases or electricity 
production in the current energy transition phase are introduced. 

First, the reference plant configurations for each alternative considered will 
be illustrated. Next, the analytical models developed, and the results 
obtained from their numerical application will be presented. 

 

2.1 Plant configurations of waste-based plants 

In this section, the plant configurations considered are illustrated with 
reference to the main flows (i.e., matter and energy) exchanged within the 
plant and with the outside environment. In addition, the main chemical 
reactions that are generated during treatment and that lead to the 
production of elements such as bio-CH4 and H2 are highlighted. The plants 
considered were divided into three categories, i.e., plants for electricity 
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production (section 2.1.1), plants for bio-CH4 production (2.1.2) and plants 
for H2 production (2.1.3). As will be observed in the following paragraphs, 
the most frequently employed WtE plants (e.g., AD, gasification) represent 
the starting basis in routes to produce green gases. In this regard, the 
description of the plant configurations will be carried out by considering, 
for each case under investigation, only the part that distinguishes it from an 
already described route. 

 

2.1.1 Plant configurations of waste-based routes for 

electricity production 

The plant configurations of the WtE routes considered are illustrated 
below. They are presented from the most common to the least common, 
i.e., from the most to the least commercially used. In this regard, 
incineration is the WtE treatment that has been available on the market for 
the longest time and is used in most cases to generate electricity from 
unsorted waste [164]. Next, the AD route is available on a commercial scale 
and is the most suitable for electricity production from OW [165]. 
Gasification, on the other hand, is a less common treatment than 
incineration, but is gaining increasing attention because of its performance 
(i.e., no combustion reaction occurs) and its versatility [166]. Finally, flameless 
oxy-combustion is a treatment still in the research and development phase, 
tested only in the case of pilot plants [167]. 

 

2.1.1.1 The incineration route for electricity production 

The plant configuration considered for the incineration route is illustrated 
in Figure 15. 
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Figure 15. Plant configuration considered for the incineration route for electricity 
production. 

As shown in Figure 15, the collected MSW (stream 1) is conveyed to a 
combustion chamber. Inside the reactor, the stored MSW are burnt with 
excess air (stream 2). Solid and gaseous by-products are generated from the 
combustion. The solid by-product consists of unburned products (so-called 
bottom ash) collected at the bottom of the reactor (stream 3). It is 
noteworthy that ash can be reused for different purposes, in accordance 
with a CE perspective (e.g., in the building sector) [168]. The gaseous by-
product consists of flue gas at a temperature of 1000-1100°C [169]. The 
combustion flue gases are conveyed to a series of filters (stream 4) where 
specific additives (i.e., activated carbon, lime and sodium bicarbonate [60]) 
are added for dust abatement. The ashes recovered from this stage are 
collected along with the bottom ashes (stream 5). The purified exhaust gases 
are then conveyed to the stack (stream 6) and released into the atmosphere 
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(stream 7). Instead, the thermal energy from the flue gas is used to heat the 
water in a boiler (stream 8), producing steam. The steam produced (stream 
9) powers a turbine connected to a current generator, which generates 
electricity (stream 10). Finally, after a condensation step, the steam leaving 
the turbine is fed back into the boiler (stream 11).  

 

2.1.1.2 The anaerobic digestion route for electricity production 

The plant configuration considered for the AD route is illustrated in Figure 
16. 

 

Figure 16. Plant configuration considered for the AD route for electricity production. 

AD is a biological stabilisation treatment of organic matter using specific 
bacterial populations in an anoxic environment. For this reason, it is only 
possible to treat OW (including OFMSW) or biomasses, which can be 
viewed as a combination of carbohydrates (compounds of C, O2, and H2), 
proteins and amino acids (compounds of C, O2, H2, and N), and lipids 
(compounds of C, and H2, with small proportions O2) [170].  
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Once fed into the digester (stream 1), the waste is agitated and heated to a 
temperature of 40°C (i.e., to conduct a mesophilic AD process [171]). AD 
treatment can be seen as a sequential combination of fermentative 
processes. It is possible, therefore, to distinguish three phases that occur 
within the reactor: 

• The hydrolysis phase: this phase aims to break down the complex 
substances within the organic matter to make them usable by the 
microorganisms involved in the AD process. To this concern, 
hydrolytic bacteria secrete extracellular enzymes that can convert 
carbohydrates, lipids, and proteins into sugars, long-chain fatty 
acids, and amino acids, respectively [172].  

• The acidogenesis and acetogenesis phase: in this phase, 
intermediate volatile fatty acids and other compounds are produced 
due to the uptake of the products of the hydrolysis phase by 
acidogenic microorganisms [172]. To this concern, about 20% of 
the organic matter products are converted into acetate, 5% into H2 
and CO2, and the remaining 75% into volatile fatty acids. 
Acetogenic microorganisms are responsible for further demolishing 
the volatile fatty acids to make more acetate and more H2 and CO2. 
They also produce the raw material to feed the homoacetogenic 
microorganisms, synthesising acetic acid from H2 and CO2 [170].  

• The methanogenesis phase: in the last phase, acetoclastic 
methanogens convert acetate from the previous steps into CH4 and 
CO2, and hydrogenotrophic methanogens convert H2 and CO2 into 
CH4 and H2O [170]. 

The main reactions in the AD process can be expressed according to 
equations 1-6. 

4H2+CO2	→	CH2+H2O (1) 

4HCOO-+4H+→	CH4+3CO2+2H2O (2) 

4CO+2H2O	→	CH4+3CO2 (3) 

4CH3OH	→	3CH4+CO2+2H2O (4) 

4(CH3)3N+H2O	→	9CH4+3CO2+6H2O+4NH3 (5) 
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CH3COOH	→	CH4+CO2 (6) 

At the end of the AD process, two by-products are obtained, one in the 
solid state and one in the gaseous state. The solid by-product, i.e., the 
digestate (stream 2), contains valuable elements such as C, N, P, K, Na, Ca, 
etc. For this reason, it can be valorised in a CE perspective, e.g., by 
subjecting it to thermochemical treatment for syngas production, subjecting 
it to further AD for biogas production, using it as a fertiliser or soil 
amendment, etc. [173]. Biogas, i.e., the gaseous by-product (stream 3), is 
almost totally composed of CH4 and CO2 and in smaller shares by H2O, O2, 
N2, NH3, and H2 [174]. Once produced, biogas is stored in a gasometer at 
the top of the digester. After a purification treatment through a sand filter, 
a dehumidification and cooling step in a chiller and a desulphurisation 
treatment (useful to remove corrosive elements for the plant) [175], the 
biogas (stream 4) is conveyed to the cogeneration unit. It acts as fuel to 
produce electricity (stream 5) and heat (stream 6). The latter is used to 
maintain the temperature of the AD reactor, while the electricity produced 
is first employed to satisfy the demand of the plant (8.5-11% of the total 
electricity generated [175]). 

 

2.1.1.3 The gasification route for electricity production 

The configuration considered for the gasification route for electricity 
production is illustrated in Figure 17. 
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Figure 17. Plant configuration considered for the gasification route for electricity 
production. 

The pre-treated waste (stream 1) is conveyed to the gasifier (stream 2). 
Chemical reactions occur within the reactor to obtain syngas, mainly 
composed of H2, CO, CH4, CO2 and N2 [176]. A direct gasification process, 
i.e., a process that employs an oxidising agent (e.g., oxygen, stream 3) that 
can partly oxidise the feedstock, was considered. Direct gasification is 
considered autothermal, i.e., the oxidation reactions produce the heat 
necessary for the progress of the process. For this reason, an external heat 
source is not required [177], [178]. The main steps in the gasification 
process are: 

• Drying: at this stage (T=100-200°C [179]), the moisture content of 
MSWs evaporates without any decomposition reaction occurring. 

• Pyrolysis (or devolatilization): at this stage (T=150-700°C [179]), 
the thermal decomposition of dried MSW takes place in the total 
absence of O2. Pyrolysis reactions consist of thermal cracking, i.e., 
decomposition of high molecular weight hydrocarbons into lighter 
hydrocarbons (e.g., CH4, H2, CO2, etc. [180]). The products of 
pyrolysis reactions are found in the liquid, solid, and gaseous state. 
One of the main products of the devolatilization step is tar, i.e., a 
complex mixture of condensable hydrocarbons that are found in 
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the gaseous state only due to the high temperature inside the 
reactor. Also, gases are produced, i.e., low molecular weight 
hydrocarbons and char, i.e., a solid matrix with a very high carbon 
content and porosity. 

• Oxidation and reduction (T>700°C [180]): At this stage, the 
products of pyrolysis reactions result in different oxidation and 
reduction reactions, both homogeneous when they involve gases 
and heterogeneous when they involve compounds in different 
phases. The main products of oxidation reactions are CO2, CO, and 
H2O. The main products of the reduction reactions are H2, CO, and 
CH4 [179].  

Although these phases are described and generally modelled serially, there 
is no clear boundary between them in a real gasification scenario, and they 
often occur simultaneously [179]. To this concern, the main reactions 
occurring inside the reactor are generally divided into char reduction 
reactions (equations 7-9), char oxidation reactions (equations 10-12), and 
gas phase reactions (equations 13-21).  

C+H2O	→	CO+H2 (7) 

C+CO2	→	2CO (8) 

C+2H2	→	CH4 (9) 

C+O2	→	CO2 (10) 

C+0.5 O2	→	CO (11) 

C+2H2	→	CH4 (12) 

CO+0.5 O2	→	CO2 (13) 

CO+3H2	→	CH4+H2O (14) 

2CO+2H2	→	CH4+CO2 (15) 

CO+3H2	→	CH4+H2O (16) 

CH4+0.5 O2	→	CO+2H2 (17) 

CH4+2 O2	→	CO2+H2O (18) 

H2+0.5 O2	→	H2O (19) 
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CH4+H2O	→	CO+3H2 (20) 

CO+H2O	→	CO2+H2 (21) 

Once obtained, the raw syngas (stream 4) is subjected to purification 
treatments to remove impurities and potentially corrosive compounds 
[181]. Subsequently, the purified syngas (stream 5) is used as fuel, together 
with excess air (stream 6), for electricity production (stream 7) through a 
gas turbine. Also in this case, the usable electricity is considered as net of 
plant demand. 

 

2.1.1.4 The flameless oxy-combustion route for electricity production 

The plant configuration considered for the flameless oxy-combustion route 
for electricity production is illustrated in Figure 18. 

 

Figure 18. Plant configuration considered for the flameless oxy-combustion route for 
electricity production. 
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As it can be observed from Figure 18, the combustor feed consists of three 
elements: the technical O2 of medium purity (88-94%) (stream 1), the mass 
of MSW pre-ground mixed in aqueous solution (i.e., slurry) (stream 2), and 
the auxiliary fuels (i.e., CH4 and Very Low Sulfur Fuel Oil (VLSFO)) 
(stream 3). Inside the reactor, the so-called flameless oxy-combustion 
reaction occurs. It consists of a combustion reaction in which pure O2 is 
used as an oxidiser instead of air [182]. This feature increases the process 
efficiency (the thermal efficiency of the oxy-combustion is in the range of 
75-90%, with respect to the 25-60% efficiency of a traditional air-based 
combustion system) and reduces CO2 emissions and NOx formation. The 
flameless notation indicates the nature of the flame generated inside the 
combustion chamber. In a classic flame, indeed, the large temperature 
difference along the flame front is responsible for the formation of 
dangerous and undesirable compounds (dioxins, furans, etc). In a flameless 
combustion, the high, uniform and perfectly controllable temperature along 
the profile of the combustion chamber guarantees the absence of 
undesirable substances and compounds and the complete oxidation of the 
incoming carbon into CO2, which is then recovered. Flameless combustion 
produces a transparent flame, confirming the absence of the production of 
dust and solid particles during the combustion process (typical instead of 
the traditional flame, which is non-transparent precisely because of the 
production of dust and solid particles during combustion and which are 
subsequently emitted into the atmosphere). The flameless oxy-combustion is 
favoured by the combustion chamber's pressure and high temperature 
(around 1300-1500°C) [183]. The MSW oxidation reactions produce two 
main by-products, at solid and gaseous state. The solid output (stream 6) 
consists of vitrified slag produced by the unburnt material in the molten 
state (stream 4) treated with cold water jets (stream 5). The resultant 
materials are inert pearls with a glassy structure, so-called vitreous slag, 
incorporating dangerous substances (not risky to human health and the 
environment [184]). The treated vitreous slag is potentially adoptable as an 
additive in concrete mixtures, cement raw materials, building materials, 
fluxes, and as a sintering additive [185]. The gaseous output consists of hot 
exhausts (around 1300-1500°C) (stream 7) and steam. If mixed in the fumes 
quencher (stream 9) with the cold fumes recovered from the blower and 
cooled at a temperature of 700-800°C, (stream 8) they can be used to 
produce electricity (stream 10) by a steam turbine. Cold fumes (at a 
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temperature of 200-250°C) in the output of the boiler (stream 11) are 
conveyed to an abatement system, including wet deacidification and a bag 
filter. The dedusted fumes, mainly CO2, are then treated through a CO2 
separator and recovered as liquid CO2 for industrial scopes (stream 12). It 
is noteworthy that part of the recycled flue gases is fed back into the furnace 
for temperature maintenance. As it can be observed, in this WtE treatment, 
the adoption of technical O2 as an oxidizer allows almost all combustible 
material to be transformed into H2O and CO2 . This reaction eliminates the 
concentration of pollutants in the flue gas [186]. Consequently, the obtained 
flue gas, with a high percentage of CO2 [187], is generally purified, and the 
CO2 is liquefied [188].  

 

2.1.2 Plant configuration of the waste-based route for 

biomethane production 

The only bio-CH4 production route considered is based on AD treatment. 
However, two variants of this route were considered. The first, illustrated 
in Figure 19, assumes that a share of the biogas obtained is used to produce 
the electricity required by the plant. The second, illustrated in Figure 20, 
assumes that the entire volume of biogas obtained is used to produce bio-
CH4 and that, therefore, the plant's electricity demand is met through supply 
from the national grid. 
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Figure 19. Plant configuration considered for the AD route for bio-CH4 production in 
the case of self-production of the required electricity. 

As it can be observed, the bio-CH4 route considered coincides with the AD 
route for electricity production (Figure 16) up to the biogas purification 
stage. Subsequently, in accordance with the first considered solution (Figure 
19), a share of the obtained biogas (stream 1) is used as fuel to produce 
electricity (stream 2) and heat (stream 3) in a cogeneration unit. The 
remaining share of biogas (stream 4) undergoes an upgrading treatment for 
CO2 separation (the purified biogas is mainly composed of CH4 and CO2). 
In the analysed case, an upgrading step using multi-stage membrane 
separation treatment was considered. Membranes are generally made of 
CO2-permeable materials. The biogas flow is therefore conveyed into the 
membranes, where the CO2 is trapped (stream 5) and bio-CH4, with a high 
degree of purity, is obtained (stream 6). 
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Figure 20. Plant configuration considered for the AD route for bio-CH4 production in 
case all biogas obtained is used to produce bio-CH4. 

In the second case, as it can be observed from Figure 20, the entire biogas 
share (stream 1) is used to produce bio-CH4 (stream 2) through the same 
membrane separation stage. 

 

2.1.3 Plant configurations of waste-based routes for 

hydrogen production 

In this section, the plant configurations of the waste-based H2 production 
routes considered are illustrated. To this end, routes that are based on the 
main WtE treatments were analysed. Configurations of H2 production 
routes based on incineration, gasification and AD will then be illustrated. It 
is noteworthy that while incineration is used as a WtE treatment (i.e., the 
electricity produced by the treatment is employed to produce H2), in the 
case of gasification and AD, there is a specific treatment that allows syngas 
and biogas to be treated, respectively, to obtain H2. Furthermore, two non-
waste-based H2 production routes, i.e., the SMR process and the electrolysis 
process, will be presented in this section. This description is necessary since 
these processes were considered as a reference for the performance analysis 
of waste-based alternatives. The SMR is indeed the most widespread fossil-
based H2 production route. The electrolysis route, as mentioned above, is 
the most promising route from an environmental point of view, but not yet 
developed on a large scale due to economic and environmental barriers. 
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2.1.3.1 The Steam Methane Reforming route for hydrogen 
production 

The plant configuration considered for the SMR route is illustrated in 
Figure 21. 

 

Figure 21. Plant configuration considered for the SMR route for H2 production. 

As it can be observed (fig. 21), the NG (stream 1) first undergoes a 
desulfurization treatment via a zinc bed or hydrogenation stage, depending 
on the sulphur content of the feedstock. It is required because the catalysts 
used in the reformer and low-temperature shift reactor (LTSR) are very 
sensitive to this element [189]. Next, purified NG is conveyed to the 
reformer (stream 2) along with water vapour (stream 3) generated through 
heat recovered from the reformer and exhausted fumes from the 
combustor (stream 4). Inside the reactor, at a temperature of 700-900°C 
[190] and at a pressure of 10-30 bar [191], occurs the SMR reaction (eq. 20). 

The reforming reaction is strongly endothermic (DH=206.1 kJ/mol [192]). 
Additional NG is then burned to provide the necessary heat (stream 5) with 
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preheated air as the oxidiser (stream 6). Generally, reforming occurs inside 
tubes lined with a Ni-based catalyst [193], [194], accelerating the reaction 
between methane and water vapour. To increase the amount of H2 
produced, the syngas obtained (stream 7) is then sent to two reactors in 
series to let the carbon monoxide produced react with additional water 
vapour (stream 3) in the so-called Water-Gas Shift (WGS) reaction (eq. 21). 
The two reactors are called High-Temperature Shift Reactor (HTSR) and 
LTSR. The former operates at a temperature of 350-420°C and the latter at 
a temperature of 180-340°C [194]. The reason why reactors at different 
temperatures are used lies in the nature of the WGS reaction. In contrast to 

the steam reforming reaction, it is slightly exothermic (DH=-41.1 kJ/mol 
[193]). It is, therefore, favoured at low temperatures from a thermodynamic 
point of view, but it is disadvantaged from a kinetic point of view. The 
different operating temperatures thus serve to maximise the efficiency of 
H2 production. The gas mixture (stream 8) obtained from the WGS 
treatment is then subjected to separation treatment by a Pressure Swing 
Adsorption (PSA) unit, and 99.99%vol pure H2 is obtained (stream 9). Tail 
gas obtained from the separation process is fed back into the combustor as 
additional fuel (stream 10). 

 

2.1.3.2 The electrolysis route for hydrogen production 

Proton Exchange Membrane (PEM) technology was considered, as it is the 
only one currently available on a commercial scale along with alkaline 
technology [37]. This technology was developed to overcome the 
drawbacks of alkaline water electrolysis (e.g., the need for chemically 
aggressive hot aqueous solutions of potassium hydroxide as liquid 
electrolyte and operation at moderate current densities) [189], [195].  

The system level of an electrolysis plant was chosen for flow assessment. 
Therefore, all supporting facilities for obtaining industrially usable H2 were 
included (i.e., equipment for cooling and processing the H2, converting the 
electricity input, and treating the water supply) [37]. A schematisation of the 
considered configuration can be observed in Figure 22.  
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Figure 22. plant configuration considered for the electrolysis route for H2 production. 

As it can be observed from Figure 22, purified water is fed into the system 
via circulating pumps (stream 1). Before reaching the stack, the water is 
conveyed to an ion exchanger to reduce its charge so as not to compromise 
the system's useful life [56]. Purified water (stream 2) is fed into the stack. 
It reaches the electrodes through two bipolar plates and a porous transport 
layer, distributing the flow and providing mechanical support [37]. Through 
the supply of an external direct current-generator (stream 3), the two 
electricity-driven non-spontaneous half reactions then occur, resulting in 
the splitting of water molecules and the generation of H2. In this regard, the 
oxygen formation reaction takes place at the anode. It can be expressed 
according to the reaction in equation 22: 
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2H2O	→	O2+4H++4e- (22) 

As observed, the oxidation reaction results in the formation of positive ions 
(i.e., H+). They flow to the cathode through the solid membrane separating 
the electrodes. The membrane, generally consisting of a perfluorosulfonic 
acid polymer, serves to transport the ions formed, electrically isolate the 
electrodes, and keep the gas molecules formed separate [37]. The water-
solvated protons then respond to the electric field set across the cell by the 
external electricity source and reach the cathode, where the H2 formation 
reaction occurs [49]. It can be expressed according to equation 23 as: 

4H++4e-	→	2H2 (23) 

The gaseous oxygen formed at the anode is conveyed to a gravity gas 
separator (stream 4). The separator regulates water flow to the stack and 
separates the oxygen produced from the water [196]. Once separated, 
oxygen is removed from the system (stream 5). The H2 gas formed is 
likewise conveyed to a gravity gas separator (stream 6), where the gas and 
water are separated. The water is subsequently fed back into the stack 
(stream 7), while the H2 (stream 8), after a condensation stage, undergoes a 
deoxygenation treatment (stream 9) and is then conveyed to a drying stage 
(stream 10) after being compressed [37]. Pure H2 at 99.99%vol is then 
obtained (stream 11). 

 

2.1.3.3 The waste incineration-electrolysis route for hydrogen 
production 

The plant configuration considered for the incineration-based H2 
production route is illustrated in Figure 23. 
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Figure 23. Plant configuration considered for the waste incineration-electrolysis route for 
H2 production. 



 

 

61 

 

As it can be observed from the previous figure, the configuration of the 
present route results from the union of the two configurations considered 
in the case of the incineration route for electricity production (Figure 15) 
and in the case of the electrolysis route for H2 production (Figure 22). 
Therefore, the electricity produced by the incineration treatment is used to 
power the electrolyser for H2 production. 

 

2.1.3.4 The waste gasification route for hydrogen production 

The plant configuration considered for the waste gasification-based route 
for H2 production is illustrated in Figure 24. 

 

Figure 24. Plant configuration considered for the waste gasification route for H2 
production. 

As it can be observed from the previous figure, this route coincides with 
the gasification route for electricity production up to the syngas purification 
stage, in accordance with Section 2.1.1.3. The purified syngas, is then 
subjected to a reforming process, replacing fossil NG. In this regard, the 



 

 

62 

 

description of the process through which H2 is obtained can be found in 
Section 2.1.3.1. 

 

2.1.3.5 The Steam Biogas Reforming route for hydrogen production 

The plant configuration considered for the SBR route for H2 production is 
illustrated in Figure 25. 

 

Figure 25. Plant configuration considered for the SBR route for H2 production. 

As it can be observed from the previous figure, the present route starts with 
the AD treatment of OW. To this concern, the treated waste (stream 1) is 
subjected to the AD treatment, and digestate (stream 2) and biogas (stream 
3) are obtained (further information on the AD treatment can be found in 
Section x). Subsequently, a share of the obtained biogas is compressed and 
fed into the reformer (stream 4), and the remaining share is sent to the 
combustor to provide the necessary heat for maintaining the reforming 
process (stream 5). Since the biogas is mainly composed of CH4 e CO2, 
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unlike in the case of syngas, the SMR reaction (eq. 20) and the Dry Methane 
Reforming (DMR) reaction occur within the reformer, according to the 
reaction in equation 24: 

CH4+CO2	→	2CO+2H2 (24) 

It is noteworthy that, unlike the traditional SMR process, excess water 
vapour (stream 6) is added to the reformer. This avoids the formation of 
coke during the DMR reaction and, consequently, the risk of deactivation 
of catalysts [197]. The H2 production process then progresses similarly to 
the previous cases (i.e., WGS reactions and PSA), except for the flue gases 
from the combustor that are used to maintain the temperature in the AD 
reactor (stream 7) before being disposed into the environment. 

 

2.2 A cost and investment analysis to compare 
waste-to-energy routes in the energy transition 
phase  

In this section, the results of a cost and investment analysis carried out to 
identify the best WtE treatment to support the current transitional phase 
are illustrated. To this end, an overall yearly cost analysis was developed by 
varying local municipal requirements, including investment, operating, and 
carbon emissions costs. The overall yearly cost and the revenues, due to 
energy sales and tipping fees, allowed to evaluate the profitability of the 
investment in the plant lifetime (i.e., 20 years, according to global targets). 
Specifically, the investigated alternatives were incineration (Figure 15), 
gasification (Figure 17) and flameless oxy-combustion (Figure 18) treatments. 
A sensitivity analysis was performed to identify the most significant key 
drivers affecting the convenience of each considered option. The 
preliminary assessment allowed to identify the most sustainable WtE 
treatment for MSW management to support the transition phase when 
applied to the case study of southern Italy's the Metropolitan City of Bari. 
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2.2.1 Cost and investment analysis methodology 

The proposed cost and investment analysis considers the environmental 
aspects as an operational cost to acquire emission rights through carbon 
pricing [198]. Consistent with this approach, the analysis doesn’t consider 
the indirect emissions due to the procurement, extraction and transport of 
raw and auxiliary materials (Figure 26).  

Similarly, the evaluations of indirect emissions, as well as the impact on 
public health due to energy supply, slag disposal, filtering systems recovery, 
etc., are out of the boundary of the system considered.  

 

Figure 26. Boundaries of the considered system for the cost and investment analysis. 

Concerning the pollutants in the flue gases, only CO2 emissions were 
considered. Consistent with this assumption, it can be observed that in the 
WtE plants considered, the concentration of other pollutants and 
particulate matter is strongly reduced by adopting flue gas filtering and 
purification systems [199], [200], as shown in plant configurations (Figures 
15,17,18).  

As far as concerns the revenues from the CO2 sale in the case of the 
flameless oxy-combustion plant, considering the amount of CO2 produced, 
the related prices and the processing and storage costs required to handle 
the CO2, the expected profit is negligible if compared to the profit 
generated from electricity sales (directly fed into the grid). Consistent with 
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this consideration, only the revenues from the sale of electricity have been 
included in the economic assessment. 

Therefore, the approach proposed assumes a green-field investment on a 
stand-alone plant that provides to the decision-maker responsible for the 
installation and management of the WtE plant a preliminary evaluation on 
the profitability of the investment in the plant lifetime by varying local 
municipal requirements, including investment, operating, and carbon 
emissions costs. 

The cost and investment analysis of the three proposed technologies 

consists of defining an overall yearly cost (C
tot
(q)) including economic (i.e., 

investment, operation and maintenance costs) and carbon emissions costs. 
The MSW annual capacity to be treated (q [tMSW/year]) depends on local 

municipal requirements. To this concern, a standard size (Q
std

 [tMSW/year]) 

was set for each investigated WtE treatment. In other words, the Q
std

-

parameter defines the maximum annual capacity to treat MSW of a specific 

plant. The MSW annual capacity assumed is Q
std

=1E5 [tMSW/year] for all 

WtE treatments [201] [202]. In case the yearly amount of MSW to be treated 

exceeds the given Q
std

, a significant investment is needed to face the 

installation of a new thermal utility (Cext). The effect due to possible 

economies of scale was quantified by assuming a scaling k-coefficient equal 
to 0.6 [201]. Table 1 summarises the main items' costs with the 
corresponding notations.  

Table 1. List of cost items included in the total cost function. 

Cost item Description Cost type Notation 

Annual investment 
cost 

Investment costs due to 
acquisition, construction and 

installation of industrial 
systems (greenfield project). 

Fixed 
[€/year] 

Cinv 

Investment cost for 
plant size extension 

Investment cost due to 
thermal facilities acquisition 
to increase the plant's annual 

capacity. 

Fixed 
[€/year] 

Cext 

Maintenance cost Annual cost for the plant 
maintenance. 

Fixed 
[€/year] 

Cm 
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Consumables Cost of additive materials 
required by the MSW 

treatments (e.g., oxygen, 
ammonia, auxiliary fuel, etc.). 

Variable 
[€/tMSW] 

ccons 

Labour Labour costs to manage the 
plant operations. 

Variable 
[€/tMSW] 

clab 

Solid by-product 
disposal 

Cost due to disposal of solid 
by-products produced by 

MSW treatments (e.g. slag, 
ash, baking soda, etc.) 

Variable 
[€/tMSW] 

cSbP 

CO2 emissions Cost due to CO2 emitted (i.e., 
carbon tax). 

Variable 
[€/tMSW] 

cem 

 

Fixed costs were evaluated considering the equipment depreciation period, 
assuming a given available capacity per year. Variable costs were assessed 
considering the materials needed to treat each tonne of MSW. 

Assuming the items cost shown in Table 1, the WtE treatment Ctot(q) 
([€/year]) as a function of the annual capacity of the MSW (q) to be treated, 
is calculated by equation 25. 

Ctot(q)=α+β (n-1)∙Q
std

+Cext(n-1) ki+
n-1

i=1
β q-(n-1)∙Q

std
 

(25) 

with n (n∈N; n≥1) that identifies the upper integer of the ratio between the 
MSW annual capacity and the maximum MSW annual capacity to be treated 
for a specific plant (eq. 26) 

n=
q

Q
std

 s.t.  q>0; 
(26) 

where 𝛼 and 𝛽 depend on equations 27 and 28, respectively. 

α=Cinv+Cm  [€/year] (27) 

β=ccons+clab+cSbP+cem  [€/tMSW] (28) 

Given Cinv and Cm, the other costs are estimated according to equations 
29-31. 
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ccons=q
cons

p
cons

  [€/tMSW] (29) 

cSbP=q
SbP

p
SbP

  [€/tMSW] (30) 

cem=q
em

p
em

  [€/tMSW] (31) 

where q
cons

,  q
SbP

,  q
em

, identify the amount of consumables, solid by-

products, and CO2 emissions, respectively, produced or needed to treat each 

MSW tonne . Similarly, p
cons

 and  p
SbP

 identify the price of consumables 

and solid by-products disposal. The p
em

-parameter represents the 

economic value assigned to the local carbon tax. 

As an extended time period (i.e., twenty years) is considered, and a 
greenfield investment condition was assumed, the method of the Net 
Present Value (NPV)(eq. 32), was adopted to assess the investment 
profitability of each WtE treatment. In this case, considering the plant’s 
entire lifetime, the NPV leads to identifying the investment’s capability in 
WtE treatments to generate money-market liquidity. 

NPV=
CFt(1+r)t

 [€]

N

t=0

 
(32) 

Where:  

• t=0,1,…,N  [year] is the lifetime of the WtE plant. 

• CFt  [€/year] is the cash flow generated at year t by choosing a WtE 
alternative. 

• r  [%] is the discount rate, i.e., the return value foregone by choosing 
a WtE alternative. 

Similarly, the pay-back period time (PBPT) of the investment, 
corresponding to the time at which the investment starts to generate 
monetary liquidity, regarding the entire investment period, was estimated 
according to equation 33: 

PBPT=t ∈ {0,1,…,N} ∋  |    
CFt(1+r)t

=0

N

t=0

 
(33) 
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For all the considered WtE treatments, the initial investment outlay was 
assumed to be fully realised at t=0. The corresponding yearly costs were 
estimated according to equation 25. 

As far as concerns the revenues generated by the WtE plants, the incomes 
from electricity sales (paid by the electricity supplier), and the tipping fee 
(paid by the municipality to treat MSW) were estimated according to 
equations 34 and 35. 

re=q
e
p

e
q [€/year]  (34) 

rtfee
=tfeeq [€/year] (35) 

where q
e
 is the amount of electricity generated per each processed MSW 

tonne, and tfee is the price paid by the municipality to treat one tonne of 
MSW. 

 

2.2.2 Numerical application of the cost and investment 

analysis methodology  

The most cost-effective WtE treatment to manage the MSW produced in 
the Metropolitan City of Bari was identified through the methodology 
presented in Section 2.2.1). The Metropolitan City of Bari is in the Apulia 
region in Southern Italy. In 2019, it had a population of 1.3 million 
inhabitants. MSW production for the same year was around 580000 t, with 
a per capita production of 463 [kgMSW/(in*year)] [203]. The MSW 
production from 2011 to 2019 in this area decreased, from 650000 to 
580000 t/year, showing a reduction of about 10% (fig. 27). 
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Figure 27. Production of yearly MSW for the Metropolitan City of Bari. Adapted from 
[203]. 

Considering the target on the percentage of separate collection and 
recycling of MSW set by the Legislative Decree no. 152/2006 issued by the 
Italian Government [204], the Metropolitan City of Bari would ensure a 
percentage of separate collection of 65% within 2012, December 31st. In 
2019, the rate of separate collection for the province of Bari was 57.85% 
[203] (figure 28), which means about 10% less than the expected target. In 
2012, about 20% of the separate collection was achieved. 

 

Figure 28. Actual annual separate collection percentage data for the Metropolitan City of 
Bari. Adapted from [203]. 
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Consistently with Directive 2008/98 of the European Commission, a local 
target of 55% of waste recycling within 2025 was set [60]. A share of 47%  
was currently achieved [203], which is a value far from the objectives set at 
the European level. Therefore, the amount of MSW that should be treated 
by adopting a WtE solution in the Metropolitan city of Bari is 53% of the 
total MSW produced, i.e., 306546 t/year. 

The cost items corresponding to each of the three WtE alternatives were 
assumed according to data available in the scientific literature (Tables 2 and 
3). In the case of the most innovative technology (i.e., flameless oxy-
combustion), the investment estimation was identified, assuming an 
investment cost of 7.69 M€ per each MWe net produced [188], considering 
that a plant allows treating 1E5 [tMSW/year] of MSW, produces 10 Mwe 
[205]. Although, in this research, the flameless oxy-combustion is considered 
the most innovative technology, this kind of treatment is largely adopted to 
produce electricity and heat from coal and low-ranking fuel [206]. 
Therefore, no further costs due to technology immaturity have been 
considered. The investment costs for incineration and gasification plants 
can vary significantly from country to country. Therefore, the average 
values of the ranges given in [201] have been considered. The investment 
costs were estimated considering a useful plant life of twenty years and an 
interest rate of 3.5%.  

Table 2. Yearly investment cost due to acquisition, construction and installation of 
industrial systems (greenfield project) and labour costs to manage the plant operations. 

Cost Incineration Gasification Flameless oxy-combustion 

𝐶  M€/year 4.3 [201] 4.95 [201] 5.2 [188] 

𝑐  €/tMSW 8 [207] 

According to [207], the annual cost for the plant maintenance (𝐶 ) and the 

investment costs for plant size extension (𝐶 ) were identified to be used 
in equations 36 and 37.  

Cm=0.025∙Cinv [€/year]  (36) 

Cext=0.55∙Cinv [€/year] (37) 
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Table 3. Amount of consumable, solid by-products, emissions and electricity 
required/produced to treat 1 ton of MSW. 

Amount required Incineration Gasification Flameless oxy-
combustion 

q
cons

 [t] 0.01 [208] 0.03 [208] 0.04 (CH4) 

0.01 (VLSFO) 

0.5625 (O2) 

q
SbP

 [t] 0.2 [209] 0.14 [209] 0.25 

q
em

  [tCO2] 0.95 [208] 0.69 [210] 0 [186], [188] 

q
e
  [MWh] 0.544 [209] 0.685 [209] 0.70 [205] 

 

Table 4 identifies the economic parameters to be used in equations 29-31. 

Their values allowed to identify the overall cost (Ctot(q)) coming from the 
treatment of one tonne of MSW for each WtE alternative technology. In 
the case of flameless oxy-combustion, the amount of consumables and solid 
by-products were assumed in accordance with available experimental data. 

Table 4. The economic value of the parameters considered for the total cost assessment. 

Parameter Incineration Gasification Flameless oxy-
combustion 

p
cons

  [€/t 800 [211] 800 [211] 300 (CH4) 

400 (VLSFO) 

47 (O2) 

p
SbP

  [€/t] 120 

p
em

  [€/tCO2] 42 [198] 

The variable costs associated with one tonne of MSW have been reported 
in Figure 29 for the three WtE alternatives.  
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Figure 29. Values of the variable costs for the three considered WtE alternative 
technologies. 

The values assumed in the case study to estimate the NPV in three WtE 
treatments are summarized in Table 5. The evaluation of the investment 
over a period of twenty years, i.e., a period equal to the useful lifetime of 
the plants, was assumed. Moreover, the time horizon identified depends on 
the current MSW management strategies that may be subjected to changes 
in the long period.  

Table 5. Input parameters for investment evaluation 

Parameter Unit  Value 

q [tMSW/year] 306,546 

N [year] 20 

r [%] 10% 

p
e
 [€/MWh] 84 [211] 

tfee [€/tMSW] 83 [212] 

Income taxes [%] 35% 

 



 

 

73 

 

The cash flow statements for the incineration, gasification and flameless 
oxy-combustion treatment are shown in Tables 6-8. For each period 
considered, the value of CFt, cumulated cash flow (CCF), discounted cash 
flow (DCF) and cumulated discounted cash flow (CDCF) are provided. 
According to the performed analysis, the NPV identified for the gasification 
is equal to 21.7 M€, higher than 19.3 M€ for the flameless oxy-combustion 
and higher than 6.48 M€ for the incineration.  

Although the most cost-effective treatment is incineration, looking at the 
highest NPV value, gasification is the most profitable both from an 
economical and environmental perspective. This result mainly depends on 
plant investment and revenue values. Therefore, it is possible to conclude 
that gasification is the most sustainable solution for the MSW management 
for the Metropolitan City of Bari, between the WtE alternatives. 
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Table 6. Cash flow statement of the incineration treatment [M€] 

 
t=0 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 t=17 t=18 t=19 t=20 

Investment -88.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

re 0.00 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 

rtfee 0.00 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 

clab 0.00 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 

Cm 0.00 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 -0.111 

ccons 0.00 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 

cSbP 0.00 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 

cem 0.00 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 -12.2 

Depreciation 0.00 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 -4.45 

Gross profit 0.00 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 10.4 

Net profit 0.00 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 6.76 

Depreciation 0.00 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 4.45 

CF -88.9 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 11.2 

CCF -88.9 -77.7 -66.5 -55.3 -44.1 -32.9 -21.7 -10.5 0.727 11.9 23.1 34.3 45.6 56.8 68 79.2 90.4 102 113 124 135 

DCF -88.9 10.2 9.26 8.42 7.65 6.96 6.33 5.75 5.23 4.75 4.32 3.9 3.57 3.25 2.95 2.68 2.44 2.22 2.02 1.83 1.67 

CDCF -88.9 -78.7 -69.5 -61.1 -53.4 -46.4 -40.1 -34.4 -29.1 -24.4 -20.1 -16.1 -12.6 -9.32 -6.37 -3.69 -1.25 0.969 2.98 4.82 6.48 
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Table 7. Cash flow statement of the gasification treatment [M€] 

 
t=0 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 t=17 t=18 t=19 t=20 

Investment -98.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

re 0.00 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 17.6 

rtfee 0.00 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 

clab 0.00 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 

Cm 0.00 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 

ccons 0.00 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 -7.36 

cSbP 0.00 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 -5.15 

cem 0.00 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 -8.88 

Depreciation 0.00 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 

Gross profit 0.00 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 

Net profit 0.00 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 9.21 

Depreciation 0.00 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 

CF -98.8 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 14.2 

CCF -98.8 -84.7 -70.5 -56.3 -42.2 -28.00 -13.9 0.271 14.4 28.6 42.7 56.9 71.0 85.2 99.3 114 128 142 156 170 184 

DCF -98.8 12.9 11.7 10.6 9.67 8.79 7.99 7.26 6.60 6.00 5.46 4.96 4.51 4.10 3.73 3.39 3.08 2.80 2.55 2.31 2.10 

CDCF -98.8 -85.9 -74.2 -63.6 -53.9 -45.2 -37.2 -29.9 -23.3 -17.3 -11.8 -6.88 -2.37 1.73 5.46 8.85 11.9 14.7 17.3 19.6 21.7 
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Table 8. Cash flow statement of the flameless oxy-combustion treatment [M€] 

 
t=0 t=1 t=2 t=3 t=4 t=5 t=6 t=7 t=8 t=9 t=10 t=11 t=12 t=13 t=14 t=15 t=16 t=17 t=18 t=19 t=20 

Investment -98.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

re 0.00 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 18 

rtfee 0.00 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 25.4 

clab 0.00 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 -2.45 

Cm 0.00 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 -0.124 

ccons 0.00 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 -13.0 

cSbP 0.00 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 -9.20 

cem 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Depreciation 0.00 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 -4.94 

Gross profit 0.00 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 

Net profit 0.00 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 8.94 

Depreciation 0.00 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 4.94 

CF -98.8 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 

CCF -98.8 -84.9 -71.1 -57.2 -43.3 -29.4 -15.6 -1.68 12.2 26.1 39.9 53.8 67.7 81.6 95.5 109 123 137 151 165 179 

DCF -98.8 12.6 11.5 10.4 9.48 8.62 7.83 7.12 6.47 5.88 5.35 4.86 4.42 4.02 3.65 3.32 3.02 2.75 2.50 2.27 2.06 

CDCF -98.8 -86.2 -74.7 -64.3 -54.8 -46.2 -38.4 -31.3 -24.8 -18.9 -13.5 -8.68 -4.26 -0.244 3.41 6.73 9.75 12.5 15.0 17.3 19.3 
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The overall yearly cost of the three WtE treatments depending on the MSW 

annual capacity to be treated (q) is shown below (fig. 30). In case no waste 
is treated, total costs of about 4,410 k€/year, 5,070 k€/year, and 5,200 
k€/year were estimated for the incineration, gasification, and flameless oxy-
combustion, respectively. The total cost increases, according to a step 
function consistent with (eq. 25), when the treated MSW increase. If the 
MSW to be treated matches the maximum annual capacity of the plants 
(i.e., 400,000 t/year), a cost of about 39.070 M€/year, 39.279 M€/year, 
40.735 M€/year was estimated for the incineration, gasification, and flameless 
oxy-combustion, respectively. An average increase of 714% of the overall 
cost was estimated compared to the zero-waste treatment condition.  

The lowest costs due to plant extension were identified for incineration. 
They are lower than 13.2% and 20.9% compared to gasification and 
flameless oxy-combustion. The effect due to scale economies highlights a 
non-linear reduction of plant extension cost with increasing MSW to be 
treated. 
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Figure 30. Overall yearly cost estimated by changing the annual capacity of the MSW to 
be treated. 

The comparison among the slopes of the total cost functions represented 
in fig. 30 shows that the highest slope is identified for the flameless oxy-
combustion case. The slope is related to the variable costs of each WtE 
alternative, depending on variable costs supported to manage the WtE 
plants. In this case, the variable costs estimated for the flameless oxy-
combustion, incineration, and gasification amount to 80.43 €/tMSW, 79.9 
€/tMSW, and 77.78 €/t MSW, respectively. Although the variable costs of the 
flameless oxy-combustion are independent of the costs due to carbon 
emissions, the highest consumable costs lead to increasing the variable costs 
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of this WtE treatment compared to other alternatives (fig. 29). On the 
contrary, the highest emission value generated by the incineration treatment 
(i.e., 0.95 tCO2/toMSW) affected the variable cost of this WtE treatment. From 
this point of view, although gasification generates direct emissions, this 
alternative's lowest consumables cost leads to the lowest variable costs. 

In the case of the Metropolitan City of Bari, the amount of MSW yearly 
produced is 306,546 t. Therefore, the overall yearly cost estimated for the 
incineration is lower than gasification and flameless oxy-combustion by 
around 1.3% and 5%, respectively. In this case, the revenues, due to energy 
sales and tipping fees, allowed to evaluate the profitability of the three 
investment options in the plant lifetime (fig. 31). The flameless oxy-
combustion technology ensures the highest incomes due to the best 
efficiency in energy recovery. Nevertheless, the highest costs related to this 
WtE treatment reduce the profitability of the investment compared to 
gasification (i.e., 12.4%) and incineration (i.e., 64.5%). 

 

Figure 31. NPV of the three WtE alternatives evaluated in a lifetime period of 20 years. 

The lowest PBPT was estimated for gasification (i.e., 13 years). The flameless 
oxy-combustion and incineration treatments show the highest PBPT 
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values, equal to 14 and 17 years, respectively. This means that the 
investment in a gasification plant allowed to generate money liquidity over 
the mid-life of the plant, while the incineration generates cash at more than 
75% of the plant life. 

A sensitivity analysis was carried out with respect to economic and 
environmental assessment. In the first case, the NPV trend was analysed by 
changing the electricity price for the three WtE treatments (fig. 32). As it 
can be observed, the investment in the gasification treatment is most 
profitable from an electricity price of about 30 €/MWh. The flameless oxy-
combustion ensures the highest energy production, and, starting from an 
electricity price of about 44 €/MWh, it is more profitable than incineration. 
For the current electricity price (i.e., 84 €/MWh), gasification is most 
profitable than other WtE treatments. Nevertheless, the flameless oxy-
combustion could be preferable for higher electricity prices (i.e., greater 

than 177 €/MWh). The increase of NPV by varying the p
e
-values showed 

that the NPV of the flameless oxy-combustion increases more than the 
NPV of other WtE treatments for a given change of p

e
-values. In other 

words, the electricity price mainly influences the profitability of the flameless 
oxy-combustion. This phenomenon depends on the greater capacity of this 
WtE treatment to produce electricity. 
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Figure 32. Profitability of the investment by varying the electricity price for each WtE 
treatment. 

In a second case, the NPV trend was analysed by changing the costs due to 
carbon emissions produced by the plant for the three WtE treatments (fig. 
33). Gasification is the most sustainable alternative, given the current 
carbon price [198]. It is more convenient than incineration for each carbon 
price. Unlike the previous case, the NPV of incineration and gasification 

treatment decreases when p
em

 value increases since it represents a cost item 

than a revenue. However, the NPV of the flameless oxy-combustion 

treatment is independent of the p
em

 variable since it is the only one that does 

not generate direct emissions into the atmosphere. It should be more 
profitable than incineration for a carbon price higher than 44 €/tCO2. 
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Figure 33. Profitability of the investment by varying the carbon price for each WtE 
treatment. 

The NPV trend was analysed in a third case by changing the tipping fee 
amount for the three WtE treatments. In this case, it is observed that the 
results do not depend on the technology since each alternative's tipping fee 
has the same impact.  

In conclusion, the cost and investment analysis carried out allowed to 
identify gasification as the best option to support the current transition 
phase. Although gasification, compared to incineration, showed the highest 
variable costs (mainly due to higher consumable costs), the convenience of 
this alternative is ensured by high profitability over time due to high 
revenues. In this regard, the conducted study showed a strong relationship 
between the carbon price, the electricity price and the investment 
profitability. In particular, a strong dependency on carbon price and NPV 
was observed; the flameless oxy-combustion could be preferable for slight 
price variations and, thus, in the next future this technology will gain an 
advantage over all the others when carbon price will increase over the actual 
price. Another parameter that will increase the oxy-combustion advantage 
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will be the selling of the extracted CO2 which has been neglected in this 
work. On the contrary, the tipping fee does not affect the choice among the 
WtE treatments considered. 

Similarly, it was proved that although the profitability of the three 
alternatives is strongly related to the MSW amount to be treated, the 
gasification ensures the highest profitability regardless of local municipal 
requirements. Therefore, in managing this transitional phase, gasification is 
the alternative that allows keeping a resource within the economic cycle for 
as long as possible, according to CE’s definition, most efficiently, i.e., with 
the greatest benefits. It is noteworthy that the developed assessment is 
useful despite the current unstable situation in the energy market. Although 
in the last twelve months, there has been a 100% increase in the price of 
electricity for non-household consumers, the priority of preference among 
the three technologies analyzed does not change since, in all cases, revenue 
due to electricity sales it was considered. 

 

2.3 Environmental comparisons of waste 
valorisation alternatives in the energy transition 
phase 

This section presents the analytical models developed for the 
environmental comparison of different waste valorisation alternatives from 
AD treatment. Indeed, AD treatment offers the possibility of producing 
both electricity, H2 and bio-CH4 by exploiting different processes (see 
Figures 16,19,20,25). Each valorisation alternative has advantages but 
implies foregoing the other valorisation routes (e.g., producing electricity 
implies foregoing the production of H2 or bio-CH4). Therefore, models 
were developed that consider both the environmental benefits offered by 
each valorisation mode and the benefits foregone by not employing the 
other valorisation modes. The results obtained from the numerical 
application of these models are also presented. It is noteworthy that the 
numerical simulations conducted were aimed at understanding the potential 
offered by each valorisation method in the current energy transition phase.  
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2.3.1 Environmental comparison of waste-to-energy and 

waste-to-biomethane alternatives   

This section discusses the development of an analytical model for 
comparing two waste valorization methods from AD treatment, i.e., 
electricity generation and bio-CH4 production. Specifically, the model was 
developed considering the treatment of SS.  Given the physic-chemical 
characteristics of the SS to be treated, the model predicts the composition 
of the obtainable biogas to identify the most sustainable recovery option in 
environmental terms. The model was applied to a real full-case study, 
considering one of the largest wastewater treatment plants (WWTPs) 
located in the metropolitan city of Bari (southern part of Italy). 

 

2.3.1.1 Development of the analytical model for comparing the 
waste-to-energy and waste-to-biomethane alternatives 

The considered system consists of an AD plant fed by SS with well-known 
physic-chemical characteristics. From the AD process, biogas with a 
specific composition is obtained. It can be employed in a generator for 
electricity production, or it can be treated within an upgrading unit to 
produce biomethane for feeding into the grid. The developed analytical 
model allows to identify the most environmentally sustainable among three 
biogas recovery options, assumed as three different scenarios: 

• Scenario 1 (SC1): the entire amount of biogas produced is used to 
produce electricity. Firstly, the produced energy is adopted to meet 
the AD plant's energy demand and, if produced in excess, to feed 
the grid. In this scenario, the avoided emissions depend on the 
electricity surplus produced. The reference plant configuration for 
this scenario is reported in Figure 16. 

• Scenario 2 (SC2): the entire amount of biogas produced is used to 
produce bio-CH4 by adopting a dedicated upgrading unit. The 
produced biomethane is adopted to feed the grid.  In this scenario, 
the national electricity grid generates emissions to meet the AD 
plant's electricity demand and the upgrading unit. The avoided 
emissions depend on the amount of biomethane produced. The 
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reference plant configuration for this scenario is reported in Figure 
20. 

• Scenario 3 (SC3) - the entire amount of biogas produced is used to 
produce biomethane and electricity. The electricity to meet the 
energy demand of the AD is produced. The excess biogas is sent to 
the upgrading unit to produce biomethane adopted to feed the grid. 
In this scenario, the avoided emissions depend on the amount of 
biomethane produced. No emission due national electricity grid is 
considered since the electricity demand of the AD plant and the 
upgrading unit is ensured by the same system. The reference plant 
configuration for this scenario is reported in Figure 19. 

In all cases, the so-called "opportunity emissions" were considered. They 
are the loss of avoided emission corresponding to other scenarios when one 
scenario is chosen. For all scenarios, the emissions, expressed as 
[kgCO2eq/day], were estimated, and the model suggests the scenario 
ensuring the lower emission value.  

The total mass of SS (mss) feeding the AD treatment is estimated in equation 
38.  

mss=ml+TS 
g

day
 (38) 

Where ml [g/day] is the liquid content of the sludge mass, and	TS [g/day] 
is the total solids content, identified in equation 39: 

TS=VS+min 
g

day
 (39) 

Where VS [g/day] is the mass content of volatile solids (i.e., organic matter) 

and min [g/day] is the mass of inert matter in the SS (i.e., inorganic matter). 
It is assumed that VS is entirely composed of Carbon, Hydrogen, Oxygen, 
Nitrogen and Sulphur. Given the weight percentages of each element in the 
influent mass [%wt. VS] (i.e., C%, H%, O%, N% and S%), the molecular 

formula of the input organic matter is  CaHbOcNdSe [mol],	 where the 
indexes (i.e., a, b, c, d, and e) can be estimated by equations 40-44, assuming 
the molar weight of each element (mol.wt. [g/mol]).  
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a=
C%

mol.wt. C
 [mol] (40) 

b=
H%

mol.wt.H
[mol] (41) 

c=
O%

mol.wt.O
 [mol] (42) 

d=
N%

mol.wt.N
 [mol] (43) 

e=
S%

mol.wt.S
 [mol] (44) 

Given the composition of input organic matter, it is possible to estimate 
the biogas composition analytically using the Buswell model (eq. 45) [213]. 
This model assumes that the total mass of VS is biodegraded and that water 
is consumed. 

CaHbOcNdSe+nH2OH2O 

→ nCO2
CO2+nCH4

CH4+nNH3
NH3+nH2SH2S [mol] (45) 

Where the stoichiometric coefficients of H2O, CO2, CH4, NH3, and H2S are 
estimated in equations 46-50, respectively. 

nH2O=
1

4
∙(4a-b-2c+3d+2e) [mol] 

(46) 

nCO2
=

1

8
∙(4a-b-2c+3d+2e) [mol] 

(47) 

nCH4
=

1

8
∙(4a+b+2c-3d-2e) [mol] 

(48) 

nNH3
=d [mol] (49) 

nH2S=e [mol] (50) 

According to the Buswell model’s assumptions, the percentage of CH4 and 
CO2 (%CH4 and %CO2) theoretically obtainable in the biogas with a 
biodegradation efficiency η of 100% is provided by equations 51 and 52. 
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%CH4=
nCH4

nCO2
+n

CH4
+nNH3

+nH2S

 (51) 

%CO2= nCO2nCO2+nCH4+nNH3+nH2S (52) 

The AD process doesn’t allow to degrade the whole mass of VS in the SS 
to be treated; it is necessary to assume a degradation efficiency of the 
organic carbon η<100%, depending on the AD process parameters (e.g., 
temperature, pH, etc.). Therefore, under this condition, Banks claims that 

the predicted volume of methane (CH4v
) depends on the application of the 

Buswell model with a carbon balance [214]. This approach makes it possible 

to identify the amount of carbon converted into biogas (Cdeg) (eq. 53). 

Cdeg=%C∙η 
g

day
 (53) 

Similarly, the amount of carbon converted into CH4 (Cdeg
CH4

) is shown in 

equation 54. 

Cdeg
CH4

=Cdeg∙%CH4 
g

day
 (54) 

The corresponding weight of methane (CH4w
) and the stoichiometric 

coefficients (nCH4
') assuming a degradation efficiency of the organic carbon 

η<100% are identified in equations 55 and 56, respectively. 

CH4w
=Cdeg

CH4
∙
mol.wt. CH4

mol.wt. C
 

g

day
 

(55) 

nCH4
'=

CH4w

mol.wt.CH4

 [mol] (56) 

Assuming the molar volume of a gas under standard conditions 

(vSTP [L/mol]), it is possible to predict the volume of CH4 obtained (CH4v
) 

by the AD process and the corresponding biogas volume (vbiogas) (eqs. 57-

58). 
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CH4v
=nCH4

∙ vSTP 
mSTP

3

day
 

(57) 

vbiogas=
CH4v

%CH4

  
mSTP

3

day
 

(58) 

In SC1, given the lower heating value of CH4 LHV [kWh/mSTP
3 ], and an 

electricity conversion efficiency η
el
, it is possible to predict the amount of 

electricity produced by using the biogas entirely for electricity production 

(ELCH4
), according to equation 59. 

ELCH4
=CH4v

∙LHV∙η
el

 
kWh

day
 

(59) 

If, on the other hand, the amount of biogas produced is used to produce 
biomethane (SC2), it is necessary to predict the CO2 amount in the biogas 

(CO2v
), as shown in equation 60. 

CO2v
= vbiogas∙%CO2 

mSTP
3

day
 

(60) 

Therefore, in SC2, the CH4 yield of the upgrading treatment (vbioCH4
) can 

be identified (eq. 61). 

vbioCH4
= CH4v

+ CO2v
-CO2v

∙η
rem

 
mSTP

3

day
 

(61) 

Where η
rem

 is the CO2 removal efficiency of the upgrading unit. 

The daily electricity demand of the AD (EL
AD 

[kWh/day]) and the 

upgrading facilities (EL
bio

[kWh/day), depend on the unit energy 

consumption due to AD elAD [kWh/g]  and upgrading facilities 
elbio [kWh/g] per the total mass of SS (eq. 62) and biogas volume (v ) 

(eq. 63), respectively. 

ELAD=elAD∙mss 
kWh

day
 

(62) 
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ELbio=elbio∙vbiogas 
kWh

day
 

(63) 

In SC3, it is necessary to split the biogas volume produced in:  

• Biogas required to meet the energy demand of the AD plant 

(vbiogas
EL-AD

). 

• Biogas to send to the upgrading unit to produce bio-CH4 (vbiogas
'' ). 

In this respect, the volume of CH4 needed to meet the energy demand from 

the AD plant (CH4v,EL-AD
) was identified in equation 64). 

CH4v,EL-AD
= 

ELAD

LHV∙η
el

 
mSTP

3

day
 

(64) 

Assuming the %CH4 (already defined in eq. 51), it is possible to predict the 
volume of biogas required to meet the energy demand of the AD plant (eq. 
65). 

vbiogas
EL-AD

=
CH4v,EL-AD

∙100

%CH4

 
mSTP

3

day
 

(65) 

Therefore, the theoretically volume of biogas to be send to the upgrading 

unit (v
biogas

' ) is provided in equation 66: 

vbiogas
' = vbiogas- vbiogas

EL-AD
 

mSTP
3

day
 

(66) 

To identify the actual volume of biogas to be sent to the upgrading unit 

(vbiogas
'' ) is firstly necessary to calculate the electricity consumption for the 

vbiogas
'  upgrading ELbio

'  according to equation 67. Secondary, it is 

necessary to identify the CH4 volume required to produce the electricity 

consumption for the vbiogas
'  CH4v,EL-bio

 and the corresponding volume of 

biogas, showed in equations 68 and 69, respectively. 
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ELbio
' =elbio∙ vbiogas

'  
kWh

day
 

(67) 

CH4v,EL-bio
= 

ELbio
'

LHV∙η
el

 
mSTP

3

day
 

(68) 

vbiogas
EL-bio

=
CH4v,EL-bio

∙100

%CH4

 
mSTP

3

day
 

(69) 

Therefore, the actual amount of biogas volume sent to the upgrading unit 
is (eq. 70): 

vbiogas
'' = v'

biogas- vbiogas
EL-bio

 
mSTP

3

day
 

(70) 

To identify the amount of bio-CH4 produced to be sent to the upgrading 

unit (vbioCH4

'' ), it is necessary estimate the updated values of CH4 volume 

(CH
4v

'' ) and CO2 CO2v
'' , depending on  vbiogas

'' , according to equations 71-

73.  

CH4v
'' =vbiogas

'' ∙%CH4 
mSTP

3

day
 

(71) 

CO2v
'' = vbiogas

'' ∙%CO2 
mSTP

3

day
 

(72) 

vbioCH4

'' = CH4v
'' + CO2v

'' -CO2v
'' ∙η

rem
 

mSTP
3

day
 

(73) 

Moreover, it is necessary to consider the amount of electricity that could be 

obtained from CH4v
'' , to calculate the opportunity emissions (eq. 74): 

ELCH4
'' =CH4v

'' ∙LHV∙η
el

 
kWh

day
 

(74) 
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The emissions corresponding to each of the three scenarios (emSC1, emSC2, 

emSC3) considered depend on the emission factors from the national 
electricity grid (fgride

 [kgCO2eq
/kWh]), and from the gas grid (representing 

indirect emissions from the supply of NG) (f 	[kgCO /mSTP
3 ]), 

according to equations 75-77.  

emSC1= ELAD-ELCH4
∙fgrid

e
+vbioCH4

∙fgrid
NG

 
kgCO

2eq

day
 

(75) 

emSC2=(ELAD+ELbio)∙fgrid
e
+ ELCH4

-ELAD-ELbio ∙fgrid
e
+ 

−vbioCH4
∙fgrid

NG
 

kgCO
2eq

day
 

(76) 

emSC3=-vbioCH4

'' ∙fgrid
NG

+ vbioCH4
-vbioCH4

'' ∙fgrid
NG

+ 

+ELCH4
'' ∙fgrid

e

kgCO
2eq

day
 

(77) 

The generated emissions have been assumed as positive contributions, 
while the avoided emissions have been assumed as negative contributions. 

 

2.3.1.2 Numerical application of the analytical model for comparing 
the waste-to-energy and waste-to-biomethane alternatives 

The developed model was applied to the real full-case study referred to the 
SS produced in the WWTP "Bari Ovest", located in the metropolitan city 
of Bari. It is one of the largest plants in Southern Italy. It has been recently 
redesigned to increase the capacity treatment from 240000 Population 
Equivalent (PE) to 360000 PE. In compliance with the national legislation, 
the SS treated in WWTP is stabilized by adopting AD. In the current plant 
configuration, the biogas produced is sent to a cogeneration plant to 
produce electricity and heat. The physic-chemical characteristics of the SS 
treated are summarized in Table 9.  
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Table 9. Physic-chemical characteristics of the SS assumed for the application of the 
analytical model to the "Bari Ovest" plant. 

Variable Unit of measurement Value 

m  [g/day] 75*106 [215] 

TS [g/day] 18*106 [215] 

VS [g/day] 12.96*106 [215] 

C% [%wt. VS] 51 [216] 

H% [%wt. VS] 7.4 [217] 

O% [%wt. VS] 33 [217] 

N% [%wt. VS] 7.1 [217] 

S% [%wt. VS] 1.5 [217] 

mol.wt. C [g/mol] 12  

mol.wt. H [g/mol] 1 

mol.wt. O [g/mol] 16 

mol.wt. N [g/mol] 14 

mol.wt. N [g/mol] 32 

mol.wt. CH4 [g/mol] 16 

η [%] 52 [215] 

vSTP [L/mol] 22.4 

η
el
 [%] 38 [218] 

LHV [kWh/ m3
STP] 10.69 

η
rem

 [%] 98 [219] 

elAD [kWh/g] 0.000101 [219] 

elbio [kWh/m3
STP] 0.29 [219] 

fgride  [kgCO2eq/kWh] 0.327 [220] 

fgrid
NG

 [kgCO2eq/ m3
STP] 1.98 [221] 

 

The model was applied, and the results achieved for each scenario are 
shown below (Tab. 10) 
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Table 10. Results obtained by the application of the analytical model to the case study. 

 SC1 SC2 SC3 

CaHbOcNdSe [mol] C550800H959040O267300N65726S6075 

%CH4 [%] 70 

%CO2 [%] 18.45 

CH4v
 [mSTP

3 /day] 4491 

vbiogas [mSTP
3 /day] 6415.7 

ELCH4
 [kWh/day]  18243.34 - - 

vbioCH4
[kWh/day]  - 4514.67 - 

ELAD [kWh/day] 7575 - 

ELbio [kWh/day]  - 1860.55 - 

CH4v,EL-AD
[mSTP

3 /day]   - - 1864.75 

CH4v,EL-bio
[mSTP

3 /day]   - - 267.84 

vbioCH4

''  [mSTP
3 /day] - - 2367.9 

ELCH4
''  [kWh/day] - - 9580.3 

emSC1 [kgCO2eq
/day] 5450.5 - - 

emSC2 [kgCO2eq
/day] - -2973.5 - 

emSC3 [kgCO2eq
/day] - - 2694.96 

 

The predicted composition of obtainable biogas includes 70% CH4 and 

around 18% CO2. The predicted vbiogas  ensured by the plant is around 6500 

[mSTP
3 /day]; this value is consistent with data available in industries practices 

[215]. Moreover, the electricity produced in SC1 exceeds the energy 
demand of the AD plant; therefore, the electricity surplus will be sent to 
the grid. 

The emissions corresponding to different scenarios are shown in Figure 34. 
It is possible to observe that only in SC2 emissions are generated (3085.42 
kgCO2eq/day). They depend on the supply of the AD plant and biogas 
upgrading unit from the national electricity grid. Nevertheless, SC2 is the 
scenario with the highest avoided emissions (-8939.05 kgCO2eq/day). This 
effect depends on the emission factor of the gas grid fgrid

NG
 (1.98 
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kgCO2eq/m3
STP); it is significantly higher than to emission factor of the 

national electricity grid fgride
 (0.327 kgCO2eq/kWh). 

Consequently, the amount of avoided and opportunity emissions are strictly 
related to the amount of bio-CH4 produced and sent into the grid. 
Consistent with this aspect, in the case of electricity production only (SC1), 
the highest amount of opportunity emissions are identified. It is results that, 
by comparing the avoided emissions of three scenarios, in SC2 are identified 
as the higher avoided emission than SC3 and SC1, respectively.  

 

Figure 34. Predicted emissions in WWTP "Bari Ovest" for each scenario. 

Therefore, SC2 is the best scenario from an environmental perspective; in 
this case, negative total emissions (-2973.5 kgCO2eq/day) were predicted 
(fig. 35). This means that the avoided emissions of SC2 are greater than 
generated and opportunity emissions.  
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Figure 35. Predicted total emissions in WWTP "Bari Ovest" for each scenario. 

The trend of the emission functions considered in the three scenarios 
(emSC1, emSC2

, emSC3
) evaluated with respect to  fgrid

NG
 is shown in Figure 

36. Three break-even points fgrid
NG

 were identified. In the case of fgrid
NG

 is 

lower than 0.66 kgCO2eq/m3
STP, the best environmental choice consists of 

using the entire amount of biogas to produce electricity (SC1). The recovery 
options based on electricity and bio-CH4 production (SC3), and only-CH4 
(SC2), are less sustainable.  

SC1 SC2 SC3
-3000

-2000

-1000

0

1000

2000

3000

4000

5000

6000

e
m

is
si

o
n
s 

[k
g
C

O
2
e
q
/d

a
y



 

 

96 

 

 

Figure 36. Trends of the emission functions by varying the emission factor from the gas 
grid for each scenario. 

In the case of fgrid
NG

 is included between 0.66 and 1.05 kgCO2eq/m3
STP, the 

best recovery option doesn’t change (i.e., SC1), but the SC2 become 
preferable to SC3 in environmental terms.  

In the case of fgrid
NG

 is included between 1.05 and 1.39 kgCO2eq/m3
STP, the 

best environmental choice consists of producing only bio-CH4 (SC2). The 
recovery options SC1 and SC3 are less sustainable.  

In the case of fgrid
NG

 is higher than 1.39, the best recovery option doesn’t 

change (i.e., SC2), but the SC3 become preferable to SC1 in environmental 
terms. Therefore, under these assumptions, the recovery option of adopting 
the entire amount of biogas to produce bio-CH4 and electricity is never 
preferable. 

In conclusion, the results showed that the best alternative consists of 
producing only biomethane (SC2). It, indeed, ensures a negative global 
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emissions. Moreover, it was observed that the emission factor from the gas 
grid	significantly affects the recovery option’s choice. In most cases, the 
recovery options based on electricity and biomethane are not sustainable.  

 

2.3.2 Environmental comparison of waste-to-hydrogen 

and waste-to-biomethane alternatives  

This section discusses the development of an environmental analytical 
model for comparing two further waste valorization alternatives from AD 
treatment, i.e., H2 production and bio-CH4 production. The model was 
developed considering OW as a reference. The processes considered were 
AD followed by biogas upgrading for bio-CH4 production (Figure 20) and 
the SBR route for H2 production (Figure 25). They were referred to as the 
BG-bio-CH4 and the BG-H2 route, respectively. Numerical application of 
the model provided insight into the decarbonization potential of the two 
alteratives considered in the current energy transition phase. 

 

2.3.2.1 Development of the analytical model for comparing the 
waste-to-hydrogen and waste-to-biomethane alternatives 

The developed environmental analytical model allows to evaluate the total 
emissions associated with processing a ton of OW through the two 
considered routes. It is expressed according to equation 78. 

φ kgCO
2eq

tOW⁄ =φ
indirect

-φ
av

 (78) 

φ
indirect

 [kgCO2eq
/tOW] are the emissions associated with electricity supply 

from the national grid (equation 79) and φ
av
	[kgCO2eq

/tOW]	are the 

avoided emissions provided by each green gas production route (equation 
80). As it can be observed from equation 78, direct emissions were 
neglected. This is because both green gas routes generate biogenic 
emissions, which are considered to be carbon-neutral [222]. 

φ
indirect

 kgCO
2eq

tOW⁄ =ELcons∙fgrid (79) 
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Indirect emissions were calculated as the product between the electricity 

consumption of the considered process (ELcons [kWh/tOW]) and the 
national grid emission factor (fgrid [kgCO2eq

/kWh]). It is noteworthy that 

the value of the fgrid variable directly reflects the composition of the national 

energy mix. 

φ
av

kgCO
2eq

tOW⁄ =φ
avCH4

+φ
avH2

 (80) 

Avoided emissions were calculated as the sum between avoided emissions 
from bio-CH4 production (φ

avCH4
 [kgCO2eq

/tOW] and avoided emissions 

from H2 production (φ
avH2

[kgCO2eq
/tOW]). They are expressed according 

to equations 81 and 82, respectively. 

φ
avCH4

kgCO
2eq

tOW⁄ =η
bioCH4

∙LHVCH4
∙η

pow
∙fpow (81) 

Avoided emissions from bio-CH4 production were considered as the 
emissions that would be generated from electricity production by 
employing fossil NG. They were calculated as the product between the bio-

CH4 yield of the process (η
bioCH4

[kgCH4/tOW]), the lower heating value of 

NG (LHVCH4
 [kWh/kgCH4]), the power efficiency of a NG power plant 

(η
pow

 [%]) and the emission factor of a NG-based power production 

process (fpow [kgCO2eq
/kWh]). 

φ
avH2

kgCO
2eq

tOW⁄ =φ
avSMR

+φ
avel

 (82) 

Avoided emissions from H2 production were calculated as the sum between 
avoided emissions from fossil-based H2 production 

(φ
avSMR

 [kgCO2eq
/tOW]) and electrolysis based H2 production (equation 

84). The overall amount of H2 produced by the BG-H2 route 

(η
H2

 [Nm3H2/tOW] is weighted according to the share of global H2 

production from electrolysis (α [%]). It is noteworthy that emissions from 
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the SMR process, i.e., currently the most widespread H2 production route 
[223], were considered in the case of fossil-based production process. They 
are expressed according to equation 83. 

φ
avSMR

kgCO
2eq

tOW⁄ = 

=(1-α)∙η
H2

∙(φ
dSMR

+ELconsSMR
∙fgrid+NGconsSMR

∙FME∙GWP100) 

(83) 

Emissions from the SMR process were calculated as the sum between direct 

emissions φ
dSMR

[kgCO
2eq

/Nm3H2]), indirect emissions from electricity 

supply (ELconsSMR
∙fgrid [kgCO2eq

/Nm3H2] and the FMEs generated from 

NG supply. They were calculated as the product between the NG 

consumption of the process (NGconsSMR
 [kgCH4/Nm3H2]), the factor 

which quantifies the amount of FMEs for each unit mass of CH4 consumed 

(FME [#]) and the CH4’s impact factor on the GWP over a time horizon 

of 100 years (GWP100 [kgCO2eq
/kgCH4]. 

φ
avel

kgCO
2eq

tOW⁄ =	α∙η
H2

∙ELconsel
∙fgrid (84) 

Emissions from electrolysis were finally calculated as the product between 

the electricity consumption of the process (ELconsel
[kWh/Nm3H2] and the 

national grid emission factor. 

 

2.3.2.2 Numerical application of the analytical model for comparing 
the waste-to-hydrogen and waste-to-biomethane alternatives 

The developed analytical model was then numerically applied to the current 
scenario. In this regard, the global average values of the grid emission factor 
and the share of H2 production from electrolysis were employed. Table 11 
shows the data used in the analysis. 
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Table 11. Data employed for the numerical application of the developed analytical 
model. 

Variable BG-bio-CH4 BG-H2 

ELcons 48.7 [224] 32.34 [225] 

fgrid 0.342 [226] 

η
bioCH4

 32.72 [224] - 

LHVCH4
 13.9 - 

η
pow

 60 [227] - 

fpow 0.506 [228] - 

FME - 3.5% [229] 

GWP100 - 32  [230] 

α - 0.04 [223] 

η
H2

 - 215.6 [225] 

φ
dSMR

 - 0.91 [41] 

ELconsSMR
 - 0.12 [231] 

NGconsSMR
 - 0.3 [231] 

ELconsel
 - 6 [41] 

The results obtained from the numerical application of the developed 
analytical model are illustrated in Figure 37.  
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Figure 37. Total emissions for the BG-bio-CH4 and BG-H2 routes. 

As it can be observed, both green gas production routes provide an 
environmental benefit, i.e., negative overall emissions. The alternative with 
a better overall balance is the BG-H2 route. It has total emissions of -285.5 
kgCO2eq/tOW. This value is lower than the total emissions of BG-bio-CH4 
route (i.e., -136.32 kgCO2eq/tOW). As for the BG-H2 route, the major 
contribution is provided by avoided emissions from fossil-based H2 

production (φ
avSMR

= -276.38 kgCO2eq/tOW). In the BG-bio-CH4 route, 

avoided emissions from power generation from fossil NG (φ
avCH4

) are -153 

kgCO2eq/tOW, a value lower than avoided emissions from the BG-H2 
route. It is noteworthy that the contribution provided by avoided emissions 

from H2 production by electrolysis (φ
avel

) is almost negligible. This is 

because this alternative is currently barely employed in the H2 production 

mix (α=0.04%). It can be therefore concluded that, although H2 yield (i.e., 
19.38 kgH2/tOW) is lower than bio-CH4 yield (i.e., 32.72 kgbio-CH4/tOW) 
in the considered processes, BG-H2 route currently shows a higher 
decarbonization potential. 

Since, as pointed out, the major barrier to large-scale implementation of 
green H2 relates to indirect emissions generated by the need of national grid 
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electricity supply, a sensitivity analysis of total emissions was conducted 

with respect to the fgrid  and α variables. The objective was to jointly capture 

any effects caused by an energy transition (i.e., decreasing fgrid values) and 

changes in the H2 production mix (i.e., increasing α values). The results 
obtained are represented in Figure 38. 

 

Figure 38. Sensitivity analysis with respect to the fgrid and α variables. 

As it can be observed, as fgrid value increases, the total emission functions 

related to the two green gas production routes have an opposite trend. To 
this concern, the environmental benefit provided by the BG-bio-CH4 route 
decreases as emissions from the national power grid increase. Indeed, the 
emissions generated by electricity consumption become greater than the 
avoided emissions. On the contrary, the environmental benefit provided by 

the BG-H2 route increases as both the fgrid and α variables increase. It can 

also be observed that emissions from BG-H2 route are equal for each value 

of α at fgrid=0.21[kgCO2eq/kWh]. For lower values of fgrid, it is observed 

that the lowest emissions are recorded at minimum α (10%), and for higher 
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values the highest emissions are recorded at maximum α (90%). This result 
highlights the BG-H2 route’s high decarbonization potential in the current 
transition phase. Once decarbonization targets will be met, this 
environmental benefit will be reduced, given the advantage provided by the 

green electrolysis route. Finally, as it can be observed, for α values greater 
than 50% and fgrid values up to 0.11 kgCO2eq/kWh, there are intersections 

between the total emission curves relative to the two green gas production 
routes. This implies that, in a decarbonized scenario, also the BG-bio-CH4 
route will represent a viable alternative. 

In conclusion, the results obtained from the numerical application of the 
model to the current scenario, showed that the BG-H2 route offers the best 
decarbonization potential. Indeed, H2 production from SBR process 
provides an environmental benefit of -285.5 kgCO2eq/tOW, unlike the BG-
bio-CH4 route, which offers a benefit of -136.32 kgCO2eq/tOW. As for the 
BG-H2 process, the major contribution is provided by avoided emissions 
from fossil-based H2 production. It is noteworthy that avoided emissions 
from the electrolysis process are almost negligible, due to the near absence 
of this route within the current H2 production mix. A sensitivity analysis 
also allowed to understand that the decarbonization potential of the BG-
H2 route increases as emissions from the national power grid increase, in 
contrast to the BG-bio-CH4 route. Moreover, it was possible to conclude 
that the BG-H2 route offers a real decarbonization potential in the current 
energy transition phase, but this potential will be reduced when emissions 
from the grid will decrease, and electrolysis will turn out to be 
environmentally convenient. Finally, it was found that the BG-bio-CH4 
route could be effective in some decarbonized scenarios. Although the 
developed model is a useful tool for the evaluation of green gas production 
routes, the present work shows some limitations.  

 

2.4 Environmental comparisons of waste-to-
hydrogen routes  

This section discusses the development of an analytical model to compare 
the environmental performance of different waste-based H2 production 
routes (HPRs) in the current energy transition phase. To this concern, three 
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WtH2 routes were considered: a WtE plant coupled with an electrolyser 
(WtE+El) (Figure 23), an MSW gasification plant with a syngas treatment 
unit to produce H2 (Gas-H2) (Figure 24) and an SBR process based on AD 
of the Organic Fraction of Municipal Solid Waste (OFMSW) (Figure 25). 
Consistent with this end, the three WtH2 routes were compared with the 
SMR process, i.e., the currently most employed HPR (Figure 21), and with 
water electrolysis (El), i.e., the most promising HPR from an environmental 
point of view (Figure 22). Notably, to reflect the current energy transition 
scenario, the El route is supposed to be fed from the national electricity 
grid. A schematic representation of the HPRs considered is provided in 
Figure 39. 

 

Figure 39. Schematization of the five HPRs considered with reference to the main phases 
of the H2 production process. 

The developed environmental analytical model allows to evaluate the 
GHGs emissions (i.e., direct, indirect, avoided, and counterfactual) 
associated with each HPR in two scenarios. The former describes the 
context of the EU in 2020, while the latter describes the same context in 
2030. They were identified as the initial moment of the energy transition 
process and as a landmark year for achieving major environmental 
milestones from an EU and global perspective. 
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2.4.1 Development of the analytical model for comparing 

the waste-to-hydrogen routes 

The developed analytical model allows to estimate the total emissions 
associated with the production of one Nm3 of H2 at 99.9% vol%. It can be 
expressed according to equation 85: 

φ 
kgCO2eq

Nm3H2

=φ
direct

+φ
indirect

-φ
av

+φ
c
 

(85) 

φ
direct

 [kgCO2eq
/Nm3H2] are the direct emissions generated by the plants 

during the H2 production process. Notably, only the non-biogenic share of 
carbon emissions was evaluated since the biogenic one is considered 

carbon-neutral [222]. φ
indirect

 [kgCO2eq
/Nm3H2] are the emissions 

associated with the supply of energy and fossil fuels (i.e., NG) required by 
the facilities. They are expressed according to Equation 86. 

φ
av

 [kgCO2eq
/Nm3H2] are the avoided emissions from MSW landfilling due 

to the adoption of valorisation treatments. They are expressed according to 

Equation 89. Finally, φ
c
 [kgCO2eq

/NM3H2], are the counterfactual 

emissions, i.e., the emissions generated for not adopting alternative 
methods of MSW valorisation. They are expressed according to Equation 
90.  

φ
indirect

 
kgCO2eq

Nm3H2

=φ
EL

+φ
NG

 
(86) 

φ
EL

kgCO2eq

Nm3H2

=ELcons∙fgrid 
(87) 

φ
NG

 
kgCO2eq

Nm3H2

=NGcons∙fFME∙GWP100 
(88) 

As it can be observed, indirect emissions were considered as the sum of 
two contributions, i.e., emissions from electricity supply 

φ
EL

 [kgCO2eq
/Nm3H2] and emissions from NG supply 

φ
NG

 [kgCO2eq
/Nm3H2]. They are expressed according to Equations 87 and 

88, respectively. As far as concerns emissions from electricity supply, they 
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were computed by assuming that the entire amount of electricity required 

by the process (ELcons [kWh/Nm3H2]) is supplied by the national power 
grid, characterised by a specific emission factor (fgrid [kgCO2eq

/kWh]). For 

the calculation of φ
NG

  (eq. 88) FMEs were considered. They are defined as 

methane emissions generated during the production, processing, and 

transportation of NG, and they are calculated as a percentage (fFME [%]) of 

the total NG consumption of the process (NGcons [kgNG/Nm3H2]) [232], 
weighted according to the methane's impact factor on the GWP over a time 

horizon of 100 years (GWP100 [kgCO2eq
/kgNG]). 

φ
av

 
kgCO2eq

Nm3H2

=MSWH2
∙fdisp

MSW
 

(89) 

As said, the avoided emissions were considered with respect to an MSW 
landfilling scenario. To this concern, they were computed by considering 

the amount of MSW processed to produce H2 (MSWH2
 [kgMSW/Nm3H2]) 

and a waste landfilling emission factor  fdisp [kgCO2eq
/kgMSW]. This factor 

is mainly related to the GHGs generation during MSW decomposition 
when disposed of. The contribution related to avoided emissions was 
evaluated with a negative sign, thus highlighting the double benefit 
provided by WtH2 HPRs. 

φ
c
 

kgCO2eq

Nm3H2

=α∙φ
cEL

+(1-α)∙φ
cNG

 
(90) 

φ
cEL

kgCO2eq

Nm3H2

=MSWH2
∙η

el
∙fgrid 

(91) 

φ
cNG

 
kgCO2eq

Nm3H2

=MSWH2
∙η

CH4
∙ fFME∙GWP100+LHVCH4

∙η
pow

∙fpow  
(92) 

Equation 90 shows the counterfactual emissions. They were defined as the 
emissions generated because alternative MSW valorisation routes are 
foregone. In the context of the present work, electricity and bio-CH4 
production were considered like counterfactual scenarios, being the main 
valorisation routes related to the MSW treatments considered. As it is well 
known, indeed, incineration, gasification and AD treatments are considered 
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among WtE technologies. They, therefore, allow producing electricity to be 
fed into the grid [233]. In this regard, counterfactual emissions from 

electricity production φ
cEL

[kgCO2eq
/Nm3H2] were considered by assuming 

that the electricity that could have been obtained from treating the amount 
of MSW used to produce H2 (MSWH2

∙η
el
 [kWh/kgMSW]), should be 

produced by employing the current national energy mix (considered 

through the value of fgrid)(eq. 91).  AD also allows for bio-CH4 production 

by upgrading the obtained biogas [224]. In this regard, counterfactual 

emissions (φ
cNG

[kgCO2eq
/Nm3H2]) were computed by considering the 

emissions from the production and use for energy purposes of the amount 
of bio-CH4 the would be obtained (η

CH4
 [kgNG/kgMSW])  by treating the 

amount of MSW used to produce H2 (MSWH2
). As for the emissions from 

bio-CH4 production, they were calculated as FMEs (see eq. 88). The 
emissions from bio-CH4 use for energy purposes were computed by 
considering the emissions generated by producing a kWh of electricity by 

employing a gas turbine characterised by an efficiency of η
pow

 [#] and a 

specific emission factor of fpow [kgCO2eq
/kWh]. Regarding the α∈[0,1] 

factor, it indicates the share of MSW not used to produce electricity. It, of 
course, assumes values different from 1 only in the case of the SBR route. 

 

2.4.2 Numerical application of the analytical model for 

comparing the waste-to-hydrogen routes 

The different HPRs considered were then compared through a numerical 
application of the developed model. To this concern, the data used for the 
comparison (shown in Table 12) are valid under the following basic 
assumptions: 

• The LHV of MSW is 16 MJ/kg on a wet wt% basis. 

• The moisture content of MSW is 15.70% on a wet wt% basis. 

• The ash content of MSW is 16.52% on a wet wt% basis. 

• The net electrical efficiency of the WtE plant is 25%. 

• The gasification process is carried out at a high temperature (>1100 
°C) with pure oxygen. 
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• The electrical consumption of the electrolyser is 5 kWh/Nm3H2 in 
the Wte+El route. 

• The separation efficiency of the PSA unit is 85%. 

• The biogas composition is 60% CH4 and 35% CO2. 

• The LHV of biogas is 22 MJ/Nm3. 

Table 12. Data employed for the numerical application of the environmental analytical 
model. 

Variable El SMR WtE+El Gas-H2 SBR 

φ
direct

  0.91 [41] 3.9 [41] 0.94 [41] 0.5 [234] 

ELcons 6 [41] 0.12 [231]  0.74 [41] 0.15 [234] 

fgrid 0≤fgrid≤1 [226] 

NGcons  0.3 [231] 0.07 [41] 0.06 [41]  

fFME  3.5 % [229]  

GWP100  32 [230]  

MSWH2
   4.64 [235] 1.09 [235] 4.6 [234] 

fdisp
MSW

   0.4 [236] 

α 1 0≤α≤1 

η
el
   0.49 [209] 0.575 [209] 0.5 [234] 

η
CH4

     0.033 [224] 

LHVCH4
     13.9  

η
pow

     0.5 [227] 

fpow     0.506 [228] 

As mentioned, the developed analytical model aims to assess the 
decarbonisation potential offered by the WtH2 routes considered in the 
current energy transition phase. For this purpose, two scenarios were 
constructed referring to the EU context in 2020 and 2030, respectively. The 
year 2020 was chosen as the start date of the energy transition process and, 
more generally, of a series of processes aimed at improving the 
environmental sustainability of the entire European system. Indeed, the 
publication of the EU H2 strategy, in which the production of green H2 is 
defined as strategic for achieving the NZE targets set for 2050, dates to 
2020 [237]. Also from 2020 is the Circular Economy Action Plan, in which 
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relevant goals are set about MSW management [238]. The year 2030 was 
chosen because it is often identified as a time horizon to achieve many goals 
to enable the transition to a net-zero economy by 2050. It was therefore 
identified as an instant at which the transition process will be fully in 
progress. In this regard, the EU Green Deal has set a target to reduce net 
GHGs emissions by 55% by 2030 [239]. Within the EU H2 strategy, a target 
is also set to produce 10 Mt of H2 from renewable sources by 2030 [237]. 
As for waste management, 2030 is set as the deadline to achieve a 60% 
separate collection rate and reduce the amount of residual (non-recycled) 
MSW to half [238]. Thirty-five billion cubic meters of annual biomethane 
production by 2030 is also set in the REPowerEU plan [240]. Having 
examined the concerning contexts, i.e., H2 production and MSW 
management, the variables chosen to describe the two scenarios are shown 
in Table 13. 

Table 13. Variables employed to describe the 2020 and 2030 scenarios. 

Variable Unit of 
measurement 

Meaning 

fgrid [kgCO2eq
/kWh] Specific emission factors from the national 

electricity grid 

H2y
 [Nm3H2/y] Annual H2 production required 

BioMSW [tMSW/y] Annual biowaste availability (to be treated 
through SBR) 

ResMSW [tMSW/y] Annual residual MSW availability (to be treated 
through Gas-H2) 

Elinstalled [GW/y] Installed capacity from electrolysers 

The values of the variables illustrated in the two scenarios are shown in 
Table 14. 

Table 14. Values of the descriptive variables adopted for 2020 and 2030 scenarios. 

Variable 2020 2030 

fgrid 0.265 [241] 0.114 [241] 

H2y
 111,234,705,200 [237] 95,661,846,500 [242] 

BioMSW 78,880,000 [243] 60,238,386.31 [240] 

ResMSW 113,000,000 [238] 56,000,000 [238] 
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Elinstalled 1 [242] 40 [237] 

According to the objective of the investigation, a sensitivity analysis was 
first conducted to understand which WtH2 route offers the lowest total 
emissions depending on the national electricity mix. To this concern, the 
performance of the total emission functions of all alternatives with respect 

to the fgrid variable was investigated. For the SBR route, in addition, the 

performance of the total emissions function was also investigated 

concerning the α variable. 

Depending on the results obtained from the sensitivity analysis, the total 
emissions generated by H2 production in the 2020 and 2030 scenarios were 
then calculated (Table 14), comparing both results in the scenario without 
WtH2 technologies and with WtE technologies. Below are therefore 
presented and discussed the results obtained from the completed analysis. 

Figure 40 shows the results obtained from the sensitivity analysis carried 
out on the total emission functions of the different WtH2 routes with 

respect to fgrid	and	α	variables. 
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Figure 40. Results obtained from the sensitivity analysis on the total emissions functions 
with respect to the fgrid variable. 

As expected, the total emissions functions of the different HPRs have an 

increasing trend as the fgrid value increases (Fig. 9). However, they show 

very different sensitivity to the considered variable, depending on the 
burden that emissions from electricity supply have on total emissions. To 
this concern, emissions from the El route increase from 0 

[kgCO2eq/Nm3H2] at fgrid= 0 [kgCO2eq/kWh] to 5 [kgCO2eq/Nm3H2] at 

fgrid= 1 [kgCO2eq/kWh]. This is the most significant variation among those 

recorded. In the case of the El route, indeed, emissions from the electricity 
supply constitute the total emissions. In the same range, Gas-H2 and 
WtE+El emissions increased by 239.28% and 197.36%, respectively. The 
route with the smallest variation is SMR, whose total emissions increased 
by 9.63%. This is because, for this route, emissions from electricity supply 
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have a minor impact on total emissions than, for example, direct emissions 
and emissions from NG consumption (see Table 12). Since, unlike the 
other HPRs, two counterfactual scenarios were considered, variation in 

emissions from the SBR also depends on α	variable. Indeed, the maximum 

variation in its emissions occurs at α=1, and the minimum variation occurs 
at α=0. For the SBR route, the sensitivity analysis also allowed to identify 
the best counterfactual scenario (i.e., the preferable alternative use of 

biogas) depending on the national energy mix. To this concern, for fgrid 

values up to 0.31 [kgCO2eq/kWh], emissions from the SBR route increase 

as α decreases (i.e., less electricity is produced). On the contrary, for higher 

fgrid values, emissions increase as α increases (i.e., more electricity is 

produced). This implies that, in the first interval, the alternative biogas use 
that generates the best environmental benefit is bio-CH4 production. In 
contrast, electricity production ensures a lower impact in the second 
interval. Counterfactual emissions, indeed, in a scenario of electricity or bio-
CH4 production, would be considered as avoided emissions. In calculating 
emissions from H2 production from SBR, it will therefore be necessary to 
consider as counterfactual emissions those with the greatest environmental 

benefit depending on the national energy mix (i.e., for fgrid values up to 0.31 

[kgCO2eq/kWh] bio-CH4 production, and for fgrid higher values electricity 

production). The differences shown in the trends of the total emission 
functions result in five areas in the graph, each with a different order of 

preference among the HPRs considered. To this end, for fgrid values up to 

0.16 [kgCO2eq/kWh], the lowest emission HPR is the SBR, followed by the 
El route, the Gas-H2 route, the SMR route, and finally, the WtE+El route. 

For fgrid values between 0.16 and 0.26 [kgCO2eq/kWh], the order of 

preferences is unchanged, except that the Gas-H2 route becomes preferable 

to the El route. For fgrid values between 0.26 and 0.54 [kgCO2eq/kWh], there 

is no change in the best (i.e., SBR) and worst (i.e., WtE+El) route from an 
environmental point of view, but the SMR HPR becomes better than the 

El route. For fgrid values between 0.54 and 0.78 [kgCO2eq/kWh], SMR 

becomes better than Gas-H2, and finally, for fgrid values greater than 0.78 

[kgCO2eq/kWh], El becomes the route with the worst environmental 
performance. The results confirmed the main finding in the literature, i.e., 
that a radical energy transition pathway must be completed for the large-
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scale implementation of water electrolysis for green H2 production. For low 

values of the fgrid variable, it can be observed that El is the best alternative 

after the SBR route. At the same time, for very high values of fgrid, it results 

as the alternative with the worst environmental performance. The high 
decarbonisation potential offered by WtH2 routes can also be observed (fig. 
40). Indeed, the SBR is the only route that can offer negative total 
emissions. The Gas-H2 route, on the other hand, is a valuable HPR in many 

scenarios characterised by intermediate fgrid values (i.e., 0.16÷0.54 

[kgCO2eq/kWh]) and also in scenarios characterised by higher fgrid values, 

although it is not the preferable alternative. In scenarios characterised by 

higher fgrid values, it indeed offers far lower emissions than the El route and 

slightly higher than the SMR route.  

The results obtained from the sensitivity analysis allowed the calculation of 
total emissions from H2 production in the 2020 and 2030 scenarios. To this 
concern, Figures 41-42 show the contributions to emissions from H2 
production in the 2020 scenario with and without WtH2 technologies, 
respectively. 

 

Figure 41. (a) Emissions from H2 production in 2020 scenario with WtH2 technologies. 
(b) H2 production mix in 2020 scenario with WtH2 technologies. 

(a) (b)

Gas-H
2
: 82%

SBR: 18%



 

 

114 

 

The 2020 scenario is characterised by a fgrid value of 0.265 [kgCO2eq/kWh]. 

To this concern, the alternative with the best unit emissions is the SBR 
route, followed by the Gas-H2, El, SMR and, finally, WtE+El routes (Fig. 
40). Having considered the constraints on the availability of biowaste, 
residual MSW and installed capacity from the electrolysers (see Table 14), 

the total emissions from H2 production are 4.6465∙1010 [kgCO2eq/y] in the 

presence of WtH2 technologies. It is noteworthy that, being the fgrid value 

lower than 0.31 [kgCO2eq/kWh], bio-CH4 production was considered the 
counterfactual scenario in calculating total emissions. With an amount of 

available biowaste (BioMSW) of 78.88∙106 [tMSW/y], SBR offers total 

emissions of -1.819∙1010 [kgCO2eq/y] in case of α =1 and of -1.0615∙1010 
[kgCO2eq/y] in case of  α=0 (Fig. 41a). Given the availability of feedstock, 
a maximum of 18% of the H2 required annually can be produced by the 
SBR route (Fig. 41b). The second alternative with the lowest unit emissions 
is in this scenario the Gas-H2 route. With an amount of available residual 

MSW (ResMSW) of 113∙106 [tMSW/y], Gas-H2 offers total emissions of 
5.708∙1010 [kgCO2eq/y]. As can be observed from Figure 41b, 82% of the 
annual H2 demand can be produced from the Gas-H2 route in the 2020 
scenario with WtH2 technologies. In conclusion, a total amount of waste 
was produced in 2020 that can fully meet the annual H2 demand from WtH2 

technologies. 
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Figure 42. (a) Emissions from H2 production in 2020 scenario without WtH2 
technologies. (b) H2 production mix in 2020 scenario without WtH2 technologies. 

Figure 42 shows the contributions to total emissions from H2 production 
in the 2020 scenario without the availability of WtH2 technologies. In this 

case, given a fgrid value higher than 0.26 [kgCO2eq/kWh], the best alternative 

from an environmental point of view is SMR (Fig. 40). Therefore, 100% of 
H2 production occurs from this process (Fig. 42b). Emissions generated to 

meet the annual demand for H2 are 1.2050 ∙1011 [kgCO2eq/y]. Compared to 
the 2020 scenario with the availability of WtH2 technologies, there is a 160% 
increase in total emissions. Therefore, it is possible to conclude that in 2020, 
using WtH2 technologies, H2 demand could have been met while generating 
significantly lower emissions. 

Finally, Figures 43-44 show the contributions to emissions from H2 
production in the 2030 scenario with and without WtH2 technologies, 
respectively. 

(a) (b)

SMR: 100%
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Figure 43. (a) Emissions from H2 production in 2030 scenario with WtH2 technologies. 
(b) H2 production mix in 2030 scenario with WtH2 technologies. 

The 2030 scenario is characterised by a fgrid value of 0.114 [kgCO2eq/kWh]. 

To this concern, the alternative with the best unit emissions is the SBR 
route, followed by the El, Gas-H2, SMR and, finally, WtE+El routes (Fig. 
40). Having considered the constraints on the availability of biowaste, 
residual MSW and installed capacity from the electrolysers (see Table 14), 

the total emissions from H2 production are 5.2231∙1010 [kgCO2eq/y] in the 
presence of WtH2 technologies. Also, in this case, bio-CH4 production was 
considered the counterfactual scenario in calculating total emissions. As can 
be observed in Table 14, in accordance with EU policies on green H2 

production and MSW management, in this scenario, there is a significant 
reduction in the availability of waste and an increase in H2 demand and 
installed capacity by electrolysers.  With an amount of available biowaste 

(BioMSW) of 60.24∙106 [tMSW/y] (-31% with respect to the 2020 scenario), 

SBR offers total emissions of -1.3890∙1010 [kgCO2eq/y] in case of α =1 and 

of -8.1066∙109 [kgCO2eq/y] in case of α=0 (Fig. 43a). Given the availability 
of feedstock, a maximum of 12% of the H2 required annually can be 
produced by the SBR route (Fig. 43b). The second alternative with the 
lowest unit emissions is in this scenario the El route. As highlighted, the 
installed capacity of electrolysers is expected to increase forty-fold from 

2020 (Elinstalled=40 GW/y). This enables the production of 70.128∙109 

[Nm3H2/y] with associated emissions of 3.99∙1010 [kgCO2eq/y]. As can be 

El: 63%

Gas-H
2
: 25%

SBR: 12%

(a) (b)
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observed from Figure 43b, 63% of the H2 annual demand can be satisfied 

by this process. Finally, with an amount of available residual MSW (ResMSW) 

of 56∙106 tMSW/y (-50% with respect to the 2020 scenario), Gas-H2 offers 

total emissions of 2.0365∙1010 [kgCO2eq/y]. As can be observed from Figure 
43b, 25% of the annual H2 demand can be produced from the Gas-H2 route 
in the 2030 scenario with WtH2 technologies.  

 

Figure 44. (a) Emissions from H2 production in 2030 scenario without WtH2 
technologies. (b) H2 production mix in 2030 scenario without WtH2 technologies. 

Finally, Figure 44 shows the contributions to total emissions from H2 
production in the 2030 scenario without the availability of WtH2 
technologies. In agreement with the results obtained from the sensitivity 
analysis, the order of preference among the HPRs routes considered 
involves the El route, followed by the SMR route (Fig. 40). Having 
considered the constraint on the installed capacity from the electrolysers, it 
results that the emissions from this process are 3.99∙1010 [kgCO2eq/y] and 
that it is possible to produce 63% of the annual H2 demand through this 
route (Fig. 44b). The remaining 37% of demand is in this case met by the 

SMR route (Fig. 44b), with emissions generated of 5.1781∙1010 [kgCO2eq/y]. 
The total emissions generated under this scenario are 9.1754∙1010 
[kgCO2eq/y]. In this case, there is a 76% increase in total emissions 
compared to the 2030 scenario with WtH2 technologies. Therefore, it is 

(a) (b)

El: 63%

SMR: 37%
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possible to conclude that even in the 2030 scenario, where the energy 
transition process will already be at an advanced stage, WtH2 technologies 
will be a valuable alternative for producing low-carbon H2. 

From the results obtained, it is possible to conclude that WtH2 technologies 
offer real decarbonisation potential, even in scenarios characterised by 
intermediate energy mixes. Moreover, WtH2 technologies allow for the 
simultaneous valorisation of waste, generating, in some scenarios, negative 
total emissions. These technologies' decarbonisation potential was 
observed to be very high in the actual transition phase. Consistent with this 
consideration, the comparison between the 2020 and 2030 contexts shows 
that the reduction in total emissions offered by WtH2 technologies in 2020 
is much higher than in the case of 2030. In 2030, the transition to more 
sustainable energy mixes and the capacity for production from electrolysers, 
together with the decreasing availability of waste, will make water 
electrolysis, as expected, the best HPR. 
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Chapter 3 
 
 

Analytical models development 
for the steelmaking sector 

 
 

In this chapter, the case of a crucial sector within the current energy 
transition, i.e., the steelmaking sector, is explored. It is indeed included 
among the "hard-to-abate" sectors. There are currently plant solutions for 
the decarbonisation of the steelmaking process that are mainly based on the 
use of NG, H2 and energy from renewable sources. Although these 
solutions are promising, there are many limitations to their implementation 
on an industrial scale. In this regard, the following sections illustrate 
analytical models developed to understand the cost-effectiveness of 
investing in innovative steelmaking plants and the related decarbonisation 
potential. Furthermore, the development of an analytical model to assess 
the decarbonisation potential offered by WtH2 routes to the steelmaking 
sector is illustrated. 
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3.1 Plants solutions for decarbonising the 
steelmaking sector 

Energy transition and industrial emissions abatement are key issues to 
tackle climate change and achieve the NZE goal by 2050 [244]. To this 
concern, research efforts to investigate technological solutions enabling 
environmentally sustainable production are becoming mandatory. In this 
context, the steelmaking sector plays a key role [245]. Steelmaking is indeed 
one of the so-called “hard to abate” sectors. They are industrial sectors (e.g., 
iron and steel, cement and concrete, chemicals, etc.) characterized by high 
energy demand, high process heat needs, chemical process emissions, and 
other features that make them inherently difficult to decarbonise [246]. 
Hard-to-abate sectors account for about 30% of global annual emissions 
[247]. Among them, steelmaking generates the second largest energy 
demand and the largest share of emissions [248] (i.e.,7% of global emissions 
[249]). The negative steelmaking environmental performance depend on 
the adoption in most plants worldwide (73.2% in 2020 [250]) of the so-
called Blast Furnace-Basic Oxygen Furnace (BF-BOF) route. This 
steelmaking route relies on the use of C-bearing materials for both energy 
and chemical requirements, resulting in emissions of about 1.8 tCO2eq/t 
crude steel [251], and energy consumption of about 21 GJ/t crude steel 
[252]. As it can be observed in Figure 45, global steel production is expected 
to grow up to 2500 Mt/y by 2050, which would entail, following the current 
production process, the generation of 4500 tCO2/y, a not consistent value 
with the achievement of the global decarbonisation targets [253].  
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Figure 45. Annual global steel production from 1900 to 2050. Adapted from [253]. 

The identification of greener solutions for the steelmaking process is 
environmentally mandatory and is essential for the survival of most 
economic sectors. Steel is a feedstock for key economic sectors such as 
transport, construction, domestic appliances, electrical equipment, and 
machinery. The possibility of producing this raw material in an 
environmentally sustainable way would therefore allow the improvement 
of the whole economic system, according to a lifecycle approach [254]. The 
utmost relevance of this sector has been also confirmed at the 26th 
Conference of the Parties (COP26) on Climate Change, at which world 
leaders have signed an ambitious set of common targets, known as Glasgow 
Breakthrough, including actions for steel decarbonization. To this concern, 
countries have committed to promoting the production and exchange on 
global markets of steel produced at “near-zero” emissions by 2030 [255]. 
Although alternatives to reduce the environmental impact of the BF-BOF 
route have been investigated, (e.g., adopting a carbon capture utilization 
and storage system or employing biomass-based products instead of fossil 
coal [256]–[258]), it is necessary to find solutions that avoid the formation 
of pollutants and GHGs and reduce the energy consumption of the overall 
production system. 

In the BF-BOF route, the hard coal is transformed into coke through the 
coke oven, which, together with the agglomerated iron ores (pelleted, 
sintered) and coal, feeds the BF to produce pig iron. The carbon content is 
subsequently reduced in the BOF, resulting in the production of liquid steel 
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(LS) (Figure 46). Table 15 shows the direct CO2 emissions and direct energy 
consumption values by plants adopted in the production process. 

Table 15. Direct CO2 emissions and direct energy consumption from the BF-BOF route. 
Adapted from [259]. 

Plant Direct emissions 

[tCO2/t crude steel] 

Direct energy consumption 
[GJ/t crude steel] 

Coke Plant 0.794 6.539 

Sinter plant 0.200 1.549 

Pellet plant 0.057 0.901 

BF 1.219 12.309 

BOF 0.181 -0.853 

As it can be observed, the main sources of CO2 emissions and energy 
consumption are the coke plant and the BF.  

The secondary steel production route (Figure 46) is the most promising 
alternative to produce steel and reduce CO2 emissions. It consists of 
melting 100% of recycled steel scrap in an EAF. In this case, the direct CO2 
emissions and the energy consumption generated by the process would be 
only those related to the EAF [259]. This approach meets the objective of 
decarbonising the steelmaking process and enables the transition to a CE, 
as it does not involve the use of C-bearing virgin materials and allows end-
of-life materials to be reintegrated into the production cycle. The average 
emissions and energy consumption of this process are 0.126 tCO2eq/t crude 
steel [260] and 11 GJ/t crude steel [261], respectively, 93% lower in 
emissions and 48% lower in energy consumption than the BF–BOF route. 
This process, however, is critical because it is totally reliant on the 
availability of scrap on the market, which is not constant and not easily 
predictable. Although a break-even point between supply and demand for 
steel scraps is expected to be reached in the next ten years [262], it is 
estimated that 50% of steel production in 2050 will still come from the use 
of virgin material [263].  
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Figure 46. Primary and secondary routes for crude steel production. Adapted from [259]. 

To this concern, the DRI-EAF route (Figure 47) is identified as the solution 
which at the same time ensures the availability of feedstock and the 
reduction of emissions by about 34% compared to the BF-BOF route [264]. 
It consists of producing DRI, i.e., a virgin raw material, to feed the EAF 
together with recycled steel scrap. DRI is produced from the reaction 
between iron oxides at the solid-state (below the fusion temperature of pure 
iron, 1535°C), hydrocarbon gases, and/or carbon-bearing materials. DRI is 
a highly metallized solid (i.e., metallization degree around 90-95%) with a 
more porous structure compared to feedstock iron oxides [265].  
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Figure 47. DRI-EAF route for crude steel production. Adapted from [259]. 

The DRI production processes can be classified as coal-based or 
hydrocarbon gas-based based on the adopted reducing agent. In the first 
case, the reducing agents are C-bearing materials (e.g., coal, gasified coal, 
coke breeze) [266]. In the second case, the reducing agents are hydrocarbon 
gases (e.g., H2, carbon monoxide, and NG) [265]. According to [267], 
nowadays, the hydrocarbon gas-based processes (i.e., NG-based) ensure 
92% of the total production of DRI. Specifically, DRI is generally produced 
through a reducing gas mixture consisting of CH4 and H2, mainly obtained 
from NG reforming. The NG-DRI route is characterized by lower direct 
emissions compared to the BF–BOF route, about 1.4 tCO2eq/t crude steel 
[268], but higher energy consumption, about 30 GJ/t crude steel [259].  

Although the NG-DRI-EAF route is the most promising alternative at 
commercial scale, further environmental improvements could be offered by 
employing the H2-based DRI-EAF route. It consists of producing DRI by 
employing H2 only as reducing gas. The use of pure H2 in the DRI reducing 
shaft furnace allows to obtain almost exclusively water vapor as gaseous by-
product, thus eliminating direct emissions. If H2 is produced by electrolysis 
powered by renewable electricity (i.e., green H2), indirect emissions are also 
abated, resulting in an emissions reduction by 95–100% compared to the 
BF–BOF route [269]. Although this steelmaking route is the most 
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environmentally favourable, it has a major drawback related to green H2 
production. The adoption of green water electrolysis on an industrial scale 
faces indeed major barriers, both from an economic and environmental 
point of view. It is noteworthy that electrolyzers have a high energy 
consumption (on average 5 kWh/Nm3H2 [270]) and large-scale green H2 
production would require an amount of renewable energy that is currently 
unavailable [271]. Assuming a need for 800 Nm3/tDRI at 100% H2 [272], 
about 40 GWh/y would be required for the production of 1 MtLS/y only 
for the electrolysis process. According to Vogl et al., indeed, two-thirds of 
the overall electricity consumption of an H2-DRI-EAF route are 
represented by the energy demand of the electrolyser [273]. Similarly, in 
[274] it is found that the electrolyser efficiency is the most important factor 
affecting the system energy consumption, and thereby the amount of 
indirect emissions generated by the steelmaking process. This implies the 
need for electricity supply from the national power grid, which would result 
in high indirect emissions. As for the economic aspect, large-scale adoption 
of electrolysers is very expansive due to high costs for renewable energy 
production and facilities installation [270]. Moreover, it is noteworthy that 
the production of electricity from renewable sources is subject to many 
variations throughout the year and that significant areas are required to 
obtain an adequate amount of energy; the electricity obtainable through 
renewable energy conversion systems, above all, depends on the 
characteristics of the site where the steel is produced, such as global solar 
radiation and windiness. 

Table 16 summarizes the strengths and weaknesses of the direct DRI 
production processes fuelled by NG and H2.  

Table 16. Strengths and weaknesses of DR processes fuelled with NG and H2. 

DRI production process Strengths Weaknesses 

NG-DRI 

Most developed at 
industrial scale 

 

Carbon dependence 

 

Less energy-intensive 
process 

CO2 abatement potential 
of 34% compared to the 

primary route 
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H2-DRI 

Low carbon dependency 

 

Low developed at 
industrial scale 

CO2 abatement potential 
of 95% compared to the 

primary route 

Energy-intensive process 

 Increasing of operational 
costs by 35-100% 

compared to the primary 
route 

 High dependence on 
electricity price 

 Variability of available 
renewable energy 

Since the reduction of emissions from the steelmaking process is an urgent 
issue, a viable solution could be represented by implementing the NG-DRI-
EAF process with a gradual transition to the H2 reduction process in the 
near future. The NG-DRI-EAF plant is flexible since it can also be used 
with an NG-H2 mixture in variable share. Moreover, an energy transition is 
in progress to increase the availability and reduce the cost of energy from 
renewable sources [275]. This will allow large-scale installation of 
electrolysers with benefits both from an environmental and economic 
perspective (e.g., economies of scale will be generated).  During this 
transition phase, it is needed to identify complementary H2 production 
routes that enable the production of low-carbon H2, thus accelerating the 
decarbonization process of hard-to-abate sectors. 

Due to the scientific relevance of the topic, many studies deal with the 
investigation of solutions for the decarbonisation of the steelmaking sector. 
To this concern, in [276], a techno-economic evaluation of CO2 emission 
reduction in the iron and steel industry with Carbon Capture and Storage 
(CCS) was conducted. The processes were assessed by using two indicators: 
the break-even price of CO2 emission allowances for CCS and the impact 
of CCS on steel production cost. The first indicator showed that CO2 break-
even prices are very sensitive to several factors; in most cases, its value can 
be included in the range of 74 –158 €/t CO2. Concerning the impact of 
CCS on steel production cost, the authors claim that CCS costs are heavily 
dependent not only on the characteristics of the facility and the operational 
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environment but also on the chosen system boundaries and assumptions. 
A numerical study on the economic and environmental impact of an 
integrated steelmaking plant, using surrogate, empirical and shortcut 
models, has been provided in [277]. In the case of oxygen BF operation, 
lower environmental emission and higher economic profit were estimated. 
On the contrary, the route NG-based has been considered most 
competitive in terms of emissions from the system.  

About studies on energy conservation and carbon mitigation, four scenarios 
to analyse the utilization of CO2 in the steelmaking process (i.e., BF-BOF, 
BF-BOF with waste heat and energy recovery, BF-BOF with CO2 
hydrogenation, and EAF) in China have been investigated. The results 
suggested that BF-BOF with CO2 hydrogenation is most competitive in 
terms of energy consumption and under an economic perspective [278]. 
Recently, an economic comparison between alternatives for LS production 
with integrated electrolysers based on H2 has been conducted by Krüger et 
al. (2020). The authors found that despite the electricity cost represents the 
main contributor to the cost of LS production using H2, the low 
temperature needed for the electrolysis process reduces the overall cost, 
including investments and running costs [279]. 

A wide literature is available on technical-economic models on three ore-
based steelmaking routes (i.e., BF-CCS route, H2-DRI route, and 
Electrowinning (EW)) compared to the BF-BOF. The BF-CCS is based on 
a regular BF-BOF equipped with top gas recycling and CCS. H2-DRI is a 
solid-state reduction process for iron ore using H2 as a reducing gas. EW is 
a technology rather immature, based on electrolysis of iron ore in an alkaline 
solution of 110° C with subsequent refining in EAF. The models found 
that the H2-DRI is the most attractive route in economic and environmental 
terms. Indeed, it was proved that this kind of technology is technically 
marketable and economically the most profitable investment choice 
[280][281]. 

The same steelmaking routes above described (i.e., BF-CCS, H2-DRI, and 
EW) have been compared by a Multicriteria-Analysis including five 
different categories, i.e., technology, society and politics, economy, safety 
and vulnerability, and ecology. The analysis concludes that EW and, in 
particular, H2-DRI, can be identified as the preferred future steelmaking 
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technology across different perspectives [282]. According to Vogl et al., the 
total production costs adopting H2-DRI for fossil-free steelmaking are in 
the range of 361–640 EUR per ton of steel. The authors highlight a high 
sensitivity of total production cost to the electricity price and the amount 
of scrap used. In this regard, the study proved that H2-DRI becomes cost-
competitive with an integrated steel plant at a carbon emission price of 34–
68 EUR per ton of CO2 and electricity costs of 40 EUR/MWh [273]. 

Similarly, the cost analysis method of LCA has been adopted to analyse the 
environmental and economic impact of the steelmaking process in China 
industries. Quantitative analysis shows the cost of molten iron, accounting 
for 62%, and the total costs of scrap and oxygen, accounting for 10% and 
13%, respectively, of the total cost per ton of steel produced. The total cost 
of auxiliary materials and labour is relatively small, accounting for 15% of 
the total cost. Therefore, optimizing the utilization of scrap steel and 
molten iron resources would significantly increase the process cost-saving 
in the steelmaking system [283].  On the one hand, the adoption of the 
scraps leads to advantages in economic and environmental terms. 

On the other hand, the use of heterogeneous recycled scrap mixtures, not 
well characterized, increases the steelmaking process's uncertainties. The 
ferrous scrap stored for long periods in scrap yards can be affected by 
atmospheric corrosion that degrades its initial quality. An empirical 
methodology is proposed in [284] to quantify the economic impact of this 
degradation phenomenon on the EAF performance based on the value in 
use of the scrap adopted. The value in use includes, besides the purchasing 
cost, the additional costs associated with extra energy consumption and 
other additional material consumption (electrode, refractories, fluxes etc.) 
incurred due to the melting of non-metallic materials included in regular 
scrap. 

Béchara et al. (2018) developed a multiscale (i.e., from the iron ore grains 
scale, measured in µm, to the shaft furnace scale, measured in hm) process 
model. They integrated it in a systemic plant-size model to optimize, from 
an environmental point of view, an NG-based DR process. By conducting 
different simulations with different inlet gas compositions, they found that 
NG consumption and CO2 emissions could be reduced by the setting of 
ratios H2/CO and (H2 +CO)/(H2O+CO2) at 1.23 and 12, respectively 
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[285]. The same authors solved an optimization problem aiming to identify 
the values of a DR-NG-based process operating parameters to minimize 
the emissions generated  [286]. Sarkar et al. developed a DR-NG shaft 
thermochemical model to estimate the energy requirement and predict the 
emissions due to crude steel production, adopting an EAF. According to 
the model developed, the crude steel production route based on a DR-NG 
ensures lower CO2 emissions (i.e., 1269 tCO2/t crude steel) compared with 
the traditional BF-BOF route and coke oven gas/syngas route. Similar 
results were identified by comparing the net energy requirement by DR-
NG (i.e., 18.54 GJ/t crude steel) with the net energy requirement by 
traditional BF-BOF (i.e., 18.56 GJ/t crude steel) [287]. In [288], a 
mathematical model was developed to estimate the performance of a DRI 
production plant fuelled with NG in terms of bustle gas temperature, 
reformer inlet temperature, metalisation degree, carbon content ratio 
(H2/CO), reductants to oxidants ratio ((H2 + CO)/(H2O + CO2)), and 
required compression energy. The influences of the input parameters on 
the system performance were evaluated to optimize the system's operating 
conditions. In a later work, the model was extended to describe the 
operating conditions of an EAF assessing the performance under an 
economic point of view [289]. Further mathematical models that simulate 
the reduction of the iron ores in the shaft furnace occur in [290], [291]. 

Rechberger et al. (2020) evaluate the CO2 emissions and the electric energy 
required in systems fueled with NG-DR by varying the hydrogen 
percentage injected. The achieved result shows that starting from 453 kg 
CO2/t DRI for the NG-DR case, the emissions could be reduced to a level 
of 40 kg CO2/t DRI maximizing the hydrogen percentage injected. 
Moreover, the authors proved that, in this case, most CO2 emissions 
depend on the electricity required for the electrolysis process. Therefore, 
increasing the hydrogen percentage injected in the system increases the 
electrical consumption of the electrolyser [260]. Bhaskar et al. (2020) 
compared the CO2 emissions generated from a system based on a hydrogen 
direct reduction process coupled to an EAF with a traditional liquid steel 
production system (i.e., BF-BOF route). They found that the emissions of 
the hydrogen-based route were 1101 kgCO2/t liquid steel, lower than 35% 
liquid steel of the traditional route. Both CO2 emissions were evaluated 
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assuming a grid emission factor of 295 kgCO2/MWh, corresponding to all 
EU countries' average CO2 emission factor [292].  

Similarly, Vogl et al. (2018) assessed the environmental impact of a H2-
based LS production system, adopting a mechanistic model. They evaluated 
the performance of the steelmaking process by varying the share of iron 
scrap used to fuel the EAF. They proved that increasing the share of iron 
scrap reduce the Specific Energy Consumption required by EAF. 
According to the authors, the lower energy requirement depends on two 
aspects. The first aspect is related to lower electric consumption of the 
electrolyser due to the low volume of DRI needed to process. The second 
aspect depends on a higher efficiency of EAF in steelmaking adopting 
scraps rather than DRI  [273]. The H2-based route was investigated in 
Béchara et al. (2018), adopting a shaft furnace mathematical model. The 
research aimed to compare the DRI production process adopting two 
different reducing agents (i.e., CO-H2 mixture and 100% H2). It emerged 
that in the case of 100% H2, the complete metallization of ores could be 
achieved in a shorter time than to CO- H2 mixture, thus allowing the 
utilization of smaller reactors. It was also highlighted that by adopting 100% 
H2, the emissions could be reduced by 89-99% compared to the traditional 
process, assuming the utilization of only renewable or nuclear electricity 
was used to electrolysis step [293]. 

Chisalita et al. assessed the possibility of reducing emissions from the BF–
BOF route by comparing the emissions generated in a scenario without 
CCS systems with one with CCS. Through a LCA, they found that 
integrating CCS into the steel production route decreases the global 
warming potential in the range of 47.98–75.74% [294]. In [295], the LCA 
method is employed to evaluate the possibility of reducing emissions from 
the BF–BOF by pelletizing biocarbon instead of traditional carbon coke. 
Similarly, in [296], the possibility of using biomass-based products in the 
primary steelmaking route is assessed and it is understood that it results in 
a maximum 43% reduction in CO2 emissions. 
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3.2 An economic analytical model to assess the 
profitability of the investment in innovative 
steelmaking routes 

In this section, the development and numerical application of an analytical 
model for assessing the profitability of investing in decarbonised 
steelmaking routes is presented. The profitability of the investment in 
innovative steelmaking routes is strongly related to the variability of some 
cost figures such as the cost of scraps, iron ore, and energy which are 
generally affected by market conditions. Therefore, the reliability of an 
economic evaluation depends on how main cost figures change over time. 
To this concern, a total cost function was identified to assess the economic 
convenience of investing in the steel production process through the NG-
DRI-EAF route considering the variability of market conditions. A 
stochastic approach was adopted to identify the profitability of the 
investment in different scenarios by changing the independent variables’ 
values and estimating the values assumed by dependent variables based on 
the historical data. 

 

3.2.1 Development of an analytical model for assessing the 
profitability of the investment in innovative steelmaking 

routes 

The cost breakdown employed to develop the total cost function with the 
respective cost components can be observed in Table 17.  

Table 17. Cost components included in the total cost function. 

Cost breakdown Cost components 

Investment Investment costs for the acquisition of the main 
facilities of the production system. 

Maintenance and operations Maintenance and operation costs related to the 
main facilities of the production system. 

Energy Electricity and NG costs for the operation of the 
production system. 

Labour Labour cost related to the operation of the 
production system. 
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Raw materials Raw materials cost for steel production through 
the system considered (i.e., iron ore pellets, lime, 

recycled steel scrap). 

General expenditures Rent, utilities, postage, supplies and computer 
equipment, etc. 

The parameters and the corresponding notation, considered for the 
formulation of the total cost function, are shown in Table 18.  

Table 18. Parameters included in the total cost function of the NG-DRI-EAF 
steelmaking process. 

Parameters Notation Unit of 

measurement 

Nominal plant capacity P [Mt/y] 

Plant availability A [#] 

Ratio between DRI and scrap stream to EAF and 
P 

k1 [#] 

Ratio between iron ore stream to shaft furnace 
and DRI stream 

k2 [#] 

Ratio between lime stream to EAF and P k3 [#] 

Investment costs NG-DRI CDR [M€] 

Investment costs EAF CEAF [M€] 

Investment costs continuous casting 𝐶  [M€] 

Operations and maintenance costs for EAF, DRI 
and continuous casting 

O&M [M€/y] 

Interest rate r [%] 

Lifetime of facilities n [y] 

Equivalent annual cost factor i [1/y] 

Steel scrap price 𝜑  [€/t] 

Iron ore pellets price 𝜑  [€/t] 

Operating expenditures related to casting and 
rolling process 

𝑜𝑝  
 

[€/t] 

Steel scrap percentage used in the process α [#] 

Lime cost 𝑐  [€/t] 

Electricity cost 𝑐  [€/kWh] 

NG cost 𝑐  [€/GJ] 
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Electricity consumption NG-DRI 𝐸𝑙  [kWh/t] 

NG consumption NG-DRI 𝑁𝐺  [GJ/t] 

Electricity consumption EAF 𝐸𝑙  [kWh/t] 

Labor cost 𝑐  [€/t] 

General expenditures 𝐺  [M€/y] 

Carbon tax 𝐶𝑂2  [€/tCO2] 

Emission factor from DRI 𝐶𝑂2  [tCO2/t] 

Emission factor from EAF 𝐶𝑂2  [tCO2/t] 

Grid emission factor 𝑒𝑚  [tCO2/kWh] 

A synthetic representation of the process identifying the material flows 
considered for each phase is provided (fig. 48). It is possible to observe that 
the iron ore pellets (mio), bought on the market at φ

io
-price, is in input to 

NG-DRI process, where the DRI (mDRI) produced is used, with the 

contribution of recycled steel scrap (ms) and lime (mlime), to feed the EAF. 
According to our assumptions, recycled steel scraps and lime are acquired 
on the market (φ

s
, cl). The price of the recycled steel scraps is assumed 

variable over time, and a percentage of scraps equal to 50% is considered 

to produce liquid steel (mls). Finally, casting and rolling operations have 

been adopted to transform liquid steel in hot-rolled coil (mHRC). A residual 

part of unprocessed material flow is disposed of as slag (msl1, msl2).  
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Figure 48. NG-DRI-EAF process with reference material flow considered for each step 
inside the system's boundaries, identified by the dotted line. 

Consistently with the NG-DRI-EAF process above summarized, the price 
on the market of the iron ore pellets (φ

io
) and the of the carbon tax (CO2tax) 

represent the input parameters of the total cost function (i.e., independent 
variables). Observing the historical data, a strict dependency of cost of 
scarps (φ

s
) and cost of hot-rolled coil (φ

HRC
) on the price of iron ore pellets 

(φ
io

) was observed. As possible to observe in Figure 51, the price variability 

(evaluated in the last 24 months) assumes the same trend over time. 
Therefore, the price of the iron ore pellets led to estimate the price of scarps 
(φ

s
), and hot-rolled coil (φ

HRC
) to be included in the cost total function. The 

total cost function (Φ) allows identifying the convenience of the 
investment, in terms of profitability (φ), by varying the input parameters’ 
values (fig. 49). 
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Figure 49. Input and output parameters of the total cost function. OPerating EXpense 
(OPEX) includes energy, labor, raw materials, general expenditures, maintenance, and 

operations; CAPital Expenditure (CAPEX) includes Investment costs. 

The iron ore pellet price (φ
io

) is subject to high uncertainty. A uniform 

probability density function was assumed to predict φ
io

. Consequently, φ
s
 e 

φ
HRC

 are stochastic variables given by historical data relations (fig. X).  

The representation of the frequency distribution of the unit profit (φ) has 
been identified, evaluating the economic convenience of the investment 
(eq. 93).  

φ=φ
HRC

-φ
u
 

€

t
 

(93) 

Where φ
u
 is the production cost per ton of hot-rolled coil, defined below 

(eq. 94), and the total cost function (Φ) has been modelled, according to 

equation 95, as a function of two independent variables (φ
io

, CO2tax). 

φ
u
=

Φ

P∙A
 

€

t
 

(94) 

𝛷	 €𝑦 = (𝐶 + 𝐶 + 𝐶 ) ∙ 𝑖 + O&M+ 𝜑 ∙ m + 𝜑 ∙ m+ 𝑐 ∙ m + 𝑐 ∙ 𝐸𝑙 ∙ m + 𝑐 ∙ 	𝐸𝑙∙ m + 𝑐 ∙ 𝑁𝐺 ∙ m + 𝑐 ∙ 𝑃 + 𝐺+ 𝑜𝑝 ∙ m + 𝐶𝑂2∙ (	𝐶𝑂2 ∙ 𝑚 + 𝐶𝑂2 ∙ 𝑚 ) + 𝐶𝑂2∙ 𝑒𝑚 (	El ∙ m + 𝐸𝑙 ∙ m ) 

(95) 
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Where the amount of the material flows considered are given by eqs. 96-
103: 

mio 
t

y
=k1∙k2∙P∙(1-α)∙A (96) 

msl1 
t

y
=k1∙P∙(1-α)∙A∙(k2-1) (97) 

mDRI

t

y
=k1∙P∙(1-α)∙A (98) 

mlime

t

y
=k3∙P∙A (99) 

msl2
t

y
=P∙A∙(k1∙(1-α)+k3+k1-1) (100) 

ms 
t

y
=k1∙P∙α∙A (101) 

mls

t

y
=P∙A (102) 

mHRC

t

y
=P∙A (103) 

 

3.2.2 Numerical application of the analytical model for 
assessing the profitability of the investment in innovative 

steelmaking routes 

A numerical simulation was carried out to evaluate the profitability of the 
investment in the NG-DRI-EAF steelmaking process assuming different 
independent variables’ values. In the first phase, the economic convenience 

was analysed by attributing random values to the independent variable φ
io

 

and assuming a null value of the independent variable CO2tax. In the second 
phase, the economic convenience has been analyzed considering the 

environmental costs in terms of the carbon tax	(CO2tax) and evaluating the 
investment profitability. 
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The total cost function has been applied by assigning different discrete 
values to input parameters and identifying, for each case, the corresponding 
profitability. 

The system's boundaries are consistent with material flows included in the 
NG-DRI- EAF process (fig. 48). Therefore, only the emissions related to 
the operation (i.e., direct emissions) and the energy consumption (i.e., 
indirect emissions) of considered processes have been assessed. The 
investment costs were evaluated assuming a plan depreciation period of 
twenty years (n), including an i-utilization rate. A greenfield condition 
scenario was assumed for the investment evaluation. 

The iron ore pellets price (φ
io

) has been assumed as a uniform random 

variable U~[69,174]€/t, according to the probability distribution shown in 
Figure 50.  

 

Figure 50. Frequency distribution of the independent variable 𝜑  

The steel scrap (φ
s
) and hot-rolled coil (φ

HRC
) prices, dependent on iron ore 

pellets price, were identified adopting continuous polynomial functions 
extracted by historical data of last 24 months (fig. 51). 
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Figure 51. Historical data (from July 2019 to June 2021) referred to iron ore pellets (𝜑 ), 
steel scrap (𝜑 )	and hot-rolled coil (𝜑 ) prices fitted with continuous polynomial 

functions. 

The summary of the model parameters’ values assumed for the numerical 
simulation, with the corresponding sources, is shown in Table 19. In case 
data were not available in the scientific literature, they were estimated by 
interviewing a group of sector experts. 

Table 19. Parameters adopted for the numerical simulation with the corresponding 
reference, classified according to independent variables (IV), dependent variables (V) and 

constant values (K). 

Input Unit of 

measurement 

Value Variable 
type 

Source 

φ
io

 €/t - IV [-] 

CO2tax €/tCO2 - IV [-] 

φ
s
 €/t - DV [-] 

φ
HRC

 €/t - DV [-] 
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P Mt/y 2 K Authors’ assumption 

A [%] 90 K Experts’ opinion 

k1 [-] 1.15 K Experts’ opinion 

k2 [-] 1.4 K Experts’ opinion 

k3 [-] 0.05 K Experts’ opinion 

CDR M€ 237.28 K Simbolotti and 
Tosato [297] 

CEAF M€ 200 K Experts’ opinion 

CCAST M€ 200 K Experts’ opinion 

O&M M€/y 3% of the 
investment costs 

K Vogl et al. [273] 

r % 5 K Authors’ assumption 

n y 20 K Authors’ assumption 

i 1/y 0.08 K Authors’ assumption 

op
cast

 

 

€/t 24 K Experts’ opinion 

α t 0,5 K Authors’ assumption 

cl €/t 90 K Vogl et al. [273] 

cel €/kWh 0.042 K Eurostat [298] 

cNG €/GJ 3.8068 K Eurostat [299] 

ElDR kWh/t 99 K Experts’ opinion 

NGDR GJ/t 9.6 K Experts’ opinion 

ElEAF kWh/t 700 K Vogl et al.[273] 

clab €/t 53.2 K Vogl et al.[273] 

Gex M€/y 5% of the overall 
annual cost 

K Experts’ opinion 

CO2DR tCO2/t 0.453 K Rechberger et 
al.[260] 

CO2EAF tCO2/t 0.123 K Rechberger et al. 
[260] 

emf tCO2/kWh 0.0005357 K ISPRA [300] 

As explained, the economic convenience has been analysed by attributing 
random values to the independent variable φ

io
 and assuming a null value of 

the independent variable CO2tax.  



 

 

140 

 

The numerical simulation led to identify the frequency distribution of the 

cost per ton of hot-rolled coil produced (φ
u
) (eq. 93). As shown in Figure 

52, in 33% of cases, the value of φ
u
 is included between 318 and 342 €/t 

(i.e., the lowest cost per ton of hot-rolled coil). The likelihood that φ
u
 is 

higher than 342 €/t decreases up to a relative frequency of 1.7%, 
corresponding to the maximum unit cost values (included between 630 and 
654 €/t). Therefore, considering the variability of φ

io
 and the consequent 

values assumed by the dependent variable φ
s
, it is shown that there is a high 

probability (33%) to support the minimum possible cost to produce one 
ton of hot-rolled coil.  

 

Figure 52. Frequency distribution of the cost per ton of hot-rolled coil produced 𝜑  

The frequency distribution of steel scrap price (φ
s
) (fig. 53a) shows the same 

trend of  φ
u
. Therefore, it has been observed that in most cases (40%), the 

price of steel scrap assumes the lower values included between 212 and 247 
€/t. The relative frequency of observations for higher price values decreases 
and reaches a value of 2.4% in correspondence with the maximum observed 
values (i.e., [667,702] €/t).  

As for the frequency distribution of the dependent variable φ
HRC

 (fig. 53b), 

it was observed that in most cases (36.8%), the cost of the hot-rolled coil 
assumes the minimum values (i.e., [409,463] €/t). However, unlike in the 
previous case, in correspondence with the maximum price range identified 
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(i.e., [949,1003] €/t), a not negligible relative frequency (16%) has been 
estimated. 

 

Figure 53. Frequency distributions of market cost of scraps (a) and price of hot-rolled 
coil (b). 

Finally, the frequency distribution of the unit profit φ was estimated. As it 
can be observed in Figure 54, the numerical simulation didn’t provide in 
any case negative profitability. Therefore, the risk of the investments can 
be considered very low. In most cases (around 45%), a profit between 75 
and 149 €/t has been ensured. According to the economic assessment 
conducted, only in 0.02% of considered cases, the profitability can be lower 
than 75 €/t. On the contrary, a profit higher than 149 €/t has been 
estimated in 53.09% of cases. 

 

Figure 54. Frequency distribution related to the profitability estimated. 

As for the environmental assessment, different values were attributed to the 

variable CO2tax (i.e., from 10 €/tCO2 to 1300 €/ tCO2) and the profitability 
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of the investment (φ) was assessed in three different scenarios. The variable 
φ

io
 assumed the minimum (#SC1), the average (#SC2) and the maximum 

values (#SC3), considering the dataset collected in the last 24 months 

(Figure 51). The values of the independent variable φ
io

 and the 

corresponding values assumed by dependent variables  φ
s
 and φ

HRC
, for 

each scenario, were summarized below (tab. 20).  

Table 20. Values of the variables 𝜑  , 𝜑  and 𝜑  adopted to environmental cost 
assessment. 

ID Scenario 𝝋𝒊𝒐 [€/t] 𝝋𝒔 [€/t] 𝝋𝑯𝑹𝑪 [€/t] 

#SC1 69 230.4860 434.7010 

#SC2 100 219.2060 413.9110 

#SC3 174 415.7180 944.7470 

Figure 55 shows the most significant results achieved. It is possible to 
observe that, in cases of carbon tax lower than 130 €/tCO2, the investment 

is profitable in all hypothesised scenarios. In the case of CO2tax-value 
corresponds to 130 €/tCO2, a maximum profit (i.e., 394 €/t) was ensured 
in scenario 3.  

Assuming a carbon tax of 150 €/tCO2, the investment is not profitable in 

scenario 2, with an iron ore price (φ
io

) equal to 100 €/t. In the case of 

CO2tax-value equal to 210 €/tCO2, a positive profit was estimated only in 
scenario 3, with an iron ore price (φ

io
) of 174 €/t. Finally, it was observed 

that, in cases of carbon tax higher than 750 €/tCO2, the investment results 
are not convenient in all scenarios considered. 
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Figure 55. Investment profitability estimation in the different scenarios. 

The conducted analysis proved that the environmental costs do not 
compromise investment convenience. Moreover, the highest carbon tax, 
currently assumed in European countries, is 116.33 €/tCO2e (Sweden), 
more generally the average carbon tax, considering all EU countries, is 
about 30 €/ tCO2e [301]. Therefore, it is possible to claim that, considering 
the market uncertainty of the steelmaking sector in the last 24 months and 
assuming a gradual increase of the carbon tax in the next years, the 
investment in the proposed process is profitable from an economic and 
environmental point of view. 

 

3.3 An environmental analytical model to assess 
the minimum emission configuration of a green 
energy-steel system  

This section illustrates the development of an analytical model for 
identifying the minimum emission configuration of a green energy–steel 
system (GESS) consisting of a secondary route supported by a DRI process 
and a renewable energy conversion system. The model allows to evaluate 
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the feasibility of the installation of a H2-based steel plant considering the 
characteristics of the site where it is to be located as well as its technological 
characteristics. Previous studies have focused on the analytical modelling of 
different steelmaking routes, as well as on the identification of the optimal 
mix of renewable energies conversion systems for the supply of a H2-DRI 
route, but have not considered both systems simultaneously and have not 
focused on the environmental optimization of a green steel system. The 
novelty of the proposed approach lies in the simultaneous modelling of an 
energy system and a steelmaking process, thus making the assessment of 
the critical availability of green H2 an inherent part of the problem.  

 

3.3.1 Development of the environmental analytical model 

to assess the minimum emission configuration of a GESS 

Notations adopted in developing the analytical model are in Table 21. 
Assumed parameters’ value or range of variability are provided in the table 
with corresponding references. In case no references are provided, values 
are discussed in the remainder of this section. 

Table 21. Notations and parameters’ values or ranges of variability assumed. The symbol 
[-] denotes adimensional parameters. 

Notation 
Unit 
Measure 

Description Value/Range 

S m2 
Total available area for the installation of 
renewable energy conversion systems or 

biomass cultivation. 
- 

P tLS/y Expected yearly production volume of LS. - 

ESw 
kWh

m2∙y
 

Producibility of electricity per unit installation 
area from wind turbines. 0÷400 [302] 

δ [-] Installation area of wind turbines (share of S). 0÷1 

ESpv 
kWh

m2∙y
 

Producibility of electricity per unit installation 
area from photovoltaic panels. 0÷400 [303] 

β [-] Installation of photovoltaic panels (share of S). 0÷1 

η
bio

 
Nm3H2

m2∙y
 

Yield per unit area of biomass culture in 
volume of hydrogen produced by indirect 

gasification. 
0÷2 [304] 
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fw 
kgCO2eq

kWh
 

Lifecycle emissions of wind turbines per unit of 
electricity produced. 0.025 [305] 

fpv 
kgCO2eq

kWh
 

Lifecycle emissions of photovoltaic panels per 
unit of electricity produced. 

0.090 [306] 

fbio 
kgCO2eq

Nm3H2

 
Emissions from hydrogen production by 

indirect biomass gasification. 
−1.315 [307] 

γ [-] Biomass cultivation area (share of S). 0÷1 

r [-] Volumetric share of hydrogen in the reducing 
gas mixture to produce 1 t of DRI. 0÷1 

k [-] Ratio of 1 t LS to 1t DRI. 1.150 [308] 

α [-] Share of scrap employed in EAF to produce 1 t 
of LS. 0÷1 

CH4(r) 
Nm3CH4

tDRI
 

Methane requirement in the reducing gas 
mixture to produce 1 t of DRI. 33 ÷259 [272] 

fCH4 
kgCO2eq

Nm3CH4

 
Emissions generated by supplying 1 Nm3 of 

methane from NG supply chain. 
0.404 [309] 

ELAUX 
kWh

tLS
 

Electrical consumption of DRI production 
process auxiliaries for producing 1 t LS. 100 [260] 

ELEAFDRI
 

kWh

tLS
 

EAF electricity consumption for producing 1 t 
LS from DRI. 

753 [308] 

ELEAFSCRAP
 

kWh

tLS
 

EAF electricity consumption for producing 1 t 
of LS from scrap. 667 [308] 

fgrid 
kgCO2eq

kWh
 

Emissions from the national grid for the supply 
of 1 kWh of electricity. 0÷1 [310] 

H2(r) 
Nm3H2

tDRI
 

Hydrogen requirement in the reducing gas 
mixture to produce 1 t DRI. 0÷800 [272] 

ELH2 
kWh

Nm3H2
 

Electricity demand of the electrolyzer to 
produce 1 Nm3 of H2. 

4.8 [260] 

fDRI(r) 
kgCO2eq

tDRI
 Direct emissions from DRI production process. 40÷450 [260] 

fEAFSCRAP
 

kgCO2eq

tLS
 

Direct emissions from EAF producing 1 t LS 
from scrap. 72 [260] 

fEAFDRI
 

kgCO2eq

tLS
 

Direct emissions from EAF producing 1 t LS 
from DRI. 180 [260] 

The overall GESS under investigation consists of a green steel plant (Figure 
56a) and an energy system (Figure 56b) operating an assigned site. 
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Figure 56. The green energy–steel system investigated: (a) green steel plant; (b) energy 
system. 

The green steel plant (Figure 56a) consists of two main facilities: a DRI 

plant and an EAF to produce a yearly amount of liquid steel P [ tLS y]⁄ . Gas 
and electricity utilities feed both technological plants. A reducing gas 
mixture consisting of NG and H2 is required to produce DRI. H2 is 
produced by an electrolyser having an electricity consumption 

ELH2 [ kWh Nm3H2]⁄  and/or by a gasification unit. DRI is produced in 

variable share (α) of recycled steel scrap of the overall raw material flow, 
DRI-steel scraps, feeding the EAF. The DRI plant is fed with the NG–H2 

reducing gas mixture having a volume fraction of hydrogen, r. H2 fraction 
depends on the environmental performance of the energy system, 

technology adopted for H2 production, and steel scraps fraction (α). 
Electricity demand of the whole green steel plant is met primarily by energy 
produced by renewable energy conversion systems and integrated by the 
supply from the national electricity grid. Steemaking processes not adopting 
DRI as virgin material are not considered in the modelled green steel plant, 
as well as the type of steel to be produced. 

The energy system (Figure 56b) consists of national electricity grid and a 
local renewable energy conversion system. The former system supplies 
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electric energy with almost unlimited capacity; it is characterized by a 

greenhouse gas emission factor, fgrid [ kgcO2eq kWh]⁄ , which depends on 

the mix of renewable/fossil energy sources of power plants feeding the 
national grid. The local renewable energy conversion system consists of a 
wind power plant and/or a photovoltaic plant; both power plants are 
limited in power capacity as they are installed in an area of limited extension 

S [m2]. Wind and solar installations occupy a share of S, respectively, δ and 

β. In the same area, cultivated biomass, installed in a share γ of S is a 
feedstock for an indirect gasification process with CCS to produce H2. 
Wind and photovoltaic power stations are characterized by an average 
yearly electricity production capacity per unit area and a lifecycle 
greenhouse gas emission factor per unit of electricity produced 

ESw [ kWh m2∙y],⁄  fw [ kgcO2eq kWh]⁄ 	andESpv [ kWh m2∙y],⁄  

fpv [ kgcO2eq kWh]⁄ , respectively. As far as the indirect gasification process 

is concerned, the H2 production yield is referred here to the unit area of 

biomass cultivation, η
bio

 [ Nm3H2 m2∙y]⁄ , and a lifecycle emission factor per 

unit of H2 produced, fbio [ kgcO2eq Nm3H2]⁄ , is considered. An electrolysis 

unit powered by the electricity grid integrates H2 required by the DRI 
production process. The energy system also includes a NG grid with almost 
unlimited capacity; NG integrates reducing gas required by the DRI 
production process. The NG supply chain is characterized by an emission 

factor, fCH4 [ kgCO2eq Nm3CH4]⁄ , which considers carbon emissions from 

gas extraction to transport and utilization. Electricity generated by 
renewable energy plants or made available by the grid, as well as H2 
produced by biomass or electrolyser, are utilities feeding the green steel 
plant. 

The model proposed aims at identifying the minimum emission 
configuration of the energy system and of the green steel plant. 
Configuration is defined by values assumed by the variables considered in 
the analytical model (Table 21). Variables can be classified according to two 
categories (Figure 57): 

• Exogenous variables: they are variables that cannot be influenced 
by the decision-maker because of the characteristics of the site 
where the GESS is expected to be located and the dynamic of the 
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raw materials market. In the context of the present work, the energy 
and H2 producibility per unit area, the share of scrap employed to 
produce LS in EAF, the national grid emission factor, and the NG 
supply chain emission factor are considered in this category. The 
amount of energy and H2 that can be produced per unit area by 
renewable energy conversion systems (i.e., wind turbines, and solar 
panels) depends on the characteristics of the installation site, such 
as windiness and global solar radiation, and the availability of steel 
scrap on the market cannot be influenced by the needs of a single 
plant and, finally, emissions from the electricity grid depend on the 
national energy mix. 

• Endogenous variables: they are variables set by the decision-maker 
during the plant design phase. In the context of the present work, 
the total area of the energy system, the volumetric share of H2 in 
the reducing gas of the DRI production process, the electrolyzer 
technology to be adopted, and the expected yearly production 
volume of LS are considered in this category since they are 
characteristic choices of a plant design. 

 

Figure 57. Exogenous and endogenous variables considered in the analytical model. 

In accordance with the GHG protocol [311], the overall emissions of the 
system are expressed according to equation 104. 

φ
tot

 
kgCO2eq

tLS
=φ

direct
+φ

indirect
 

(104) 
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Where: 

• φ
direct

 
kgCO2eq

tLS
: are direct emissions generated by the green steel 

plant. “Direct GHG emissions” are defined as GHG emissions 
generated in owned or controlled process equipment [311]. In the 
green steel plant, direct emissions are from DRI plant with an 

emission factor, fDRI(r), and from the EAF. Different EAF 
emission factors in case of scraps or DRI feeding it are considered 

(fEAFSCRAP and fEAFDRI, respectively). 

• φ
indirect

 
kgCO2eq

tLS
: are the emissions generated by the production of 

electricity and the supply of NG to power the DRI process. As 
established by the GHG protocol [311], “electricity indirect 
emissions and other GHG emissions” are defined as emissions 
deriving from the production of electricity consumed by the plant 
and from activities that can be considered a consequence of the 
plant’s activity, e.g., the extraction and transport of raw materials. 
The characteristic of indirect emissions is that, although they do not 
physically occur at the plant site, they have a significant influence 
on the total account of the emissions generated. In the case of the 
analysed system, lifecycle emissions related to renewable energy 
conversion systems to produce electricity and H2, emissions related 

to the production of electricity fed into the national grid (fgrid), and 

emissions generated by the NG supply chain to power the DRI 

production process (fCH4) were considered in this category. As far 
as emissions related to renewable energy and biomass conversion 
systems are considered, lifecycle emissions have been taken into 
reference as, on the one hand, all stages of the lifecycle of wind 
turbines and photovoltaic panels, from production to 

decommissioning, were considered (fw, fpv), while, on the other 

hand, consideration of the carbon sink associated with the growth 
of biomass was included (fbio). In this work emissions due to iron 
ore extraction and scrap transport were not included in the model 
as they represent invariant variables in the optimization process. 

Direct emissions (eq. 104) can be evaluated according to equation 105. 
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φ
direct

kgCO2eq

tLS
=(1-α)∙ fDRI(r)

k
+fEAFDRI

+α∙fEAFSCRAP
 

(105) 

Direct emissions include emissions from the DRI production process and 

EAF emissions, weighted on the share (α) of recycled steel scrap employed 
to produce LS. Direct emissions from the EAF have a different value, 
depending on whether recycled steel scrap (fEAFSCRAP

) or DRI (fEAFDRI
) 

feeds the furnace [308]. The direct emissions generated by the DRI 
production process were considered as a function of the volumetric share 

of H2 in the reducing gas (fDRI(r)). 
Indirect emissions can be calculated according to equation 106. 

φ
indirect

 
kgCO2eq

tLS
=φ

NG
+φ

renewables
+φ

grid
 

(106) 

φ
NG

 
kgCO2eq

tLS
=(1-α)∙

CH4(r)
k

∙fCH4 
(107) 

Equation 107 allows evaluating the indirect emissions generated by the 
supply of NG for the DRI production process. These emissions were 

accounted only for the DRI share employed to produce LS (1-α); moreover, 
the NG requirement was considered as function of the volumetric share of 

H2 in the reducing gas (CH4(r)). 

φ
renewables 

kgCO2eq

tLS
=

S∙ δ∙ESw∙fw+β∙ESpv∙fpv+γ∙η
bio

∙fbio

P
 

(108) 

In Equation 108, the indirect emissions generated by the energy system 
producing electricity and H2 are computed. As it can be observed, global 
emissions mainly depend on the total area committed to the energy system 

(S) as well as on the shares of the area dedicated to the installation of the 

considered renewable energy conversion systems (δ,β) and the cultivation 

of biomass (γ). These indirect emissions also depend on the producibility 
of energy and H2 per unit area for each of the alternatives considered 

(Esw,Espv,η
bio

). 
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φ
grid

kgCO2eq

tLS
=[E

demand
-
S∙(δ∙ESw+β∙ESpv)

P
]∙fgrid 

(109) 

Equation 109 models the indirect emissions related to the supply of 

electricity from the national grid, with a characteristic emission factor fgrid. 

In eq. 109, the electricity supplied from the national grid is evaluated as the 
amount required by the steel system and not satisfied by the energy system. 
The more electricity produced by the energy system, therefore, the lower 
the emissions generated by the supply of electricity from the national grid. 

Energy demand of the green steel plant is given in equation 110. 

Edemand 
kWh

tLS
=

(1-α)∙(ELAUX+ELEAFDRI
)+α∙ELEAFSCRAP

+

(1-α)∙ H2(r)
k

-
γ∙S∙η

bio

P
∙ELH2

 

(110) 

The energy demand from the plant was also weighted according to the share 

of recycled steel scrap used for the production of liquid steel (α), and two 
different electricity consumptions of the EAF were considered 
(ELEAFDRI

,ELEAFSCRAP
), depending on whether DRI or scrap is processed. 

The H2 requirement to supply the DRI production process was considered 
as a function of the volumetric share of H2 used in the reducing gas (H2(r)). 
The electrical requirement to produce H2 from electrolyser was considered 
for the share of the total H2 requirement not produced by indirect 
gasification of biomass. 

As shown in Equation 106, indirect emissions of the system consist of three 
contributions: emissions due to NG supply chain as well as to grid and 
renewable sources operation to produce electricity or H2. The more 
electricity that is produced by the renewable energy system, the lower the 
grid emissions are (eq. 109). For this reason, it is possible to compare the 
environmental effectiveness of renewable energy conversion and H2 
production systems on the basis of the avoided emissions. For this purpose, 
avoided emissions for each of the i-th renewable energy systems (i = wind, 

solar, biomass) are computed per unit installation area (Avemi
) as the 

product of the i-th electricity yield (Esi) and of the difference between the 
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grid emission factor (fgrid) and the lifecycle emissions factor of the i-th 

alternative (fi) (Equation 111). 

Avemi

kgCO2

m2∙y
=ESi∙fgrid-ESi∙fi=ESi∙(fgrid-fi) 

(111) 

In the case of H2 production, the avoided emissions are calculated with 
reference to the production of H2 from the electrolyser powered by the 
grid. Avoided emissions per unit area in case of the alternatives considered 
are in Equations 112-114: 

Avemw

kgCO2

m2∙y
=ESw∙(fgrid-fw) 

(112) 

Avempv

kgCO2

m2∙y
=ESpv∙(fgrid-fpv) 

(113) 

Avembio

kgCO2

m2∙y
=η

bio
∙(ELH2∙fgrid-fbio) 

(114) 

Since fgrid,	 Esw,	 Espv, and	 η
bio

 are exogenous variables, they are not 

subjected to optimization; their values depend on the GESS site location 
characteristics (e.g., average windiness, solar global radiation, cultivation 
yield) as well as on technology factors such as the electricity consumption 
of the electrolyser and the national grid emission factor. 

For a given renewable energy system, avoided emissions differ at each 
location. For a given location, avoided emissions vary on the basis of the 
renewable energy system adopted:  

ESw∙ fgrid-fw ≠ESpv∙ fgrid-fpv ≠η
bio

∙ ELH2∙fgrid-fbio  (115) 

As an example, in case of 

ESw∙ fgrid-fw >ESpv∙ fgrid-fpv >η
bio

∙ ELH2∙fgrid-fbio  (116) 

Being 

δ+β+γ=1 with 0≤δ,β,γ≤1 (117) 



 

 

153 

 

then, 

S∙ESw∙ fgrid-fw ≥S∙δ∙ESw∙ fgrid-fw +S∙β∙ESpv∙ fgrid-fpv + 

+ S∙γ∙η
bio

∙ ELH2∙fgrid-fbio  

(118) 

In this case, maximum avoided emissions are obtained with δ=1,  β=0,  γ=0. 
Therefore, only one out of the three renewable energy system alternatives 
has to be considered as the best alternative from an environmental point of 
view for a specific site. In accordance, Equations 108-110 can be rearranged 
as: 

φ
renew

kgCO2eq

tLS
=erenew∙frenew+H2bio∙fbio 

(119) 

φ
grid

kgCO2eq

tLS
=[E

demand
-erenew]∙fgrid 

(120) 

Edemand 
kWh

tLS
= ⎣⎢
⎢⎡ (1-α)∙(ELAUX+ELEAFDRI

)+α∙ELEAFSCRAP
+

(1-α)∙ H2(r)
k

-H2bio ∙ELH2 ⎦⎥
⎥⎤ (121) 

Where: 

erenew=δ∙
S∙ESw

P
+β∙

S∙ESpv

P
 

(122) 

frenew=δ∙fw+β∙f
pv

 (123) 

H2bio=γ∙
S∙η

bio

P
 

(124) 

with δ,β,γϵ{0;1} ∧ δ+β+γ=1. 
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3.3.2 Numerical application of the environmental 

analytical model to assess the minimum emission 

configuration of a GESS 

Figure 58 shows the procedure for applying the model in order to identify 
the minimum emission configuration of the GESS considered. 

 

Figure 58. Procedure for applying numerically the developed analytical model. 

Once the site location for the GESS’s installation has been identified, the 

values of the variables ESw, ESpv, η
bio

, fgrid can be obtained. It is also 

necessary to choose the electrolyser technology to be adopted (ELH2). 

Site location
Electrolyser 
technology

Avoided emissions 
evaluation

eqs. [112-114]

Evvaluation of

 eq. [122]
 eq. [123]
 eq. [124]

 eq. [119]

eq. 
[104]

S, P

r

Market analysis
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From these data it is possible to evaluate the avoided emissions from the 
electricity grid for each of the renewable energy system alternatives 
considered (eq. 112-114), and to identify the one that provides the highest 
contribution. Depending on the specific context, therefore, it is possible to 

identify which one among the variables δ, β, γ should assume value 1, i.e., 
which one among the renewable energy conversion systems is to be 

installed. By choosing the liquid steel annual production capacity P, and the 

area S to be dedicated to the installation of the renewable energy conversion 
system identified, it is possible to calculate the values of erenew, frenew, H2bio 
(eq. 122-124), and finally φ

renew
 (eq. 119). The share of available steel scrap 

with respect to annual requirements (α) can be obtained by market analysis. 
By assuming the values of the variables k, 
 fCH4, ELEAFSCRAP

, ELEAFDRI
, ELAUX,  fEAFSSCRAP

, fEAFDRI
, it is possible to 

calculate the value of the total emission function φ
tot

 (eq. 104) and to find 

the optimal value of the volumetric share of H2 in the reducing gas mixture 

to be adopted in the DRI production process (r), minimizing emissions.  

Figures 59 and 60 illustrate the results obtained from the numerical 
simulations carried out by calculating the avoided emissions in two 

scenarios corresponding to two different values of fgrid (corresponding to 

the 2019 Italian and French energy mix [220]). In both cases, avoided 
emissions were calculated for each of the energy system alternatives 
considered (eq. 122-124) by varying specific electricity/H2 producibility 
values (ESw, ESpv, η

bio
) with the aim of identifying the renewable energy 

conversion systems to be installed to maximize avoided emissions.  
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Figure 59. Results of the numerical simulation on avoided emissions in case of 
fgrid=0.04 kgCO2eq/kWh. 

Results obtained in the case of fgrid=0.04 kgCO2eq/kWh are shown in 

Figure 59. As it can be observed, in this scenario, there are only two 
alternatives to choose from for the energy system configuration, i.e., wind 

turbines and poplar biomass cultivation (δ=1 or γ=1). In this scenario, 
installation of photovoltaic panels is never representative of the best 

alternative since photovoltaic emission factor (fpv) is higher than the grid 

one (fgrid). For each site it possible to identify a point p ESw,η
bio

 located 

in a region of the plane characterized by an optimal solution, corresponding 

to the energy system configuration to be adopted. If the point p belongs to 
the line in the graph, the two energy conversion systems (wind, biomass) 
lead to the same environmental benefit. 
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Figure 60. Results of the numerical simulation on avoided emissions in case of 
fgrid=0.327 kgCO2eq/kWh. 

Figure 60 shows the results obtained in case of fgrid=0.327 kgCO2eq/kWh. 

Differently to the previous case, the two alternatives to choose from in this 

scenario are wind turbines and photovoltaic panels (δ=1 or β=1). Although 
biomass cultivation always offers positive avoided emissions (it has a 

negative characteristic emission factor fbio), it never results as the best 
alternative since significant avoided emissions are from the production of 
electricity from energy conversion systems. Additionally, in this case, 

depending on the ESw,ESpvvalues of the site under analysis, it is possible to 

identify a point p of (Esw,Espv) coordinates, located in a region of the plane 

characterized by an optimal solution, corresponding to the energy system 
configuration to be adopted.  

According to the results obtained, it is noteworthy that the only scenario in 
which biomass cultivation could be the best alternative is the one 
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characterized by fgrid=0.04 kgCO2eq/kWh. This implies that the starting 

condition represented by a particularly “green” national energy mix is 
required to trigger a mechanism of synergic relations between green steel 
production and the supporting public infrastructure. Once the best solution 

has been identified (eq. 112-114), and the values of S and P have been 
chosen, the values of erenew, frenew, H2bio (eq.122-124), and φ

renew
 (eq. 119) 

are calculated (Figure 58). According to the results obtained (Figures 59 and 
60), it is noteworthy that only in the scenario characterized by 

fgrid=0.04 kgCO2eq/kWh, can the value of φ
renew

 be negative, with biomass 

cultivation being a possible best alternative. 

Once the energy system has been optimally configured, it is possible to size 
the green steel plant. First, based on available market data, the maximum 

availability of recycled steel scrap must be identified (α). The more recycled 
steel scrap that can be used to feed the EAF (i.e., as close as possible to a 
theoretical secondary route), the more the sustainable steel production is 
considered from an environmental point of view. In this way, a valuable 
resource (scrap) can be placed back into the production cycle, avoiding the 
consumption of energy and raw materials associated with the production 
of DRI. Figure 61 shows the trend of total emissions φ

tot
 as a function of 

the α variable in different scenarios. The value of the remaining variables 
(i.e., k,  fCH4, ELEAFSCRAP, ELEAFDRI, ELAUX, fEAFSCRAP, fEAFDRI) has 
been set according to Table 21.  
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Figure 61. Trend of total emissions φ
tot

 as a function of the share of recycled steel scrap 
α in two scenarios characterised by different values of the volumetric share of H2 in the 

DRI reducing gas mixture r. (a) H2 production from biomass gasification and 
fgrid=0.04 kgCO2eq/kWh. (b) Electricity production from wind turbines and 
fgrid=0.04 kgCO2eq/kWh. (c) Electricity production from wind turbines and 
fgrid=0.327 kgCO2eq/kWh. (d) Electricity production from solar panels and 

fgrid=0.327 kgCO2eq/kWh. 
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The scenarios were built up according to the results obtained from the 
preview simulations. Electricity production from wind turbines (Figure 
61b) and biomass cultivation (Figure 61a) were considered in the case of 

fgrid=0.04 kgCO2eq/kWh, and electricity production from wind turbines 

(Figure 61c) or photovoltaic panels (Figure 61d) in the case of 
fgrid=0.327 kgCO2eq/kWh. The trend of φ

tot
 was evaluated in the case of a 

reducing gas consisting of H2 only (r=1) or NG (r=0). As itcan be observed, 
in all cases, φ

tot
 decreases as the value of α increases. For this reason, it is 

advisable to maximize the value of this variable as much as possible 
(consistently with market availability) when sizing the green steel plant. It 
can also be observed that, in the case of national “green” electricity 

production (fgrid=0.04 kgCO2eq/kWh), the value of total emissions is 

significantly lower than in the case of fgrid=0.327 kgCO2eq/kWh. Finally, it 

is noteworthy that, in the scenarios characterized by 

fgrid=0.327 kgCO2eq/kWh, there is a significant gap between the emissions 

in the cases of r=1 and r=0. At α=0 and fgrid=0.327 kgCO2eq/kWh, indeed, 

emissions at r=1 are about 125% higher than at r=0, while at α=0 and 

fgrid=0.04 kgCO2eq/kWh, the difference is about 8%. This highlights the 

relevance of emissions generated by the supply of energy for H2 production 
with respect to the GESS’s total emissions. It is, therefore, possible to 
observe how, in the presence of favourable infrastructural conditions (i.e., 

low value of fgrid), synergies are generated and the production of steel using 

H2 is favored. 

After assigning (endogenous) or deriving (exogenous) values for all 
variables through the illustrated procedure (Figure 58), the objective is to 
identify the value of r that minimizes the total emissions function φ

tot
. It is 

not possible to predict whether the value of this variable should be 

minimized or maximized (as in the case of α, which should be maximized 
in all cases), since increasing r generates the opposite effects in the 
contributions that constitute the total emissions function (Figure 62). 
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Figure 62. H2 demand H2(r), NG demand CH4(r), and direct emissions fDRI(r) from the 
DRI production process as a function of r. Authors’ elaboration of data in [272]. 

As it can be observed from Figure 62, the direct emissions from the DRI 

production plant (fDRI(r)) and the demand of NG for the reducing gas 

(CH4(r)) decrease as r increases, while the demand for H2 (H2(r)) increases. 
It is also possible to observe that the demand for H2 and CH4 reach the 
same value near to r = 0.5 and then the demand for H2 increases more than 
the demand for CH4 decreases. This is because H2 has a lower reducing 
power compared to CH4. To this concern, Figures 63 and 64 show the trend 

of φ
tot

 and its components (i.e., φ
direct

, φ
NG

, φ
grid

, φ
renew

) as functions of the 

r variable. 
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Figure 63. Trend of the total emissions φ
tot

 and its components (φ
direct

, φ
NG

, φ
renew

, φ
grid

) 

as a function of the r variable in different scenarios characterized by 
fgrid=0.04 kgCO2eq/kWh. (a,c) H2 production from biomass gasification. (b,d) Electricity 

production from wind turbines. 
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Figure 64. Trend of the total emissions φ
tot

 and its components (φ
direct

, φ
NG

, φ
renew

, φ
grid

) 

as a function of the r variable in different scenarios characterized by 
fgrid=0.327 kgCO2eq/kWh. (a,c) Electricity production from wind turbines. (b,d) 

Electricity production from photovoltaic panels. 

Also in this case, different scenarios were built up according to the results 
obtained from the preview simulations. Figure 63 shows the results 
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obtained in the case of fgrid=0.04 kgCO2eq/kWh, and Figure 64 shows the 

results obtained in the case of fgrid=0.327 kgCO2eq/kWh. Electricity 

production from wind turbines (Figure 63b,d) and biomass cultivation 

(Figure 63a,c) were considered in the case of fgrid=0.04 kgCO2eq/kWh, and 

electricity production from wind turbines (Figure 64a,c) or photovoltaic 

panels (Figure 64b,d) in the case of fgrid=0.327 kgCO2eq/kWh. As it can be 

observed, the φ
tot

 function decreases in scenarios with 

fgrid=0.04 kgCO2eq/kWh (Figure 63), while it increases in scenarios with 

fgrid=0.327 kgCO2eq/kWh (Figure 64). The values of emissions observed in 

the first case (Figure 63a,b) are significantly lower than those observed in 
the second case (Figure 64a,b). As far as concerns the contributions that 

constitute φ
tot

, it is possible to observe that in all the scenarios considered 

(Figures 63 and 64), φ
direct

 and φ
NG

 decrease as r increases, while φ
grid

 

increases. The most significant difference is observed in the latter 

contribution. In Figure 63c,d, the maximum value of φ
grid

(at r=1) is slightly 

below 100 kgCO2eq/tLS, while in Figure 64c,d, it is higher than 600 

kgCO2eq/tLS. This confirms that the emissions generated by electricity 

consumption for H2 production are significant and that, consequently, 
sustainable energy production from the grid allows for green steel 
production. 

Regarding the numerical simulations carried out to find the optimal value 

of r minimizing the overall emissions from the GESS by varying fgrid, it was 

found that, for any combination of values of the considered variables 
(Figure 65), overall emission function (φ

tot
) does not admit a minimum for 

any r value.  

For specific values of fgrid, indeed, the function has a monotonic trend; if it 

is monotonically increasing, minimum emissions are obtained in the case of 

r=0 (e.g., fgrid=0.22 kgCO2eq/kWh); if it is monotonically decreasing, 

minimum emissions are obtained in the case of r=1 (e.g., 

fgrid=0.1 kgCO2eq/kWh). When the function is not monotonic (e.g., 

fgrid=0.13 kgCO2eq/kWh), it does not show a minimum, which confirms 

that for all fgrid values, minimum emissions are obtained in the cases of r=0 
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or	r=1, and not in intermediate values (0<r<1). From the results obtained 
(Figure 65), it can be observed that the feasibility of installing a H2-powered 

steel plant (r=1) is determined, from an environmental point of view, only 

by the fgrid value, i.e., by the way in which electricity is produced at national 

level. Also in this case, it can be observed that low fgrid values generate 

synergies in the GESS that allow the decrease of φ
tot

 as the share of H2 

produced increases (r). The other variables considered (e.g., α, erenew, P, S, 
etc.) affect emissions in terms of absolute value, but do not influence the 
choice of DRI production mode (r=0 or r=1). At r=0, there is no 
significant difference between the φ

tot
 values recorded at the minimum and 

the maximum fgrid values considered. The situation is completely different 

at r=1, at which there is a very significant difference between the values of 
φ

tot
 at minimum fgrid and maximum fgrid considered. For example, in the 

case of electricity production from wind turbines (Figure 65b), at r=0, there 
is an increase of 13.18% from the φ

tot
 value at fgrid=0.01 kgCO2eq/kWh, 

compared with fgrid=0.327 kgCO2eq/kWh, while at r=1, the increase is 

324.6%. This confirms that electricity consumption for H2 production 
constitutes the most significant share of total emissions and that, therefore, 
it is necessary to assess the feasibility of GESS installation according to the 
reference context. However, the results showed that steel production with 
alternative route (DRI–EAF), regardless of the component of the DRI 

reducing gas (r), is environmentally favourable. At r=0, indeed, there is a 
significant reduction in emissions compared to the BF–BOF route in each 
scenario, which can even become more significant in contexts where it is 
convenient to produce with only H2 (Figure 65). Referring to Figure 65b, it 

can be observed that φ
tot

 values at r=0 are around 400 kgCO2eq/tLS, 

83.34% less than the BF–BOF route, whereas at r=1, the minimum value 

recorded is 171 kgCO2eq/tLS, 90.5% less than the conventional alternative. 

It is noteworthy that even at the worst scenario, i.e., 

fgrid=0.327 kgCO2eq/kWh and r=1, the emissions are 726 kgCO2eq/tLS, 

59.6% less than the primary route, thus proving the effectiveness of the 
DRI–EAF route. 
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Figure 65. Trend of total emissions φ
tot

 as a function of the r variable in different 
scenarios characterized by different fgrid. (a) H2 production from biomass gasification. (b) 
Electricity production from wind turbines. (c) Electricity production from photovoltaic 

panels. 
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From the observation made on the trend of φtot with respect to r (Figure 

65), it was possible to calculate the value of fgrid that makes equal the value 

of φ
tot

 at r=0 and r=1, called fgrid”. This is the maximum value of the grid 

emission factor at which it is environmentally convenient to install a H2-
powered steel plant (r=1). The analytical expression of fgrid” is in equation 

125: 

fgrid”(r)
kgCO2eq

kWh
=

φ
direct

(1)+φ
NG
(1) -(φ

direct
(0)+φ

NG
(0))(Edemand(0)-erenew)-(Edemand(0)-erenew)

 

(125) 

The expression in equation 125 is a function of the variables fCH4 and ELH2. 

As the first variable is exogenous, the trend of fgrid” has been studied as a 

function of the only endogenous variable ELH2 (Figure 66).  

 

Figure 66. Trend of fgrid” as a function of ELH2. 
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As it can be observed in Figure 66, fgrid” decreases as the electrical 

consumption of the electrolyser increases. In the figure, electricity 
consumption of the main electrolyzers’ technologies is shown (vertical 

lines). To this concern, it is therefore possible to observe that for ELH2 
characteristics of the solid oxide electrolyzer (SOEC) technology (4.5 

kWh/Nm3H2 [312]), currently developed on a lab-scale, the maximum 

value of fgrid at which a H2-powered steelmaking plant can be installed 

(fgrid”) is 0.155 kgCO2eq/kWh. For the alkaline and anion exchange 

membrane (AEM) technologies, which have very similar average electricity 

consumption (around 5.7 kWh/Nm3H2 [312]), the value of fgrid” decreases 

to approximately 0.122 kgCO2eq/kWh. Finally, for the proton exchange 

membrane (PEM) technology (commercially available technology), which 

has the highest electricity consumption (6 kWh/Nm3H2 [312]), the value 

of 	 further decreases to about 0.12 kgCO2eq/kWh.  

From the overall results obtained, therefore, it is possible to conclude that 

the installation of a H2-powered steel plant (r=1) is only feasible if 
supported by both technological innovations and supporting infrastructure. 
The choice of an electrolyzer characterized by low energy consumption and 
a national energy mix with a low environmental impact represent favorable 
conditions for the installation of a H2-powered steel plant, thus allowing the 
decarbonization of the steelmaking sector.  

 

3.4 An environmental analytical model to assess 
the decarbonisation potential offered by waste-to-
hydrogen routes to the steelmaking process 

This section discusses the development and application of an 
environmental analytical model to assess the decarbonisation potential 
offered by waste-based H2 production routes to the steelmaking sector. As 
mentioned, the use of H2 currently represents the most promising 
alternative for decarbonising the steelmaking process. However, economic 
and environmental barriers to the implementation of electrolysis on a large 
scale make this route not easily applicable. For this reason, ana analytical 
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model was developed to evaluate how waste-based routes can help and 
accelerate the transition process towards large-scale green steel production. 
To this concern, the developed model allows to assess the decarbonization 
potential of different waste-based H2 production routes with respect to the 
traditional H2-based steelmaking route, i.e., electrolysis based DRI-EAF 
(El-DRI-EAF) route. The considered waste-based H2 routes were MSW 
gasification followed by syngas reforming, MSW incineration to produce 
the electricity required by an electrolyzer, and SBR. A sensitivity analysis 
was also carried out to understand the benefit provided by each waste-based 
H2 alternative in the current energy transition phase. 

 

3.4.1 Development of the analytical model for assessing 
the decarbonisation potential offered by waste-to-

hydrogen routes to the steelmaking process 

The configuration considered for the El-DRI-EAF route is illustrated in 
Figure 67. It is adapted from [313]. 

 

Figure 67. Plant configuration considered for the El-DRI-EAF route. 

As it can be observed, the system consists of three main facilities: an 
electrolyzer for H2 production, a shaft furnace for DRI production, and an 
EAF for LS production. The process starts with the production of H2 by 
water electrolysis. To this end, by supplying electricity, the splitting of water 
molecules into H2 and O2 occurs at an assumed temperature of 70°C [313]. 
The produced H2 is then heated within a condenser thanks to the heat 
recovered by the gases leaving the shaft furnace at a temperature between 
275°C and 400 °C [314]. Through the condenser, it is also possible to 
separate the H2 and water contained in the flue gases from the shaft furnace. 
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The separated water is recirculated to the electrolyzer. The heated H2 is then 
conveyed to the shaft furnace, at the top of which preheated iron ores 
pellets are fed. In the shaft furnace, at an assumed temperature of 800°C, 
endothermic reduction reactions take place between the ores and the 
reducing gas. These solid-state reactions result in DRI with a minimum 
metallization degree of 94% [313]. The DRI is then melted within EAF, 
and LS is produced. 

Figure 68 shows the plant configurations of the waste-based steelmaking 
routes considered. As it can be observed, the routes considered result from 
the combination of three of the WtH2 routes considered with the traditional 
El-DRI-EAF route. To this end, the combination of the gasification-based 
route for H2 production (Figure 68a) and the El-DRI-EAF route is referred 
to as the Gas-DRI-EAF route. The combination of the incineration-based 
route for H2 production (Figure 68b) and the El-DRI-EAF route is referred 
to as the WtE-DRI-EAF route. Finally, the combination of the SBR route 
(Figure 68c) and the El-DRI-EAF route is referred to as the SBR-DRI-EAF 
route. 
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Figure 68. (a) Plant configuration considered for the Gas-DRI-EAF route; (b) Plant 

configuration considered for the WtE-DRI-EAF route; (c) Plant configuration 
considered for the SBR-DRI-EAF route. 

The developed environmental analytical model aims to account for the total 
emissions associated with each steelmaking route. It can be expressed 
according to equation 126. 

φ kgCO2eq
tLS⁄ =φ

steel
+φ

H2
 (126) 

Where φ
steel

 [kgCO2eq
/tLS] are the total emissions associated with the 

operation of the steelmaking facilities, i.e., the DRI shaft furnace and the 

EAF. φ
H2

[kgCO2eq
/tLS] are the total emissions associated with the 

operation of the H2 production facilities, depending on the considered 
route. They are expressed according to equations 127 and 130, respectively. 

φ
steel

kgCO2eq
tLS⁄ =φ

directsteel
+φ

indirectsteel
 (127) 
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Where φ
directsteel

 [kgCO2eq
/tLS] are the direct emissions resulting from DRI 

shaft furnace and EAF operation. They are expressed according to equation 
128. φ

indirectsteel
 [kgCO2eq

/tLS] are the emissions associated with the energy 

consumption of plants. In the case of the analysed steelmaking route, only 
electrical consumption was considered since no NG is used. Indirect 
emissions of the steelmaking plant are expressed according to equation 129. 

φ
directsteel

kgCO2eq
tLS⁄ =

fDRI

k
+fEAF 

(128) 

Where fDRI [kgCO2eq
/tDRI] are the emissions generated by the shaft 

furnace to produce 1 ton of DRI. k [tLS/tDRI] represents the DRI need to 

produce 1 ton of LS. fEAF [kgCO2eq
/tLS] are the EAF direct emissions. 

φ
indirectsteel

kgCO2eq
tLS⁄ =

ELconsDRI

k
+ElconsEAF

∙fgrid 
(129) 

Where ELconsDRI
[kWh/tDRI] and ElconsEAF

[kWh/tLS] are the electrical 

consumptions of the DRI plant and the EAF, respectively. 
fgrid [kgCO2eq

/kWh] is the emission factor of the national electricity grid. 

Also in this case, this variable was chosen as an indicator of the progress of 
the current energy transition.  

φ
H2

kgCO2eq
tLS⁄ =φ

directH2

+φ
indirectH2

-φ
avoidedH2

 (130) 

As it can be observed from equation 130, the total emissions associated 
with the production of H2 were calculated as the sum between direct 

emissions, φ
directH2

[kgCO2eq
/tLS], and indirect emissions, 

φ
indirectH2

[kgCO2eq
/tLS]. Avoided emissions φ

avoidedH2

[kgCO2eq
/tLS] were 

subtracted from this amount. They are expressed according to equations 
131-133.  

φ
directH2

kgCO2eq
tLS⁄ =fH2

∙H2LS
 (131) 



 

 

173 

 

Where fH2
 [kgCO2eq

/Nm3H2] are the direct emissions of the H2 production 

facilities and  H2LS
 [Nm3H2/tLS] is the amount of H2 required to produce 

1 ton of LS. It is noteworthy that, according to the current guidelines, only 
non-biogenic CO2 emissions were considered [222]. 

φ
indirectH2

kgCO2eq
tLS⁄ = 

=(ElconsH2
∙fgrid+NGconsH2

∙fFME∙GWP100)∙H2LS
 

(132) 

Indirect emissions from H2 production were considered as the sum of the 

emissions generated by electricity supply ElconsH2
[kWh/Nm3H2] from the 

national grid and the emissions generated from NG supply, assumed as 

FMEs. Also in this case, FMEs are calculated as a percentage (fFME [%]) of 

the total NG consumption of the process (NGcons [kgNG/Nm3H2]) [232]. 
To assess these emissions' environmental impact, methane's impact factor 
on the Global Warming Potential was considered with a time horizon of 

100 years (GWP100 [kgCO2eq
/kgNG]). 

φ
avoidedH2

kgCO2eq
tLS⁄ =MSWH2

∙fdisp
MSW

∙H2LS
 (133) 

Finally, avoided emissions from H2 production through a waste-based route 
were considered as the emissions avoided from landfilling of the valorised 
waste. To this concern, the amount of MSW needed to produce H2 

MSWH2
[kgMSW/Nm3H2] and the average emissions from the 

decomposition of 1 ton of MSW when landfilled 

fdisp
MSW

 [kgCO2eq
/kgMSW] were considered. 

 

3.4.2 Numerical application of the analytical model for 

assessing the decarbonisation potential offered by waste-

to-hydrogen routes to the steelmaking process 

In Table 22 the data assumed for the numerical application of the developed 
model are illustrated



 174 
Table 22. Data assumed for the environmental analytical model application. 

 fDRI k fEAF ELconsDRI
 ElconsEAF

 fgrid fH2
 H2LS

 ElconsH2
 NGconsH2

 fFME GWP100 MSWH2
 fdisp

MSW
 

El 
DRI 
EAF 

40 

[269] 

1.15 

[313] 

180 

[269] 

100 

[269] 

753 

[313] 

0÷1 

[226] 

- 

453 

[313] 

6 [270] - 

3.5 
[229] 

32 [230] 

- - 

WtE 
DRI 
EAF 

3.9 
[315] 

- 0.07 [41] 4.64 [235] 

0.302 [316] 
Gas 
DRI 
EAF 

0.94 
[315] 0.74 [41] 0.06 [41] 1.09 [235] 

SBR 
DRI 
EAF 

- 0.15 [234] - 4.6 [234] 
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The results obtained from the numerical application of the model are 
reported in Figure 69. The total emissions of the different routes were 
evaluated in two scenarios (SCs) characterized by different energy mixes. 

To this concern, fgrid values of 0.08 kgCO2eq/kWh (SC1) and 0.64 

kgCO2eq/kWh (SC2) were considered. These values were obtained as the 
average of the first and fourth quartiles, respectively, of the data available 
in [226]. They therefore represent the average emission factors of the 25% 
of countries with the best energy mixes and the 25% of countries with the 
worst energy mixes globally. 

 

Figure 69. Results obtained from the application of the model to two scenarios 
characterized by fgrid values of 0.08 kgCO2eq/kWh and 0.64 kgCO2eq/kWh, respectively. 

As far as concerns SC1, the route with the worst environmental 
performance is WtE-DRI-EAF. Although this route offers high avoided 
emissions (i.e., 635 kgCO2eq/tLS), it has total emissions of 1450 
kgCO2eq/tLS. This value is higher than the estimated emissions for the NG-
based DRI-EAF route (i.e., 1.4 tCO2eq/tLS [264]). Therefore, this waste-
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based H2 production route does not support the decarbonization of the 
steelmaking sector. The second highest emissions in SC1 correspond to the 
Gas-DRI-EAF route (i.e., 616 kgCO2eq/tLS,). This value is 57.5% lower 
than WtE-DRI-EAF route. This depends on the reduction of direct 
emissions (i.e., 426 kgCO2eq/tLS vs 1767 kgCO2eq/tLS). In the case of the 
Gas-DRI-EAF route, indeed, a complete combustion reaction does not 
take place, generating a high-value gas stream. In this scenario, the 
traditional El-DRI-EAF route is very promising from an environmental 
point of view. Indeed, the total emissions are about 500 kgCO2eq/tLS, 
65.5% and 64.4% lower than the total emissions of the WtE-DRI-EAF the 
NG-based DRI-EAF routes, respectively. These results confirm that 
renewable-based energy mixes enable the large-scale the implementation of 
water electrolysis. In SC1, the SBR-DRI-EAF route offers the best 
decarbonization potential. Indeed, this route is based on the valorisation of 
organic waste, avoiding non-biogenic carbon emissions. It also exploits the 
biogas produced to provide the necessary heat for the reforming reaction, 
not consuming fossil fuels. In addition, this route offers high avoided 
emissions, i.e., 629 kgCO2eq/tLS. These features make the SBR-DRI-EAF 
route the only one that offers a negative emission balance, i.e., -342 

kgCO2eq/tLS. In SC2, an increase in the value of fgrid, generates a significant 

increase in total emissions in all cases. The main difference from the 
previous case is in the emissions of the El-DRI-EAF route. In SC2, indeed, 
the El-DRI-EAF route offers the worst environmental performance. The 
total emissions are 2492 kgCO2eq/tLS, a higher value than the emissions of 
the BF-BOF route. On the contrary, the Gas-DRI-EAF and SBR-DRI-
EAF routes offer a decarbonization potential even in this scenario. 
Therefore, the results obtained showed that waste-based H2 production is a 
viable alternative for the decarbonization of the steelmaking process and 
that the current energy transition process is the condition for the 
implementation of large-scale electrolysis. To this concern, a sensitivity 
analysis was conducted to investigate the total emission function of each 

steelmaking route with respect to 𝑓 . This variable was chosen as 
representative of the progress of the energy transition. The results obtained 
from the sensitivity analysis are shown in Figure 70.  



 

 

177 

 

 
Figure 70. Results obtained from the sensitivity analysis conducted with respect to the 

fgrid variable. 

As it can be observed, the trends of the functions at the two ends of the 
graph correspond to the results shown in Figure 70. To this concern, for 

fgrid values lower than 0.139 kgCO2eq/kWh, the solution with the best 

environmental performance is the SBR-DRI-EAF route, followed by the 

El-DRI-EAF route and the Gas-DRI-EAF route. For fgrid values higher 

than 0.43 kgCO2eq/kWh, the El-DRI-EAF route results in the worst 
environmental performance, followed by the WtE-DRI-EAF route and the 
Gas-DRI-EAF route. This sensitivity analysis was useful to understand the 
potential of the waste-based routes in the current energy transition phase. 
Indeed, as pointed out, in a scenario of energy production from renewable 
sources, the steelmaking process can have a negative overall emissions 
balance (i.e., adopting the SBR-DRI-EAF route). However, 75% of 

countries currently have an energy mix (i.e., a fgrid value) which makes 

steelmaking unfavorable from an environmental point of view. In this 
scenario, waste-based H2 production routes represent a valuable alternative 

S
C
1

S
C
2
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for decarbonizing the process. Indeed, it is possible to observe how, for 

fgrid values between 0.139 and 0.44 kgCO2eq/kWh, steelmaking process can 

offer negative overall emissions using the SBR-DRI-EAF route. For fgrid 

values higher than 0.44 kgCO2eq/kWh, although no route achieves negative 
total emissions, waste-based H2 routes offer high decarbonization potential, 
compared to both the El-DRI-EAF route and the NG-based DRI-EAF 
route. 
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Conclusions 
 
 
 

The objective of this work was to develop methodologies for evaluating 
and comparing the performance of waste valorisation plants in order to 
understand their potential in the current energy transition.  

To achieve this goal, analytical models were developed that consider, based 
on the material and energy flows exchanged within the systems and with 
the external environment, the negative effects generated from an economic 
and environmental point of view (i.e., GHGs emissions and costs), as well 
as the positive ones (i.e., avoided emissions and profits generated by the 
valorisation of resources). 

In the current context of energy transition, the issue of decarbonisation of 
the steelmaking sector was also explored, through the development of 
analytical models aimed at understanding the cost-effectiveness of investing 
in innovative steelmaking routes, as well as the environmental performance 
of a GESS and the contribution of WtH2 routes to the decarbonisation of 
this sector. 

First, the cost and investment analysis of WtE plants showed that the 
gasification plant is the best option to support the current transition phase 
among the alternatives considered regardless of local municipal 
requirements. Moreover, the conducted analysis showed a strong 
relationship between the carbon price, the electricity price and the 
investment profitability. A strong dependency on carbon price and NPV 
was moreover observed.  

As for the comparison between different waste valorisation alternatives, the 
development and application of the developed environmental analytical 
models allowed to understand how the production of bio-CH4 has a greater 
decarbonisation potential than the production of electricity from AD. 
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Similarly, H2 production is better from an environmental point of view than 
bio-CH4 production. This result is in line with what emerges from the 
analysis of the state of progress of the energy transition. Indeed, H2 
production, which is very useful for the decarbonisation of the energy 
sector, suffers from the problems associated with the large-scale production 
of green H2 and, in this context, the SBR route represents a supportive 
alternative. 

The development and application of the analytical model for comparing 
different WtH2 allowed to observe that WtH2 technologies offer real 
decarbonisation potential, even in scenarios characterised by intermediate 
energy mixes. However, the most interesting results were observed in the 
scenario analysis conducted for 2020 and 2030 scenarios. Indeed, it was 
shown how investment in WtH2 plants can effectively contribute to the 
decarbonisation of the H2 production mix, accelerating the achievement of 
the environmental objectives set at European level. 

As for the steelmaking sector, the analysis of the investment in the NG-
DRI-EAF route allowed to understand its convenience in the presence of 
uncertain market conditions and also in the perspective of an increase in 
the carbon tax. 

The development of an environmental analytical model for the estimation 
of the total emissions from the GEES then allowed to find some very 
relevant aspects regarding the environmental performance of the DRI-
based steelmaking route. Indeed, it was shown that, regardless of the local 
availability of energy from renewable sources, the choice of electrolyser 
type, etc., the environmental convenience of installing an H2-based 
steelmaking route only depend on the national energy mix and, therefore, 
will only be convenient when the energy transition will be accomplished. In 
this regard, the development of the model for the evaluation of the 
decarbonisation potential offered by the WtH2 routes to the steelmaking 
process allowed to assess their effectiveness. WtH2-based steelmaking 
routes demonstrated much lower emissions than the traditional NG-DRI-
EAF route and seemed to be valid until the electrolysis becomes deployable 
on a large scale. 

The developed models proved to be useful in the preliminary understanding 
of the performance of the analysed plants in view of an energy transition. 
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Each of the models developed, however, has limitations mainly related to 
unassessed cost or emission items, as well as the non-consideration of 
operational variables related to the plants considered. Furthermore, it can 
be stated that, in any comparison, it might be useful to include additional 
waste valorisation routes, such as, for example, biological processes for the 
production of H2. 

Future studies will certainly improve the individual models by including the 
currently neglected elements. The most significant development of this 
work, however, lies in the possibility of developing, from the individual 
models, an integrated methodology for evaluating the performance of waste 
valorisation plants. This methodology will allow to assess the performance 
of each alternative analysed in a specific reference contexts. Economic and 
environmental performance indicators could also be developed from the 
models to assess the contribution of each plant considered in view of 
current decarbonisation targets. 
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