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Abstract

The electricity market and power system frameworks are currently being adjusted to
account for both the growing energy consumption and the decarbonization of electrical en-
ergy production. This evolution is required to cope with the tightening constraints of the
power system operation and the further uncertainties introduced by load and renewable en-

ergy sources (RES).

From the network perspective, the development has to consider the load and RES
growth in order to avoid technical limitations. However, increased RES production puts a
strain on system flexibility, due to uncorrelation with load demand trend, and to installation
mostly located on distribution system. This, in turn, causes a change in power flow directions,
resulting in unusual transmission network operating conditions with possible current capacity

saturation and overvoltage issues.

From the market perspective, the production and consumption schedules, ensuring the
minimization of the overall costs as yields of the various market sessions over medium- and
short-time horizon, could be subject to further redispatching actions to tackle RES and load

forecast errors, and to cope with network constraints and contingencies.

Useful methodologies to overcome the aforementioned issues are based on approaches
combining market and network analysis procedures. To these purposes, a complete and de-
tailed concept of the system operation is required from long-term planning to real-time strat-
egies. Therefore, the present doctoral research thesis is concerned with the integrated devel-
opment, from day-ahead schedule to real-time operations, of electricity markets and trans-
mission systems, as well as the long-term network evolution planning. It is specifically illus-
trated how market and steady-state simulations can be used to create various methodological
frameworks to carry out an appropriate analysis, in accordance with the issues under study.
This thesis is divided into six chapters, related to the published or submitted scientific papers

on the treated topic.

The first chapter is the dissertation’s comprehensive introduction. The fundamentals of
modern energy and ancillary service markets as well as of network evolution planning are
described. In particular, methods and models to develop the aforementioned studies are pre-

sented in this chapter, providing a further literature review to pinpoint the respective state-

vi



of-the-art. The second chapter is focused on the IEEE 39-bus system, that is suitably modified
to include solar and wind generation in the traditional generation mix. The third chapter con-
cerns two methodologies for technical and economic benefit evaluation of network develop-
ment projects. The fourth chapter proposes a generation investment analysis in a deregulated
market framework, evaluating the most suitable size and location to maximize the investor
economic profit. In the fifth chapter a practical method for calculating operating reserve re-
quirements considering system uncertainties. Furthermore, a procedure for security con-
strained redispatch optimization problem is proposed. In the last chapter a real case study to
evaluate transmission system operator strategies from the energy to the balancing markets is

proposed in order to evaluate the secure operation of the transmission system.
The developed research addresses the following issues:

e Assessing network evolution planning under load and RES increase, in order to im-
prove the social welfare and to reduce redispatching actions.

e Accurate reserve requirements sizing, to effectively manage ancillary service provi-
sion, fulfilling the network constraints and market mechanisms.

e Considering system operator and market participant viewpoints, to evaluate respec-
tive planning and operation strategies and their interactions.

e Real-case applications, to test the method validity for large-scale system issues.

vii



Sommario

Oggigiorno la struttura dei mercati e dei sistemi elettrici di potenza sono sotto continua
evoluzione per via della crescita dei consumi energetici e del processo di decarbonizzazione
della produzione di energia elettrica. Questa evoluzione ¢ necessaria per far fronte ai vincoli
stringenti nel funzionamento delle reti elettriche e alle ulteriori incertezze introdotte dal ca-

rico e dalle fonti di energia rinnovabile (FER).

Dal punto di vista della rete il suo sviluppo deve considerare la crescita del carico e
delle FER al fine di evitare limitazioni tecniche. Tuttavia, I’aumento di produzione da FER
mette a dura prova la flessibilita del sistema, per 1’indipendenza con 1’andamento della do-
manda di carico, e per via della sua installazione che ¢ prevalentemente localizzata sul si-
stema di distribuzione. Questo, a sua volta, causa un cambiamento delle direzioni dei flussi
di potenza, risultando in condizioni operative inusuali del sistema di trasmissione con possi-

bili problemi di saturazioni delle portate di corrente e di sovratensione.

Dal punto di vista del mercato, i programmi di produzione e consumo, definiti in esito
alle sessioni dei vari mercati che vanno dal medio al breve termine assicurando la minimiz-
zazione di costi complessivi, potrebbero essere soggetti ad ulteriori azioni di ridispaccia-

mento per fronteggiare errori di previsione di carico e FER, vincoli di rete e contingenze.

Per queste ragioni, ¢ necessaria una completa e dettagliata visione del funzionamento
del sistema dalla programmazione a lungo termine fino alle strategie in tempo reale. Pertanto,
la presente tesi di ricerca di dottorato tratta lo sviluppo integrato dalla programmazione del
mercato giorno prima alle operazioni in tempo reale del sistema, cosi come la programma-
zione a lungo termine dello sviluppo del sistema elettrico. In particolare, viene mostrato come
le simulazioni di mercato e quelle di regime permanente della rete possono essere impiegate
per sviluppare diversi contesti metodologici per svolgere specifiche analisi in funzione della
problematica trattata. La tesi in esame ¢ composta da sei capitoli, ognuno dei quali ¢ struttu-
rato sulla base della raccolta delle pubblicazioni scientifiche relativi agli argomenti esami-

nati.

I1 primo capitolo di questa dissertazione fornisce un’introduzione degli argomenti trat-
tati, dove vengono introdotti i concetti fondamentali dei moderni mercati elettrici dell’energia

e dei servizi di dispacciamento e dei piani di sviluppo dei sistemi di potenza. In particolare,
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vengono descritti i metodi ed i modelli implementati per trattare i suddetti studi, fornendo
un’ampia esaminazione della ricerca bibliografica per evidenziare i rispettivi stati dell’arte.
Il secondo capitolo si focalizza sugli studi condotti sulla rete test IEEE 39 nodi, che ¢ stata
opportunamente modificata per introdurre produzione da fonte solare ed eolica nel mix del
parco di generazione. Nel terzo capitolo vengono proposte due metodologie per la valuta-
zione tecnico-economica dei benefici introdotti dallo sviluppo della rete di trasmissione in-
stallando una nuova linea elettrica. Nel quarto capitolo viene proposta un’analisi di investi-
mento della generazione in un sistema elettrico liberalizzato, al fine di individuare la taglia e
il luogo piu idonei che fornisca un guadagno economico all’investitore. Nel quinto capitolo
viene descritta una metodologia pratica per determinare i fabbisogni di energia elettrica sulla
base delle incertezze del sistema. Inoltre, viene proposta una procedura per risolvere un pro-
blema di ottimizzazione di security constrained unit commitment and economic redispatch.
Nell’ultimo capitolo viene trattato un caso studio reale al fine valutare le strategie dell’ope-
ratore del sistema di trasmissione dal mercato dell’energia a quello in tempo reale per garan-

tire il corretto funzionamento del sistema di trasmissione.
La ricerca condotta affronta le seguenti problematiche:

e Valutazione di metodologie tecnico-economiche per valutare la pianificazione dello
sviluppo di rete in condizioni di crescita di carico e FER, per poter migliorare il social
welfare e per ridurre le azioni di ridispacciamento.

e Dimensionamento dei fabbisogni di riserva di energia per gestire efficacemente I’ap-
provvigionamento nel mercato dei servizi di dispacciamento, soddisfano 1 vincoli di
rete e dei meccanismi di mercato.

e La considerazione delle prospettive dell’operatore del sistema e dei partecipanti del
mercato per valutare le rispettive strategie di pianificazione e operazione e le loro
interazioni.

e Applicazioni a casi studio reali, per poter testare la validita del modello per problemi

su sistemi di larga scala.
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Chapter 1. General Context and Background

This first chapter serves as an introduction to the dissertation and provides all of the
necessary background information to understand the following chapters. In this context, the
paragraph 1.1 provides an overview of the different electricity markets’ framework, (i.e.,
energy and ancillary service markets), through the presentation of the Italian market mecha-
nisms. In particular, a focus on active power reserve requirements to be provided for secure
operations of the transmission system is provided. The presented thesis lies on several topics
related to transmission system framework and operation. Thus, concept of transmission and
generation investments as well as the several involved aspects are given in the paragraph 1.2
throughout this dissertation. This paragraph also conveys a description of the optimal invest-

ment evaluation methodologies in the transmission network.

1.1.  An overview on Electricity Markets
The development of electricity markets is based on the premise that electrical energy
can be treated as a commodity. Commodities are defined as “economic goods or services
with no qualitative differentiation across a market”. However, there are significant differ-
ences between electrical energy and other commodities, and these distinctions have a signif-

icant impact on the organization and rules of electricity markets.

The main distinction is that electrical energy is inextricably linked with a physical sys-
tem that operates much faster than any market. Supply and demand must be balanced on a
real-time basis in this physical power system, fulfilling the constraints of the power system’s
elements at the same time. If this balance is not maintained, the system will collapse with
disastrous results. Such a breakdown is intolerable, because it affects not only the trading
system but also an entire region or country, which may be without power for several hours.
In the short run, balancing supply and demand for electrical energy is a process that simply
cannot be left to a relatively slow-moving and unaccountable entity like a simple market. At
the contrary, this balance must be maintained at all costs via a mechanism that does not rely

on a market to select and dispatch resources.

For the aforementioned reason, electricity was not until recently commercialized as a
commodity. Previously, power systems were centralized and managed by state-owned enti-

ties. However, so-called economic liberalization has resulted in the global separation of the

1



various components of electrical power systems, namely generation, consumption and trans-
mission. This liberalization has two goals: on the one hand, to encourage private entity com-
petition in order to reduce energy prices, and on the other, to define several electricity mar-

kets regulated by independent counterparts.

The introduced markets are for energy and ancillary services. Energy markets aim to
trade the greatest proportion of electrical energy through an unmanaged open market, such a
market is unable to maintain the reliability of the power system, in the short-term. The func-
tion of ancillary service markets (ASM) is to match residual load and generation by adjusting
flexible generator production and curtailing the demand of willing consumers, in the real-
time operation. ASM should also be able to respond to major disruptions caused by the un-
expected and sudden disconnect of large generating or consuming units due to unavoidable
technical problems. Furthermore, in recent years, there has been a growing need for flexibil-
ity in power systems as a result of increased exploitation of renewable energy sources (RESs)
and distributed resources, encouraging significant reforms in the electricity market, espe-
cially for the ancillary service ones. The subsections below provide a detailed overview of

the most important features of each spot electricity market based on Italian ones.

1.1.1. Energy Markets

Energy markets are gathered in day-ahead market (DAM) and intraday market (IM) in
which the largest energy volume is treaded, for each hour. These markets are overseen by a
Market Operator, for the Italian case Gestore dei Mercati Energetici (GME) is the named
one, to ensure a competitive and efficient market platform for the exchange of energy. This
authority is also in charge of ensuring the market’s transparency and neutrality. DAM and
IM are hourly economic merit-order market in which selling and buying bids, composed of
price and quantity offered, are ordered according ascending and descending prices, respec-
tively. These sorting progressively led to an equilibrium in which the price clears the market,
that is, the supply is equal to the demand. The obtained equilibrium price is the market clear-
ing price (MCP) and represents the cost of the energy for that specific hour. All the selling

(buying) offers lower (greater) or equal than MCP are accepted, the remaining are rejected.

The goal of DAM is to estimate the programmed power to be supplied and withdrawn
for the day ahead, according to the accepted selling and buying bids, and define the cost of

the electrical energy, for each hour, aiming at maximizing the social welfare. For the IM, it
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is the adjustment of the scheduled DAM program of the required demand and/or generation
availability. After the closure of DAM there is the IM in which are presented new offers in
order to update previous results. This update could be necessary for two reasons: to the
weather prediction, that has a strong influence on both thermal and RES generation, or to

adjust the power output to fulfil the thermal unit constraints.

In the Italian context, as well as in the European one, energy markets have a zonal
organization. According to transmission system operator (TSO) experience, the transmission
system is modelled in macro-zones, the so called “market zones”, in which the cross-bound-
ary lines represent the most critical branches. The power flow of these lines have to be con-
strained in order to avoid unfeasible operating conditions during the real-time physical ex-
change on the transmission system. Usually, the available transfer capacity (ATC) between

two market zones varies according to several factors of technical and economical nature.

NEMO (Named Electricity Market Operator) was established by European market op-
erators in the last decade to perform tasks related to single day-ahead or single intraday mar-
ket coupling. The goal is to manage European countries’ day-ahead and intraday integrated
electricity markets. These markets are known as Single Day-Ahead Coupling (SDAC) and
Single Intraday Coupling (SIDC), respectively, and a zonal market framework is imple-
mented as well. Actually, sixteen market operators, from over twenty countries, agreed to
work on this project to create a fully functional and interconnected European internal energy

market, with the following objectives:

e Security of the energy supplied;
e Increase of the competition among suppliers;
e Affordable energy prices for consumers.

SDAC and SIDC implementation requires strong coordination among NEMOs and
TSOs to merge energy national, or regional, market operations with ancillary service ones.
In particular, NEMOs are in charge of all the necessary tasks to gather the offers from market
participants, run a specific algorithm to match the optimal solution and provide the market

results with all the participants as well as with the other NEMOs of both SDAC and SIDC
[1].
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GME is one of NEMO’s member and the introduction of SIDC in 2020 has brought
radical changes of the Italian electricity markets’ configuration to integrate the project Cross
Border Intraday (XBID) and Complementary Regional Intraday Auctions (CRIDA) [2], [3].
First of all, XBID is the common platform for the operational management of the SIDC ses-
sions with continuous trading' organized and managed by the participating market operators
[4]. XBID project went into operation in 2018 involving NEMOs and TSOs of 12 European
countries with the aim of creating a European intra-day market based on continuous trading
that would allow implicit capacity allocation? according to the logic first come first served
[2]. XBID is composed of three pan-European implicit intraday auctions, that open at hour
15:00 and 22:00 of the day before (D-1) and at hour 10:00 of the day D. At contrary, CRIDA
is a complementary Italian intraday market auction that take’s place of the previous Italian
IM, in which Slovenia and Greece NEMOs are eligible to participate [5]. Therefore, in this
scenario, the Italian IM is presented as a hybrid shape, in which the three European continu-
ous treading auctions of XBID, up to the previous hour of delivery (h-1), interrupted by three
implicit auctions of CRIDA.

1.1.1. Ancillary Service Markets

This market is split into two stages: Ex-Ante (EA) and Real-Time (RT). The counter-
part of this market is the TSO, thus Terna in the Italian case, but, unlike in energy markets,
cleared power in ASM is based on keeping the power balance while meeting generator and
network constraints. Although the EA and RT markets are hourly and quarter-hourly, respec-
tively, economic merit-order markets with a pay-as-bid remuneration, technical constraints
play a significant role in the clearing process. The eligible generators for ASM present sev-
eral upward and downward offers to participate in the various services, such as secondary
reserve, start-up, shut-down, change set-up and other services. Other services, in particular,

is so called because gather tertiary reserve, congestion and balancing services [6].

The primary goal of EA market is to minimize the cost of power plant production based

on forecasted load, fulfilling generation and network constraints and providing reserve

" mechanism of trading based on automatic matching of demand bids with supply offers, with continuous
entry of new bids/offers during the trading sessions.

2 capacity allocation method in which both the transfer capacity and the corresponding energy amount
are allocated at the same time.
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requirements. This is known as security constrained unit commitment (SCUC), or unit com-
mitment and economic dispatch (UCED) optimization problem. The RT market, on the other
hand, aims to minimize the power dispatch costs, of the reserves provided in the previous
stage, in order to maintain power balance against load and RES uncertainties, as well as un-
expected outages of generating units or large loads, while satisfying network and generation
constraints. This problem is defined economic dispatch ED or security constrained ED

(SCED) optimization problem.

A crucial date in the development of ASM optimization is the amount of the reserves
to be provided for each type of service for a secure operating condition. On the most basic
level, security implies that the power system should be maintained in such a way that its
operations can continue indefinitely if external conditions do not change. This means that no
component should be operated outside of its safe operating range. However, considering the
extension and the number of elements in a power system, assuming that external conditions
will not change is very optimistic. For this reason, proper reserves are fundamental to be
defined to allow the power system to remain stable following any disturbances and to be able
to continue operating in this new state long enough to give the operator time to restore the
system to the pre-contingency state. These disturbances are mainly due to load and RES error
prediction from energy market to RT and unexpected outage of power system elements (e.g.,

generating unit or power line).

There are several reserves requirements to cope with specific contingency in relation
to the required delivery time to provide the service. In general, they are known as primary
(PR), secondary (SR) and tertiary reserve (TR) [7]. PR is an instantaneous automatic response
of dispatched generators to overcome any mismatch between generation and load, limiting
frequency surges within a specific range. SR is also known as frequency restoration reserve
because it is used to restore the power balance, bringing the frequency and the generation
production to the pre-contingency condition. TR, in turn, is composed of spinning and re-
placement reserves. If the contingency persists above fifteen minutes, spinning TR is em-
ployed to restore the secondary reserve bandwidth. If the contingency is, for example, a gen-
eration outage, replacement TR is employed to restore spinning TR and to replace the una-

vailable generator.
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Terna is involved in the TERRE (Trans-European Replacement Requirement Ex-
change) project [8], in addition to managing the national EA and RT ASM [6]. TERRE is a
European Balancing Market (EBM) project that allows TSO members to exchange replace-
ment reserves. TERRE’s goal is to create a reserve requirement (RR) platform and an EBM
for market participants. TERRE was started as a pilot project, because of the variety of bal-
ancing markets among ENTSO-E members[9]. However, the Electricity Balancing Guide-
line, which defines the timeline and tasks for exchanging RR in the EBM, was defined in
2017 thanks to TERRE, that is the most developed project. The goal of this market is to
connect an economically efficient market and the timely activation of cleared bids while also
ensuring the financial TSOs’ neutrality [8]. TERRE has been operational since 2020, involv-
ing six TSOs. Currently, the TSOs are developing an algorithm optimization to develop the
EBM by economic merit-order of the offered bids and considering interzonal available trans-
fer capacity among the involved market zones. Since December 2021 TERRE is a half-hour

market, but the goal is to implement a quarter-hour market in January 2025 [10].

1.1.2. Electricity Markets Models

The continuous increase of renewable energy resources (RES) penetration puts an ad-
ditional strain on system operators (SOs) to accomplish the real-time balancing task for their
production uncertainty strictly linked to the weather forecast [11], [12]. The non-fulfilment
of this constraint will result in the collapse of the whole power system functioning with cat-
astrophic consequences. For this reason, power system operation entails the coordination of
multiple generating units used to supply the demand. This coordination necessitates taking
into account various technical aspects of generating units and network behavior [13]. To
achieve this further task, an efficient economic management has to be taken into account in
the coordination of the generation. These techno-economic management problems are called
unit commitment (UC) and economic dispatch (ED) problems. In particular, UC problem
aims at minimizing day-ahead generation commitment costs to supply the required load, en-
suring that technical and security constraints pertaining to the power plants are satisfied [14].
ED problem minimizes the costs of the power output of the committed generators to keep the
power balance, complying with the power network constraints [15]. Due to the sequentiality
as well as the common behavior of the cost minimization considering technical constraints,

the two problems have been combined defining a unique UCED problem, also known as
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Network-Constrained UC (NCUC), Security-Constrained UC (SCUC), or Security-Con-
strained UCED (SCUCED) [16]-[18]. According to ENTSO-E (European Network for
Transmission System Operators for Electricity), the SCUCED is defined as “A mathematical
optimization problem which determines the commitment schedule of generation units and
their level of generation in order to meet demand for every time step of the modelling horizon.
The objective of the problem is to minimize operational cost while satisfying the operational

constraints of the power system” [19].

Energy markets (i.e., DAM and IM) are modelled in two ways: using a mixed-integer
linear programming (MILP) problem to account for UC constraints; or using a simplified
linear programming (LP) problem focusing on the ED perspective. The first model is widely
used in the United States, whereas the second is commonly used in the European framework.
In [20] are explained the main differences between the two approaches. According to IEEE
Standards Terms [21] the ED is defined as “The optimization of the incremental cost of de-
livered power by allocating generating requirements among the on-control units with consid-

eration of such factors as incremental generating costs and incremental transmission losses”.

The most widely accepted objective function for energy markets is the maximization
of market surplus; that is the sum of all producer and consumer surplus [22]. The producer
surplus is the difference between the energy sold at the market clearing price and the energy
bid cost. Similarly, the consumer surplus is the difference between its willingness to pay and
the cost of the purchased energy [23]. The most common formulation of the bids are repre-

sented by piece-wise linear functions of quantity-costs pairs as expressed below:

NZ [NP NS NS NS
PZDJ,S(tI:;l’aX lS(tk) Zl Zl z Z] s(tk) P ]S(tk) Z z le(tk) LS(tk) (1)
z=1]Jj=1s= j=1s=

in which, supposing NZ market zones, each of which has N2 zonal loads and N¢ zonal gen-
erators providing N° bid steps, and cg is and cf_ ;s are, respectively, the purchasing and sell-
ing energy costs of the s-th bid step of the j-th load or i-th generator of the z-th market zone
at the t; time step. In the European framework, the objective function (1) is usually subject
to the zonal balance (2), maximum load (3) and generation bid steps (4), and the interzonal

power flow bound (5), formulated as follows:
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ZZp,s(tk) ZZPZ";S(tkHE =0 vavieo ()

j=1s= i=1s= lenkt
0< PP (ti) SBN™ Vz,Vj Vs,V 3)
0 < PEs(ty) S BT™ Vz,YVi,Vs, Vit (4)
P < PHE(t) S P¥ vz Vig,VIEQf (5)

where Pthle is the power flow of the [-th interconnection line to the z-th market zone, gathered

in the set Qf c NE, PZDJTax and P/ are the load and generation bid steps’ maximum

power, respectively, and finally Pll and PP are the lower and upper power flow bound.
However, the main features of the DAM of the main countries can be found in [24]. Alterna-
tively, supposing an inelastic load demand, the problem is converted into a generation cost

minimization, that is UC or ED problem.

The most recent scientific contributions address UC and ED problems through optimi-
zation-based methods of varying nature and complexity. The UC objective function is fun-
damentally composed of start-up, shut-down, and operating costs. In addition to the power
balance and reserve provision constraints, the generator unit constraints include minimum up
and down time, active power bounds, and ramping limits. Power units’ constraints are related
to their status (on or off) assessed by binary variables [25]. In contrast, ED formulation does
not include binary variables and the objective function only involves minimizing operating
costs, whereas the constraints concern generator power limits, power balance, and active

power bounds of transmission lines [13].

Because of its computational tractability, the MILP approach is the current state-of-
the-art for UC problems [26]. The number of integer variables per generator depends on the
techno-economic aspects embedded in the problem. Since the first works on UC, three binary
variables have been defined to determine start-up and shut-down cleared bids, as well as the
status of the single power unit [27]. However, the succeeding unit commitment research takes
many different paths, mainly focusing on RES integration [28], co-ordination of multi energy

system [29]-[33], system uncertainties [34], as well as network constraints [35], that required
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the employment of evolutionary optimization techniques [36], to handle models with higher

complexity and greater dimension.

A further well-known optimization method for UC problem, exploited in the past dec-
ades, is the Lagrangian relaxation (LR). This technique allows the relaxation of the optimi-
zation problem by decomposing the problem into as many subproblems as the number gen-
erator units in the system and converting the constraints into penalty factors embedded in the
objective function [37]. LR method drawback is the ramping constraint, requiring enlarging
state spaces to solve each subproblem [38]. To overcome this limit, hybrid methods have
been proposed as the LR combined with evolutionary and quadratic programming [39]. or
with particle swarm optimization [40]. However, the accuracy of LR methods have been
considered adequate for industrial application until the introduction of wholesale energy mar-
kets [38].

Priority list (PL) methods, in addition to optimization-based methods, have been used
to solve UC problems. The PL is a heuristic algorithm that entails creating a sorted list of
power units based on economic or technical criteria. As a result, the generators are either
committed or not according to the predefined list and the required load. The primary ad-
vantage of PL methods is that they reduce the size of the problem [41]. and they are simple
to apply and efficient in calculation [35]. On the other hand, because global optimality cannot
be theoretically guaranteed, these algorithms are usually combined with other algorithms to
solve UC problems [42].

California independent system operator (CAISO) defines the UC problem as “the pro-
cess of determining which generating units will be committed to meet demand and provide
ancillary services in the near future” [43]. Let us consider a power system network with N¢
units, for the generic time step tj, in a time horizon composed of N7 time steps, the cost
minimisation objective function is as follows:

min [CO(ty, PC,u) + C5Y(ty, PC, u) + C5P (ty, PC, )]
PS(t), u(ty) (6)
where €2, €5V and €SP are the vectors of the operating, start-up and shut-down costs, re-
spectively, of dimension N¢ and are function of the generator’s cleared power vector (P%)

and operating state (u).
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Operating costs can be expressed as quadratic function of the of the cleared power (Pf)

and operating state (u;) variables of the i-th generator:
CP(ty) = a; u;(ty) + b; PE (t) + ¢; PP (tx)? (7)

in which u; is a binary variable that is 1 when the generator is suppling energy and 0 when it
is shut-down, a; is the no-load or fixed cost and b; and c; are the marginal or variable costs
of the i-th power plant (i = 1, ..., N). Operating costs can be also expressed as cubic [15],

linear [16] or piece-wise linear [44] function of the cleared power.
Start-up costs (SUCs) are exponential function of the time in which the generator unit

is kept turned-off [13]. To linearize this cost, a constant value (c;") is supposed to depend

on the generator status between two consecutive time steps:
GV () = ¢ (wilt) —wi(te = 1)) (8)

therefore, C;'V are taken into account if and only if the generator from off status, at t;-1, has
been cleared. In literature start-up costs have been also modelled as linear function of time

[37] or defining hot, warm and cold start-up cost according to the down time [45].

On the contrary, shut-down cost (c;”) is constant and depends on the generator status

between two consecutive time steps as well:
CPP () = P (wilty — 1) — w; (i) )

hence, C{° is considered if and only if the generator from on status, at tj, has not been
cleared. Further costs can be included in the objective function, as emission penalty [15],

load shedding penalty[16], reserve provision [27] or fuel with operation and maintenance

[46] costs.
The objective function (6) is subject to several constraints to fulfil the security opera-
tion of generating units. The cleared power plants are allowed to supply energy within their

technical limits; therefore, a constraint is necessary to link active power bounds with the

status of each generator:

pic,minui(tk) < PS(t,) < piG'maxui(tk) (10)

where p;™" and p"*** are minimum and maximum power of the i-th power plant, re-

spectively.
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Thermal generators are not able to be shut-down and start-up between two consecutive
time steps, because they need a minimum time to reach thermal regime. Consequently, min-

imum up and down time constraints has to be embedded in the optimization:
(t? —MUT) (wi(t) —wi(ty — D)< 0 (11)
(t? — MDT) (ui(ty) —wi(tx — 1)) = 0 (12)

in which, for each generator i, tY (tP) is the time step number of consecutive activity (inac-

tivity) at time t;-1, whereas MUT; (MDT;) is the minimum up (down) time.

Moreover, dispatchable units’ flexibility is limited; the power output variation through-
out two-time steps is bounded within a maximum ramp variation. Hence, ramp-up (RU;) and
ramp-down (RU;) constraints have to be taken into account to model each generator’s flexi-

bility:
Pf (ti) — P (ty — 1) < RU; w;(t) (13)
Pf(tx = 1) — P (t) < RD; wi(ty) (14)

Finally, power balance between the load demand and the cleared power is required:

Ng
z P (ti) = PP (tx) (15)
i=1

where PP is the total demand load of the considered time step.

The problem (6)—(15) 1s a mixed-integer quadratic programming (MIQP) optimization
model, with one real and one binary decision variable per generator and time step. In order
to convert the model into a MILP, the quadratic expression of the operating costs can be
linearized into linear or piece-wise costs. In literature additional constraints are modelled to
include reserve provision [47], load shedding limits [16], or network constraints considering
active power injections[ 18], DC approximation of the network [48], including N-1 condition
security [49], or modelling the full AC network by linear-programming approximation [26]
or relaxation and decomposition [50]. Although the presented model is suitable to include
solar and wind power generators, deterministic formulation represents a limit in presence of
system uncertainties [34]. To tackle this problem, in literature have been applied three dif-

ferent optimization methods: stochastic[51], robust [33] and distributionally robust [31]. UC
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problems are large-scale, non-convex and MILP, and the review paper [52] shows the various

solvers used to solve UC based on the formulation of the mathematical model.

On the contrary of UC, ED formulations are devoid of integer variables and only opti-
mization-based methods have been applied to cope with these problems. The optimization
methods are classified as classical, metaheuristic, and hybrid algorithms, and they are em-
ployed depending on whether the problem is convex or non-convex, as well as the elements
embedded in the power system [53]. The formers are composed of LR, Newton, linear pro-
gramming, interior point and quadratic programming methods to solve deterministic prob-
lems [54]. However, in an era of climate change caused by greenhouse gas emissions, the
scientific community’s efforts are focused on integrating a high penetration of RES into the
operation of power systems [55]. Given the stochastic nature of solar and wind power pro-
duction, as well as the required load, the use of appropriate optimization methods to integrate
system uncertainties is required. The solution to these problems was discovered in metaheu-
ristic algorithms, which have grown in popularity in the last year due to their ability to deal
with non-linear constraints as well. Finally, hybrid methods are enhancements to metaheu-
ristic optimization algorithms that increase the feasibility of optimal solutions while decreas-
ing computation time [56], [57].

ED problems seek to minimize operating costs of the committed generators, therefore,

considering the set of cleared generators Q°, the objective function (6) becomes:

min C°

p6 (16)
in which € could be express as quadratic function of the active power as well, but no-load
cost is devoid of the status binary variable. Hence, for the i’-th generator (i" =1, ..., N;).,

the cost function is:
2
Cicl) = ai’ + bi’ Pﬁ + Ci, Pﬁ (17)

as for UC problems, operating costs in ED formulation can be expressed as a linear function
of cleared power [58]. The main difference is that in ED problems the optimization is solved
independently between two consecutive time steps, pinpointed by the absence of t; in the
formulation. Although RES costs are zero, because there are no variable costs associated with

fuel consumption, the authors of [59] proposed a novel formulation of solar and wind power
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costs. In addition to generators costs, the objective function can include costs for valve-point

loading [15], load shedding [60], reserves [61], heating [62], or RES curtailment [63].

Consider an ED problem devoid of network model; with this supposition, the genera-

tors are dispatched in order to supply the demand load:

G _ pD
Py =P (18)

i'eq@
within their active power limits:
pp" < P < pp (19)
and the optimization problem (16)—(19) is a QP ED problem neglecting network constraints.

On the contrary, let us consider a system composed of Ng buses, in which QZ, Q5 and
QOB are respectively the sets of the generating unit, load demand and line connected to the b-
thbus (b =1, ..., Ng). A simple method to model lines’ power flow is the exploitation of DC
load flow approximation [64]. As a result, for each bus b, the power flow equation can be

written as follows:
foc =Bbc(0p—6:) Vc€EQ] (20)
where f}, . is the power flow from the bus b to the bus ¢, By, . is the susceptance of the line

b-c, and 8, and 0, are the angle voltage at bus b and c, respectively.

Power system lines are designed to carry a maximum power amount; to avoid over-
heating and premature wear and tear of the component, a constraint must be included in the

optimization problem to limit the power flow within their physical limits:
e S fpe S fe* VeeQf @1)

in which fb"'é"” and f,.** are respectively the minimum and maximum power flow limit to
the line b-c.

The active power balance must be considered at nodal level, because the difference
between the nodal generation and the nodal load must be equal to the power flowing through

the connected lines:
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i'eqB jea cen?
for each bus b =1, ..., Ng; whereas (19) is used to bound generators’ dispatch as well.

The employment of DC load flow approximation allows to keep the linear formulation
of the constraints (19)—(22). Thus, the objective function (16), with quadratic costs(17), and

subject to constraints (19)—(22) remains a QP ED problem.

ED problems has several variants in the formulation of constraints embedded in the
optimization problem. The active power losses in [15] were calculated as a quadratic function
of the power flowing through a branch and linear function of the power injected at each node.
The constraints in a smart grid ED with storage system include spinning reserve and storage
flexibility, as well as load shedding limits, as proposed in [60]. In contrast, additional con-
straints must be included in a UCED problem with ancillary service market to provide reserve
requirements for each service [61]. To ensure the proper operation of both systems in a com-
bined power-heating system, the heating system model constraints must be included as well
[62]. However, given the high penetration of RES in the power system, RES curtailment
limits must be embedded in the problem constraints, in addition to the penalty costs in the

objective function [63].

Although a detailed formulation of the system’s elements will provide a more realistic
optimal solution, the method of solving the optimization problem must be considered. In
literature, ED problems are represented modelled as LP, MILP, QP, or quadratic constrained
QP (QCQP) optimization problems that can be solved using commercial solvers such as
Gurobi or CPLEX. These solvers are simple to implement in a variety of environments, in-
cluding MATLAB [60], Python [49] or C++ [63]. Several libraries have been used in the
literature for UC and ED analysis purpose. According to the review paper [52], the most
commonly used software or programming languages on which they have been developed,
are MATLAB, C++, IBM CPLEX, and FORTRAN. In terms of optimization libraries,
MATLAB has the YALMIP toolbox for optimizing modelling [65], which can model sto-
chastic models as well [30], [60]. C++ and FORTRAN are open-source programming lan-
guages in which several libraries for building and solving optimization problems have been

developed. For the first, there are ROC++ [66], OptimLib [67], Dakota [68], etc., whereas
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[69] contains the list of all the Fortran libraries. The review paper [52] lacks in Python-based
libraries to develop these optimization problems. The most spread in literature are SciPy [70]
and Pyomo [71] able to model and perform UC [47]-[49], [51], [61], [72] and ED [49], [61],
[62], [73] problems. IBM CPLEX Optimization Studio, on the other hand, is a commercial
software designed solely to model and solve optimization problems [74]. Further commercial
software for power system studies developed advanced features for UC and ED problems.
The well-known software PowerFactory, provided by DIgSILENT, developed a toolbox
called “Unit Commitment and Dispatch Optimization” and the authors of [52] and [53] en-
visaged doing a SCUCED by means of this toolbox. On the other hand, the novel software
SAlnt, developed by encoord, is a planning software to model coupled energy networks &
markets [75]. SAlnt has a feature named “Security Constrained Unit Commitment and Eco-
nomic Dispatch” to evaluate coordinate electricity-gas optimization problems [76]-[78].
PowerWorld is another well-known commercial software for power system simulation, de-
spite the previous ones this software is avoided of UC package, and ED problems are solved

based on “Optimal Power Flow” toolboxes [79].

1.1.3. Reserve Requirements Sizing

In a power system with a high penetration of renewable energy sources (RES), the
critical requirement of power balancing during real-time operation is subject to additional
uncertainties that could jeopardize system flexibility. Reserve requirements (RRs) are essen-
tial for ensuring adequate power margins to overcome these uncertainties without endanger-
ing system flexibility. However, achieving a stable and reliable operation of the electrical
power system is only possible if the reserves are sized in relation to the potential contingen-
cies. The methods for calculating RRs can be divided into three broad categories: Determin-
istic methods: RRs are obtained empirically as the maximum cleared power plant [80], as
percentage of the demand load [81] or as percentage of RES production forecast [82]; Prob-
abilistic methods: probabilistic reliability criteria are defined, as loss of load probability
(LOLP) or expected energy not served (EENS) to determine the reserve requirements [83];
Cost-benefit methods: RRs are optimized based on an economic analysis of the costs and the

benefits generated by their provision [84].

As a result, the RRs are determined based on the probability that a contingency will

occur, in order to reach a new stable operating condition. Tertiary reserve requirements
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(TRRs) are made up of multiple reserves and are defined differently around the world. On
the one hand, the North American Electric Reliability Corporation (NERC) defines contin-
gency reserve as the sum of three terms: spinning (SpRR), non-spinning (non-SpRR), and
supplementary RRs On the other hand, the European Network of Transmission System Op-
erators of Electricity (ENTSO-E) defines the TRRs as the sum of the manual frequency res-

toration reserve and the replacement reserve [85].

Considering the impact of RES on system flexibility [86], several scientific works
were developed to size the TRRs in power system with high RES penetration. The majority
of studies is focused only on the SpRR determination [83], [87]-[92], or alternatively, are
aimed to estimate both the SpRR and the non-SpRR [93]-[95]; whereas, further works de-
termine a unique zonal or total TRR [96]-[103]. RES and load uncertainties, as well as the
generator outage probability, are the common parameters to size the RRs. Most of the test
cases employed to determine the reserves are related to solar power plants [88], [90], [91],
[93], [96], [100], [102] and others only account for load uncertainties [87], [89], [98] repre-
senting a limit for several real power system applications. However, novel factors are in-
volved to their sizing, as the interzonal lines stress condition [103], the wind-load correlation
[100], the expected energy supplied by electrical vehicles [92], system generation margin

and injection shift factors [102], or the definition of fast and low load variation [104].

An important aspect of reserve sizing method is the determination of RES and load
forecast errors, and this aspect is faced in literature with different approaches [105]. Devia-
tions are frequently modeled using parametric or non-parametric distributions. Load uncer-
tainty is typically assumed to be a normal distribution with a zero mean [83], [88]-[90],
whereas in the case of net load estimation, Kernel-based probability density functions have
been used to account for the correlation of more uncertainties [99], [106]. Although a Gauss-
ian distribution is assumed to be suitable for wind uncertainty estimation [90], [96], [104],
particularly in the case of a wide power system with wind turbines distributed throughout
[88], other methods such as beta-distribution [93], Wasserstein metric [107], multivariate
time-series [108] or Weibull distribution [109] have been employed. Finally, for the solar
uncertainties Kernel-based probability density functions [94], [99] as well as Gaussian dis-

tribution [110] have been applied.
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Most of these works do not consider the variation of forecast uncertainties since they
focus only on short time horizon or few scenarios, particularly for optimization-based meth-
ods. For instance, the robust optimization proposed by [82] determines the RRs considering
two range intervals of wind forecast error. The authors of [83] developed a multiscenario
risk-based optimization, considering a discretized normal distribution to evaluate a daily re-
serve requirement. The uncertainties in the random day-ahead optimal dispatch of [93] have
been estimated via Kernel density estimation for a day supposing four different wind scenar-
10s. A stochastic optimization problem is employed in [98] in which Ornstein-Uhlenbeck
process is applied to define only load forecast error. Analogously, in [95] scenarios are gen-
erated by ARMA models, supposing normal distribution; subsequently, a technique based on
the Kantorovich distance is applied to reduce the scenario number. Only few papers deal with
variable uncertainties, as the authors of [94] in which dynamic reserve requirements are as-
sessed in relation to three different distributions depending on the expected required load,
and solar and wind penetration. Even the authors of [96] proposed a scenario-based approach
for the system uncertainties based on normal distribution; however, the forecast errors of
wind a load are time-dependent and correlated each other. A multivariate ARMA process is
used in [108] to estimate timeseries of wind and load uncertainties in a stochastic optimiza-
tion problem. Other studies demonstrated the seasonal influence on RRs [111]-[113], as well
as the daily variation [94]. Further works on RRs sizing in relation to the modelled uncer-

tainties are explained in the review paper [114].

1.2.  An Overview on Generation and Transmission
Investment

The importance of generation and network constraints on electricity markets, as well

as how load and RES uncertainties affect the electricity markets, have been discussed previ-
ously. In particular, the necessity to define market zones in order to bound the power flowing
through critical lines for DAM. Furthermore, the European Commission established a mini-
mum renewable energy target of 32% in order to reduce greenhouse gas (GHG) emissions of
55% by 2030 [115]. In addition, the European Environment Agency predicts a 1% annual

increase in energy consumption from 2020 to 2030 [116].

The power system operations are based on reliability, security and adequacy parame-

ters that are all strictly related each other. The term security of a power system has been
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already defined in the previous subsection, whereas in the following the definition of the
other two terms is provided. According to [21] the reliability of a power system “is the prob-
ability that the system will provide electrical power to the final users without failure, within
design parameters, under specific operating conditions, and for a specific period of time”.
On the other hand, according to [117] the adequacy of a power system is “the ability of an
electric power system to supply the aggregate electric power and energy required by the cus-
tomers, under steady-state conditions, with system component ratings not exceeded, bus volt-
ages and system frequency maintained within tolerances, taking into account planned and

unplanned system component outages”.

The penetration increase of RES and the growth of the required load put a strain on
future security, adequacy and reliability of the power system. Therefore, the system topology
must evolve to keep the same level of these parameters during its operations. Studies of
power system development planning aim to analyze the interaction of grid configuration,
generation and demand. Providing demand envisions, the scheduling goal is to deal with
generation evolution (e.g., replacing out-to-date technologies with renewables and innova-
tive ones), combined with demand load trend evolution taking into account economical, re-
liability, continuity and environmental factors. Furthermore, network development analysis
represents a crucial issue due to the analytics intricacy and the big data management. These
reasons have brought the definition of Transmission Evolution Planning (TEP) and Genera-
tion Evolution Planning (GEP) or combined G&TEP. With regard to TEP, the TSOs must
consider the uncertainty of future framework of load demand or renewable generation pene-
tration satisfying technical constraints and ensuring reliability and security, by assessing

branch doubling or new grid assets.

When the electrical system was vertically integrated, the evolution of generation and
transmission was managed by only one entity to obtain the best level of coordination. On the
other hand, after the implementation of the deregulation process in the electricity supply,
generation and transmission investments are evaluated separately [118]. Transmission in-
vestment, in particular, is sustained by the TSO, whereas generation investment is charged
to external investor, and both parties are interested in making a profit in relation to the cost

of the new equipment.
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Generation and transmission investments are costly, and their development should be
undertaken only if technical-economic benefits are provided. As a result, determining the
best solution in terms of generation and network operating conditions necessitates a method-
ical approach. In the following subsections are described the costs associated to transmission
elements and generators power plant, as well as basic concepts related to these topics,
whereas the methodology to develop these studies are presented in the literature review sub-

section.

1.1.  Transmission Investments Theory and Perspectives

Transmission equipment investments can include transmission lines, transformers, or
shunts. Even for elements of the same type, the costs vary depending on the parameters (size,
extension, rated voltage, type of supply), as well as if they are a new installation or a redun-
dancy equipment. However, the costs associated with a new transmission equipment can be
divided into two categories: investment costs and operation and maintenance costs. Users
bear the majority of the investment costs [119], and the investment must provide an economic
benefit to users; otherwise, it would simply represent an increase in energy costs. For in-
stance, the installation of a new line must be well designed in order to solve the existing
problem,; if the size is overestimated, users must pay additional costs for a component that is

not fully utilized.

There are several methods for the investment cost allocation to users which will be
briefly introduced, further information can be found in [118] and [119]. One method is the
Postage Stamp Method, in which users pay a system charge based on the rated power of a
producer’s generating unit or the peak demand of a consumer. The investment allocation may
also be affected by the rated voltage, but in general, it is determined by the network’s average
usage. The Contract Path Method is derived from traditional or vertically integrated utilities,
in which the consumer must pay an additional charge for network usage according to the path
on the transmission system between consumer and producer, specified in the contract. The
MW-mile method is based on power flow simulations to determine the path on the network
due to each transaction. This amount is multiplied by an agreed per-unit cost of the transmis-
sion capacity.

Transmission system elements are very expensive, but their expected life is above 20

years, and the investments are irreversible because it is not economically profitable. Hence,
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the system analyses must take into account current and future operating condition to find
suitable investments. In the European contest National TSOs study the evolution of the sys-
tem up to 2050, setting out a range of possible future scenarios to analyze the potential in-
vestments to assess system security, reliability and adequacy [120]. For the first time, a cou-
pled gas-power network has been developed by ENTSO-E and ENTSO-G in which supply
and demand data of both the systems are collected in order to define a National Trend Sce-
nario for the Ten-Year Network Development Plans (TYNDPs) [121]. This scenario allows
to combine Power-to-Gas (P2G) and Power-to-Liquid (P2L) facilities to evaluate the inter-
actions between the two systems, considering a time horizon up to 2040. Further scenarios
are the Global Ambition and Distributed Energy Scenarios for a full-energy perspective to

reach the 55% GHG emission reduction by 2030 and net zero by 2050.

1.2.  Generation Investment Theory and Perspectives

In a deregulated system, external investors willingness to finance a power plant is
strictly related to the potential profit earns over its lifetime. In other words, the revenue gen-
erated by power plant energy supply should exceed the installation and operating costs. To
achieve this goal, the investor must assess the selling price of the energy. The price is deter-
mined by intrinsic factors of the power plant (technology, fuel, lifetime, and so on) as well

as the participating markets.

Short run marginal costs (SRMC) and long run marginal costs (LRMC) are two types
of costs defined by economists based on the time required to adjust factors influencing pro-
duction. Some factors in SRMC are assumed to be constants, whereas in LRMC the time
period is considered long enough to assume that all factors are adjustable. In the case of
power plants’ SRMC, an adjustable factor is the fuel used to generate electricity, whereas
installation and scheduled maintenance costs are fixed. Therefore, SRMC calculates the en-
ergy cost to participate in a perfectly competitive market in which firms can maximize their
profits by adjusting their power output [122]. On the contrary, for power plant investment,
the selling price of the energy supplied according to LRMC is evaluated. In this step, each
decision represents a variation on final investment cost and the uncertainties affecting the
LRMC estimation represent the financial risk of the power plant investment. Hence, the as-
sessment of a power plant’s profitability is inherently accompanied by risks since it is a long-

term investment involving a large number of assumptions about the future, such as fuel
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prices, demand, development of new plant technologies, and installation of new power plants
by competitors. One example is the current conflict between Ukraine and Russia, which re-
sulted in a massive increase in coal, oil, and gas prices throughout Europe as well as energy

prices in only two weeks [123].

The investment in new power plants depends on demand growth, generation decom-
mission and new power plant technologies development. If demand for electricity rises with-
out a corresponding increase in generation capacity, or if available capacity drops due to
decommissioned generating units, the market price for electrical energy will rise. This price
increase will incentivize power companies to invest in new plants. Moreover, once a power
plant is operational, its designed lifetime becomes a theoretical reference point from which
the actual lifetime can deviate significantly. Market conditions may indeed change to the
point where the plant’s revenues no longer cover its operating costs, and the plant must be
retired unless there are compelling reasons to believe that market conditions will improve. In
particular, if a dispatchable generator is installed, it could participate in ASM to increase its
profit. To avoid a lack of generality in this discussion, it is assumed in the following that the

installed generator will only participate in energy markets.

To incentivize power plant investments, TSO can provide economic prizes offering the
capacity of the power plants to energy and ancillary service markets. This incentive market
is known as Capacity Market and is applied by several TSO in Europe [124]. It is a long-
term (months or years) economic merit-order market in which the TSO forecasts the demand
load, and the power plant owner presents their offers considering the minimum selling price.
This system allows to evaluate the evolution of energy price, as well as the adequacy of the

installed capacity.

1.3. Transmission and Generation Investments Methodologies

TEP mathematical optimization methods can be grouped in two main categories: pro-
gramming-based and heuristic optimizations. Linear programming (LP) [125]-[129], MILP
[130]-[135], robust optimization (RO) [136]-[139] or games theory [140] are the spread
methods of the first group. On the contrary, heuristics can include K-medoids [141], Gbest-
Guided Artificial Bee Colony [142], Particle Swarm Optimization [143], [144], multi-criteria

decision making and differential evolution [145] social spider algorithm [146], evolutionary
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algorithms [147], semi-definitive programming and branch and bound [148], symbiotic or-

ganism algorithm [149], or combined search space reducer and bat-inspired algorithm [150].

As regards objective functions, in TEP new transmission line investment costs are usu-
ally considered, but additional operating costs or penalties could be included, such as gener-
ation operating costs [128], [137], [142], [143], matched with unserved energy costs as in
[127], [138],[139], [141], [150], or with load shedding as in [129], [132], [133]. Other works
consider loss-of-load probability and load curtailment costs [131], renewable curtailment
costs [126], load shedding and renewable curtailment costs [ 134], losses penalty factor [148],
or operational costs, generation curtailment and load shedding costs [135]. Few works ne-
glect generation operating costs in objective function but embed new factors as in [144]
where weighted vulnerability factors are introduced to optimize the system security, or in
[145] whose purpose is to avoid congestions by means of a penalty factor. A novel case of
investment costs omission is evaluated in [125], rather the focus is on the generation costs
including fuel, O&M and CO2 costs. In multi-level TEP optimization the investment costs
are considered in the last level. Detailed market aspects are modeled in [ 140] where the first-
level optimization pursues generation costs minimization and consumer surplus maximiza-
tion, the second-level aims at maximizing zonal generation and consumer surpluses and con-
gestion rent earned by the TSO, while the third-level goal is to minimize investment costs
and maximize global generation and consumer surpluses. The authors of [136] minimize the

generation and load shedding costs in the level-1, and investment costs in level-II.

A crucial perspective in the TEP optimization constraints is the network model. The
most employed formulation is the DC load flow (LF), [135]-[144], [139]-[141], [145], [146],
[149], in few papers the losses have been embedded by means of quadratic expression in the
DC formulation [147], [150]. Nevertheless, other approaches exploit power transfer distribu-
tion factors (PTDFs) [125], [126], shifting factors [129], [144], economic dispatch [138] or
power balance [147] but all the approaches omit the behavior of losses. AC LF formulation
is adopted in [143] and [148]: the first one compares the AC optimal power flow (OPF) model
with DC-TEP formulation considering piecewise linear losses, while the second represents
the losses as difference between generation and load. As reported above, the TEP optimiza-
tion methods focus on economic terms, with simplified network models to reduce formula-

tion complexity and reduce computational cost. However, as demonstrated in [143] the AC
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OPF solution requires higher capacity installation and lower operating costs compared to the
DC-TEP ones. Besides, [151] investigates the influence of losses model in the TEP solution,
underlining the variation in investment costs proving that in large-scale systems the losses

have a relevant impact.

A separate set of approaches, guided by TSO applications, involve solution techniques
of TEP problem different from optimization. The combination of DC-OPF and cost-benefit
analysis (CBA) is the common framework employed to evaluate the candidate project selec-
tion. The CBA is conducted by means of: wind spillage and production costs indices [152];
the comparison with and without weighted environmental aspects indices [153]; present-
value, welfare, investment costs indices [154]; investment costs, congestion costs and risk
costs minima [155]; reliability indices and investment, operational and risk costs minima. In
[156] ENTSO-E CBA is evaluated through a software called SCANNER. In [157] electrical
market with Multi-Area Power-Market Simulator software is considered, with detailed model
of intermittent and hydro generation, comparing results by CBA based on investment costs,
transmission and generation capacity. A flow-based optimization market capacity is pro-
posed in [158] exploiting PTDFs and remaining available margins (RAMs) through the cor-
ridors. Moreover, phase shifter transformers (PSTs) are connected over cross-zonal branch

to adjust RAMs by means of an optimization.

Nowadays a worldwide green energy generation and consumption transition is devel-
oping and TSOs are organizing a long-term TEP forecasting renewable generation and de-
mand growth. In the field of scientific research this issue is tackled by multi-scenario [125],
[130], [132], [138], [141], [143], [153], [156], [157], scenario clustering [131], [134], [135]
or multi-year approach [127], [136], [137], [139], [154], [155]. In the first, framework gen-
eration and load are uncorrelated, in the second the gathering of scenarios is related to cost
minima, while in the last the increases are correlated and predefined. The considered network

uncertainties are mainly represented by intermittent renewable generation and load demand.

Simulation time reduction also depends on the number of candidate projects to evalu-
ate, and an established technical analysis is helpful to reduce the set dimension embedding
the ones with higher benefits. For this purpose, in [125] the set is determined according to
RES penetration, in [127] a relaxed version of the TEP problem is solved to quantify the

investment pool with most benefits. Moreover, in [128] following the load flow results, the
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reinforcement for congested corridors is considered and locational marginal price advantages
for new line addition, in [138] a method based on long- and short-terms network uncertainties
is developed to pinpoint the candidate investments, and in [141] different typology of candi-
date projects are determined according to the potential benefits introduced. For candidate
selection, in [147] a load and an angle performance index is defined, in [149] a search space
reducer algorithm is solved, in [152] cost-benefit incremental relationship and sensitivity
factor of branch capacity and admittance are evaluated, in [153] the probability of branch
overload is considered. Further methods, applications, and evaluations are reported in the

review papers [159], [160].

There are few papers that include N-k security criteria in TEP assessment. In particular,
optimization problems are faced including N-1 security constraint in the formulation [147],
[158]. The authors of [128], [161], [162] evaluate an N-k security in the second stage of the
procedure in order to define the set of candidate projects and/or to obtain optimal solution,

whereas in [155] a risk index is defined including the line outage probability.

From literature analysis, the formulation of a TEP problem has several facets that are
hardly caught in the presence of a real-size network, where CBA of single development pro-
jects is usually carried out [163], [164]. Moreover, different implications of the development
projects should be assessed in the form of scenario analysis. In order to perform useful com-
parison among different projects by accounting non-commensurable quantities, multi-criteria
analysis can be adopted, with particular reference to Analytic Hierarchy Process (AHP) due
to high flexibility and applicability [165], [166]. This technique has found application in
power system problems such as Generation expansion planning, in a multi-objective model
with detailed network representation in [167] and encompassing financial, technical, envi-
ronmental and social aspects in [168], or distribution system planning [169]. However, TEP
problems represent a field of application of AHP for multi-criteria analysis. In particular,
application of test network involve IEEE 24-bus test system in [170], where a multi-objective
optimization involving congestion cost, investment cost, probabilistic reliability, anti-com-
petition and anti-flexibility indices allows to obtain the Pareto front and it is supported by
AHP and TOPSIS to determine the best solution, in [171], exploiting a two-stage TEP algo-
rithm where cost minimization results are analyzed with AHP considering congestion cost,

consumer cost, power losses and voltage deviations, and in [145], where dynamic evolution
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technique is underpinned by AHP for ranking the best compromise solution. Moreover, in
[172] indices of economy, safety, flexibility and vulnerability are taken as criteria of fuzzified
AHP method with different comprehensive weights for IEEE 6-bus network with different
planning schemes, whereas in [173] location marginal prices from AC load flow in IEEE 9-
bus system are used for individuating candidates combined with AHP. As regards real net-
work applications, in [174] a combination of AHP and entropy weight is adopted to evaluate
three candidate projects by means of indices of safety (including N-1 and N-2 security ones)
and reliability, economy and efficiency, coordination and flexibility, social aspects and risk
control. Whereas in [175] a Brazilian network is analyzed considering AHP for probabilistic,
strategic, financial, externalities and enterprise risk, and in [176] Paraguay transmission sys-
tem expansions are analyzed with AHP considering operation and inversion cost, power
losses, line length and project financing. It can be noted that the analysis of AHP in TEP has
seldom accounted for evolution scenarios of load and renewables, and methods are focused

on network with limited extension.

GEP’s methodological framework state-of-the-art can be identified in four key catego-
ries: risk-based, integrated approach, market-based and multi-disciplinary aspects [177]. Alt-
hough risk is evident in all decisions, including the GEP problem, risk consideration in the
GEP has been facilitated rapidly since the late 1960s, owing primarily to energy crises that
caused stagnation in all economic sectors, increased consciousness of environmental con-
cerns, and the liberalization of electricity markets. Infrastructure networks for natural gas and
electricity are critical to the global economy and quality of life. The retirement of aging coal
power plants as the world transitions to a low-carbon economy and the flexibility provided
by fast-ramping natural gas-fired power units to back up increasing amounts of intermittent
renewable energy sources have all contributed to the power sector’s continued use of natural
gas [178]. As renewables’ share in the power mix grows, so do the requirements for short-
term flexibility, because electricity generation from renewable energy sources, like wind and
solar, is characterized by variability and uncertainty. The output of these variable renewable
energy sources is highly dependent on meteorological conditions, fluctuating quickly and in
response to changes in wind speed or solar irradiation. As a result, it necessitates more flex-
ibility in pinpointing models and approaches to address the problem of GEP with generating

unit constraints. Policy issues are crucial in determining market structure and design, and
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thus in implementing long-term power investment opportunities and determining the power
mix, offering the flexibility that is critical as the share of intermittent renewable energy
sources such as wind and solar PV keeps increasing. GEP problems are proposed and studies,
as thoroughly reviewed in [177], [179], [180], usually having a centralized viewpoint, typical
of vertically-integrated electricity industry, where transmission expansion planning could be
analyzed along. However, the combined G&TEP is mainly modelled, as mono- or multi-level
programming-based optimization methods to minimize costs, and it is formulated as MILP
[181]-[184], Mixed Integer Nonlinear Programming (MINP) [185] or Robust Optimization
[186]. Generation and transmission investment costs are the essential terms present in the
objective function for all the approaches [181]-[186] whereas additional aspects involve op-

erating costs, expected energy not served (EENS), losses cost, load shedding costs.

The analysis of generation company (GenCo) viewpoint in generation expansion plans
is analyzed in different ways in literature. In liberalized market framework, the centralized
approaches could depict an optimized and efficient evolution (command-and-control ap-
proach), although studies should be devoted to the analysis of generation investors with a
market-based approach framework assuming the goal of profit maximization [187], [188]. In
particular, a multi-agent competitive environment is proposed in [189] considering reserve
and revenue adequacy, whereas the interaction of GenCo with the policy maker is analyzed
in [190] considering the presence of contracts for difference. The presence of a set of candi-
date projects is accounted in [191] using a technical selection based on loss of load and an
economic competition based on levelized total cost, whereas in [192] stochastic profit eval-
uation is provided in a system-level procedure with a price-based approach, and in [187]
factors of uncertainties are analyzed. Another stochastic investment approach is proposed in
[193] applying an option-game-based method and considering the carbon-fired power plant
marginal costs as uncertainty, as well as the required load, in a future perspective. A statistical
model, so-called emulator, is employed by the authors of [194] to quantify the uncertainties
in wholesale electricity prices in generation investment analysis. Investment planning is dealt
with in [195] in the presence of market and network structure, whereas in [196] strategic bids
for new investments are considered in scenario framework, and in [197] the influence of
reserve provision and demand response on investment plans is investigated. Strategic invest-

ment strategies are developed in [198] considering both risk-aversion and strategic behavior
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in a bi-level optimization problem. Nuclear power generation investment is envisaged doing
in [199] based on real option theory. On the contrary, the GEP evaluated in [200] has been
taken into account in different competitive market design criterion. In [201] strategic behav-
ior of the investor is represented by a bilevel model that takes into account market clearing,
investment decision and production schedule. These problems as for the TEP, either in test
systems or in real networks, can be modeled with a static approach, analyzing a single oper-
ation mode, or with a dynamic (multi-stage) planning including different points in time over
the planning horizon [188]. In each case, the operation could be evaluated in the presence of
representative operating conditions, considering continuity and peaking as well [202]-[204],
considering a full yearly analysis [197], [205], or considering a stochastic scenario generation

[199].

1.3. Contributions of the Work

This PhD dissertation copes with the actual issues on transmission system operation
and planning considering both system operators and market operators perspectives. Its main
objective is to assess potential solutions for increasing system operation efficiency according
to market and steady-state approaches from long- to short-time horizon. In this context, sev-
eral approaches are developed with the aim to capture the impact of RES penetration increase
in real-time operation, day-ahead generation and consumption schedules, transmission evo-
lution planning and generation investment analyses. In order to represent interactions among

various topics, the following features are presented throughout the thesis:

e A deep literature review is provided, to better understand the actual state-of-the-art
of the methodologies applied to handle the treated topics.

e The definition of a modified version of the IEEE 39-bus system, for the lacking a
suitable dataset to validate novel methods in several network conditions with a one-
year dataset of loads and RES; the traditional generators are replaced by solar, wind
and several thermal power plant technologies, whereas the loads are commercial with
three different behaviours.

e The development of two cost-benefit TEP analyses dealing with technical and eco-
nomic benefits in a full AC network representation involving electricity market and

load flow simulations; the first consists in a flow-based methodology in which linear
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sensitivity factors are exploited to evaluate the redispatching costs and benefits in the
evolution scenario; the second proposes performance analysis of a portfolio of net-
work development projects, in order to evaluate the subset of projects towards which
the TSO should focus its efforts according to positive implications on different tech-
nical aspects and limited economic effort.

The presentation of a methodology for generation investment analysis to determine
the most suitable size and location of generation initiatives in an existing zonal mar-
ket. The method provides static evaluation over a full operation year along with in-
vestment profitability analysis, and it is applied to the real test case of Sicily.

The exploitation of a seasonal classification method, allowing to draw out the influ-
ence on RRs estimation of system operation factors, such as RES production and load
demand. The RRs estimations are supported by a real reference system exploitation
to assess their suitability. The adequacy and feasibility of the estimated RRs is eval-
uated throughout the year by means of operating conditions grouping in appropriate
specific classes.

The definition of an ASM model by a security constrained unit commitment and eco-
nomic redispatch (SCUCER) optimization problem in which the units are redis-
patched to fulfil network, bidding and generation constraints as well as the secondary
reserve provision.

The development of a methodological framework to elaborate the Italian zonal mar-
ket results and to be converted into nodal load and generation data, to carry out AC
load flow routines, analyzing the ASM actions to ensure the security of the system

operation.

1.4.  List of publications

The list of the scientific papers published, accepted or submitted during the Ph.D. pro-

gram is reported in the following:

3

M. Dicorato, G. Tricarico, F. Marasciuolo, G. Forte and M. Trovato, ‘“Performance analysis
of EV stations optimal operation in DC microgrid configurations,” 2020 IEEE International
Conference on Environment and Electrical Engineering and 2020 IEEE Industrial and Com-

mercial Power Systems Europe (EEEIC / I&CPS Europe), Madrid, Spain, 09-12/06/2020,
pp. 1-6.

28



{2}

{33

14}

{5}

{6}

75

18}

195

{10}

{113

M. Dicorato, G. Tricarico, M. Trovato, G. Forte and M. Bronzini, “Techno-Economic Benefit
of Network Developments: a Flow-Based Evaluation,” 2020 55th International Universities
Power Engineering Conference (UPEC), Torino, Italy, 01-04/09/2020, pp. 1-6.

D. Calabrese, G. Tricarico, E. Brescia, G. L. Cascella, V. G. Monopoli, F. Cupertino, “Vari-
able Structure Control of a Small Ducted Wind Turbine in the Whole Wind Speed Range
Using a Luenberger Observer,” Energies, 2020; 13(18):4647.

M. Dicorato, G. Tricarico, G. Forte, F. Marasciuolo, “Technical Indicators for the Compari-
son of Power Network Develop-ment in Scenario Evaluations,” Energies, 2021; 14(14):4179.
G. Tricarico R. Wagle, L. S. Azuara-Grande, F. Gonzalez-Longatt, M. Dicorato, G. Forte, J.
L. Rueda, “Security Constrained Unit Commitment and Economic Dispatch by AC Sensitiv-
ity Factors,” 2022 IEEE Biennial Congress of Argentina (AR-GENCON), 7-9/09/2022 San
Juan, Argentina, pp. 1-5.

L. S. Azuara-Grande, F. Gonzalez-Longatt, G. Tricarico, R. Wagle, S. Arnaltes and R.
Granizo, “Real-Time Implementation of Two Grid-Forming Power Converter Controls to
Emulate Synchronous Generators,” 2022 IEEE Biennial Congress of Ar-gentina (ARGEN-
CON), 7-9/09/2022 San Juan, Argentina, pp. 1-6.

G. Tricarico, M. Dicorato, G. Forte and F. Gonzalez-Longatt, “Contributions to Tertiary Re-
serve Requirements under Oper-ating Conditions and Uncertainties,” 2022 18th International
Conference on the European Energy Market (EEM), Ljubljana, Slovenia, 13-15/09/2022, pp.
1-6.

G. Tricarico, M. Martucci, G. Forte, M. Dicorato and F. Gonzalez-Longatt, “Market-driven
sizing and siting of generation in-vestment,” 2022 AEIT International Annual Conference
(AEIT), 03-03/10/2022, pp. 1-6.

G. Tricarico, L. S. Azuara-Grande, R. Wagle, F. Gonzalez-Longatt; M. Dicorato, G. Forte; J.
L. Rueda, “Security Constrained Unit Commitment and Economic Dispatch applied to the
Modified IEEE 39-bus system Case,” IECON 2022 — 48th Annual Conference of the IEEE
Industrial Electronics Society, Brussels, Belgium, 17-20/10/2022, pp. 1-5.

R. Wagle, G. Tricarico, P. Sharma, C. Sharma, J. L. Rueda and F. Gonzalez-Lonzatt, “Cyber-
Physical Co-Simulation Testbed for Real-Time Reactive Power Control in Smart Distribution
Network,” 2022 IEEE PES Innovative Smart Grid Technolo-gies - Asia (ISGT Asia), Singa-
pore, Singapore, 01-05/11/2022, pp. 11-15.

G. Tricarico, R. Wagle, M. Dicorato, G. Forte, F. Gonzalez-Longatt and J. L. Rueda, “Zonal
Day-Ahead Energy Market: A Modified Version of the IEEE 39-bus Test System,” 2022

29



{12}

{13}

{14}

{15}

{16}

17}

{18}

{19}

{20}

IEEE PES Innovative Smart Grid Technologies - Asia (ISGT Asia), Singapore, Singapore,
01-05/11/2022, pp. 86-90.

R. Wagle, G. Tricarico, P. Sharma, C. Sharma, J.L. Rueda and F. Gonzalez-Longattt “A
Testbed for Modelling Active Distri-bution System Using Cyber-Physical Co-Simulation,”
NPSC 2022 — 22th National Power Systems Conference, Delhi, India, 17-19/12/2022, pp. 1-
5.

F. Marasciuolo, M. Dicorato, G. Tricarico, P. Montegiglio, G. Forte and M. Trovato, “The
Influence of EV Usage Scenarios on DC Microgrid Techno-Economic Operation,” in [EEE
Transactions on Industry Applications, vol. 58, no. 3, 2022, pp. 3957-3966.

G. Tricarico, R. Wagle, M. Dicorato, G. Forte, F. Gonzalez-Longatt and J. L. Rueda, “A
Modified Version of the IEEE 39-bus Test System for the Day-Ahead Market,” accepted
paper to 2023 IEEE PES Innovative Smart Grid Technologies - Middle East (ISGT ME)
conference, Abu Dhabi, United Arab Emirates, 12-15/03/2023.

R. Wagle, G. Tricarico, P. Sharma, C. Sharma, J. L. Rueda and F. Gonzalez-Lonzatt, “Expe-
riences in a Cyber-Physical Co-Simulation Testbed Development for a Smarter Distribution
Network,” accepted paper to 2023 IEEE PES Innovative Smart Grid Technologies - Middle
East (ISGT ME) conference, Abu Dhabi, United Arab Emirates, 12-15/03/2023.

G. Tricarico, G. Forte, M. Dicorato, F. Gonzalez-Longatt, “Scenario Clustering and Statisti-

2

cal Estimation of Operating Reserve Requirements,” submitted to IEEE Transactions on
Power Systems the 31/01/2023.

L. N. Hai Pham, R. Wagle, G. Tricarico, F. Gonzalez-Longatt, “Optimum Coordination of
Non-directional Overcurrent Protection for CIGRE European Medium Voltage Benchmark
Distribution Network,” submitted to 2023 IEEE Statistical Signal Processing Workshop (SSP
2023) conference, 02-05/07/2023, Hanoi, Vietnam.

J. Castro Martinez, F. Gonzalez-Longatt, J.L. Rodriguez Amenedo, G. Tricarico, “ Cyber-
physical Framework for System Frequency Response using Real-time simulation Phasor
Measurement Unit based on ANSI C37.118,”, accepted paper to the 2023 IEEE Power &
Energy Society General Meeting (GM), Orlando, Florida, 16-20/07/2023.

G. Tricarico, R. Wagle, J. Castro Martinez, F. Gonzalez-Longatt, M. Dicorato, G. Forte, J. L.
Rueda, “A Co-simulation based Optimisation Solution for Smart Converter Reactive Power
Control in Active Distribution Grids,” submitted to EEEIC 2023: International Conference
on Environment and Electrical Engineering 2023, 06-09/06/2023, Madrid, Spain.

G. Tricarico, G. Forte, M. Dicorato, F. Gonzalez-Longatt, “A Time-series Hosting Capacity

Assessment of the Maximum Distributed Energy Resource Production,” submitted to EEEIC

30



2023: International Conference on Environment and Electrical Engineering 2023, 06-

09/06/2023, Madrid, Spain.
In addition, two further papers are going to be published in the next months:

{21} R. Cometa, G. Tricarico, G. Forte, M. Dicorato, F. Gonzalez-Longatt, “A MILP approach to
solve Security Constrained Unit Commitment and Economic Redispatch,” to be submitted to
IEEE Transactions on Energy Markets, Policy and Regulation.

{22} G. Tricarico, L. N. Hai Pham, F. Gonzalez-Longatt, “Differences an Understandings on Unit
Commitment and Economic Dispatch Problems,” to be submitted to [EEE Transactions on

Education.



Chapter 2. A Modified Version of IEEE 39-Bus
Test System

The traditional IEEE test systems were developed several decades ago and represent a
fundamental tool to validate research in the power system field because they provide standard
public data. However, the progressive penetration increase of RES requires a network updat-
ing to cope with the current power system issues. Therefore, in this chapter a modified ver-
sion of the IEEE 39-bus system is proposed, for the lacking a suitable dataset to validate
novel methods in several network conditions (primarily related to electricity markets) for
small test system. It includes a one-year dataset of loads, and traditional generators of the
original IEEE 39-bus system [206] are replaced by solar, wind and several thermal power
plant technologies. To evaluate the feasibility of the proposed version of the IEEE 39-bus
system, techno-economic steady-state simulations is developed. For economic purpose, ther-
mal power plant marginal costs are defined, per each technology, to determine the merit order
in ZDAM solving. In contrast, solar production and load profile are defined according to the
geographical location of the IEEE 39-bus system busbars and the features embedded in DIg-
SILENT PowerFactory software. Finally, technical simulations are carried out, by means of
AC load flow routines, in which the network operating conditions are assessed considering
the dispatched power provided by the ZDAM solution over the year. The results shown that
the proposed modified version of IEEE 39-bus test system has been suitably designed. In a
second stage, the dispatched power of the generators, obtained from the ZDAM, is exploited
to solve a security constrained unit commitment and economic dispatch (SCUCED) optimi-
zation problem in which the goal is to minimize the redispatching, operating, and start-up
costs considering generation and network constraints. In this stage, an AC load flow is carried
out to evaluate the overall operating condition of the system. The network constraints are
included in the optimization problem by means of linearized sensitivity factors to consider
both active and reactive power network model, as well as the network losses. The simulation
is carried out on the yearly peak load day of the modified version of the IEEE 39-bus test

system, showing the effectiveness of the proposed method.
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2.1. Market and Steady-State Analysis Methodology

The modified version of the IEEE 39-bus network has been developed to suit a two-
fold analysis concerning the energy market and steady-state studies in N and N-1 topology

conditions, explained in the following sub-sections.

2.1.1. Day-Ahead Energy Market Model

Consider an electric power system with N¢ generation units, installed inside a total of
NZ bidding zones inside the market, with N! interzonal connections represented by transmis-
sion lines, where generators as dispatched to provide N° step bids. The day-ahead market is
assumed to be evaluated over a specified time horizon which is discretized into N7 time steps
(typically 1-hour resolution over a 24-hour horizon). For each time step, t;, (k =1, 2, ...,
NT), the optimization problem of the zonal day-ahead energy market is solved. In this work,
a merit order analysis defines the dispatch priority of each generation unit (/ =1, ..., N¢)
considering piecewise linear generation costs; and the load demand is assumed to be inelastic.
With these suppositions, the ZDAM problem is formulated as an optimization problem,
where the objective function is designed to minimize the total cost of generation (CT) at one
specific time period (t;):

in [CT(ty, P9)]
Pan(lgc y (23)

where the total active power dispatched at the moment ¢, is:

PS(ty) = [PE(ty), ) PE(t), o PR (8] (24)
and the total cost of generation at the moment # is:
Ng Ng
CT(ty, PE) = Z z Ci,sPi(,;s(tk) (25)
i=1s=1

in which Pi,GS(tk) represents the cleared active power of the s-th step of the i-th gener-
ator at the moment t;, and ¢; ; is the marginal cost of the s-th step of the i-th generator. The
objective function presented in (23) is subject to five constraints: active power balance of the
whole market, zonal active power balance, maximum limit of the generation units, clear

bounds of the generators and bounds of the zonal power flows, that are explained below.
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1) Active power balance of the market

The total power balance in the market is defined as:

NG NS N! NZ
Z Z (k) — Z Pi(ty) = Z PP (ty) (26)
i=1s= =1 z=1

where P} represents the power flow of the I-th interzonal transmission line, PP is the total

active power demand at the z-th zone.

2) Zonal active power balance
The zonal day-ahead market only transmission capacity limitations between the differ-
ent biding zones are considered in the market-clearing process. Consequently, a constraint

must be included to enforce the active power balance at each bidding zone (z=1, 2..., Nz):

NG NS

2. Z AR Zﬁlz PIe(t) = PP(t) ¥z € N @7

i=1s=
where @ , is a binary parameter equal to 1 if the g-th generator belongs to the z-th zone and
0 otherwise. On the other hand, the binary parameter f, , is introduced to add directionally
to the inter-tie power flows, and it equals to 1 if the [-th interzonal connection is entering the

z-th zone, -1 if it is exiting, and 0 otherwise.

3) Maximum limit of the generation units
The generators are dimensioned to supply a maximum power, and to avoid an overload
operating point, the sum of the accepted bid steps must be lower or equal to the rated power
of each generator:

NS

O<Z (ty) <PE™ VieNS (28)

s=1

4) Bid steps maximum power
The energy supplier is enabled to offer multiple bid steps; each one is composed of a
maximum power amount and suitable energy price. Therefore, a proper constraint enforcing

the maximum step powers is required:

0<PE(ty) <PE™* VieNS,VseNS (29)
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5) The zonal Available Transfer Capacity (ATC) bounds
The transmission lines interconnecting the bidding zones have physical ATC limits, set
considering the classical N-1 security criterion, defined by the upper and lower limits (P/?

and P¥P, respectively) as:
pl < pfe(t,) < P* vieN! (30)

The solution of the optimization problem (23)—(30) yields the total dispatched power,

as well as the cleared generators, the market-clearing price and the zonal power flows.

2.1.2. Steady-State Simulations
Solving the ZDAM, it is obtained the dispatched power of generation units, according
to the economic merit order, summing the cleared power over the bid steps:

NS

PS(ty) = Z PE(t,) Vi€NC 31)
s=1

Considering a power system composed of NZ buses, the steady-state condition of the
power system for the generic time step ¢, can be defined by a set of equations representing

the power balance of the system:

(
NB
Po(ti) = Re | w60 | v (E0Ym + ) ve(t)yne

c=1
Cc*b

A

, YbeNE (32)
NE

0s(t) = Im | v (t) | vo(t)ym + ) veltdyne
c=1

\ Cc*b

Where y,,;, is the complex nodal self-admittance on the bus b, y,,. is complex nodal
admittance between the buses b and c, v, and v, are the complex values of the voltages at
bus b-th and c-th, respectively, and * indicates the complex conjugate value, whereas P, and
Q) represent the total active and reactive power injection at the b-th bus and they are defined

as:
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Pb(t,a = z P (6) - Z PE(t)

{ , VbeENE (33)

(@) = Z Q5 () - Z Q5. (t)

Where N¢ and NP represent the number of generation units and load demand con-

nected to the b-th busbar.

2.1.3. Proposed SCUCED optimization problem

Fig. 1 shows the framework of the proposed SCUCED optimization model. In the first
stage, the ZDAM is solved by providing the generation bids, the required load and the inter-
zonal flow bounds. It is a merit-order criterium market in which the UC constraints are ne-
glected, and only the unit’s rated power is considered. This formulation is based on the Pan
European Single DAM, which the cross-border constraints must fulfil [207]. In the second
stage, the dispatched power obtained from the ZDAM is used to develop a SCUCED optimi-
zation problem in order to fulfil generators and network constraints. The main advantage in
subdividing the methodology into two stages is represented by the UC and ED re-dispatch
involving the AC network constraints in order to define generation scheduling fulfilling the
network requirements. In the European framework, these operations are usually developed
in the Intraday-Market keeping a zonal detail of the transmission network [208]. The
SCUCED is carried out by solving AC load flow (ACLF) routines, and sensitivity factors are
evaluated in order to embed the linearized ACLF constraints in the problem constraints.
Then, the re-dispatching cost minimization is solved considering proper UC constraints and
the network ones. In the following two subsections, the two-stage of the proposed method

are described.
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Zonal load

Interzonal bounds
Time

Clearing price
Interzonal flows

Dispatched power

N

2nd gtage
SCUCED Generator parameters
L and bids
C(?St ¢ SenSIt1V1ty‘_ACLF S\ stem bounds
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Fig. 1. Flow diagram showing the proposed bi-level optimization method.

The ZDAM optimization problem is the same as proposed by (23)—(30) of the previous
paragraph , in which it aims at defining a preliminary generation commitment in relation to
the expected RES production, required load and the ATC of the interzonal lines. However,
the solution of the proposed problem, with lack of proper UC as well as full network con-
straints, provides an optimal solution only from the economic perspective, without consider-
ing the technical feasibility. Therefore, the SCUCED problem is solved downstream the
ZDAM solution in which the goal is to minimize thermal generator re-dispatching, operating,
and start-up costs and the cost of the RES curtailment. The optimization problem embeds,
therefore: (i) minimum up- (MUT) and down-time (MDT), (ii) generators’ active and reac-
tive power limits, (iii) maximum branch power flow, and (iv) bus voltage constraints. The
thermal unit operating costs are the unit marginal ones to perform in a perfect competition
market hypothesis and from a TSO perspective, a downward re-dispatch is an income, and
vice versa for upward re-dispatch. In contrast, a penalty fee is imposed on RES to avoid their
curtailment (downward re-dispatch). Generators’ limits involve the compliance of the mini-
mum and the maximum power of both active and reactive power and the MUT and MDT.
Moreover, these generators’ parameters, as well as the marginal costs, depends on the power
plant’s technology and fuel. The ED is based on stepwise bids, in order to define a merit
order criterium as for the ZDAM. The problem is solved considering the generator’s active

power dispatch and the RES curtailment as control variables.

The proposed SCUCED problem is solved in three consecutive steps, the first is an AC
load flow simulation according to the ZDAM results in order to define the initial operating

point condition of the system. Downstream, the sensitivity matrices are evaluated in order to



relate the dispatched active power variation to the line power flows, the bus voltages, and
system power losses ones. The sensitivity factors, in particular, correlate one unit of redis-
patched active power of each generator to variations in each branch power flown and loss, as
well as voltage of each node. As a result, the sum of the products of the redispatched power
of the generators by the sensitivity factors of the respective variable and element yields the
total variation on each network element (i.e., branch and node). Finally, the optimization
problem is solved exploiting the sensitivity matrix to model the linearized ACLF constraints

of the voltages and power flows, as well as the network balance and losses.

2.2. 1EEE 39-Bus Modified Version

The proposed test system is based on the classical IEEE 39-bus system; the modified
version involves geographical location, load, and generation changes adjusted in order to
define one-year dataset do develop market and steady-state simulations. Details of the pro-

posed test system version are shown in the following sub-sections

Lo ———
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Fig. 2. DIgSILENT PowerFactory geographic diagram of the test system.
A) Geographical location
The IEEE 39-bus system is well known as the ten machines New-England Power Sys-
tem. It represents a simplified transmission network of several Westcoast United States of

America. Using publicly available sources of old publication, the geographical coordinates
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of the major components of the test system is defined using latitude and longitude. Fig. 2

shows the geo-references of the test system using DIgSILENT PowerFactory.

B) Network market zones

shows the DIgSILENT PowerFactory one-line diagram of the zonal network consider-
ing the subdivision provided in [209]. The branch rated powers are set equal to 1000 MVA,
according to [210]. The lines of Zone 3 (lines 01-39, 01-02, 39-08 and 08-09) have been
doubled because the interconnection of Zone 3 with Zone 1 and Zone 2 are composed of one
transmission line (01-02 and 08-09, respectively) and to consider an N-1 secure condition it
is necessary to consider a doubling of the interconnection between the two zones to avoid the
total disconnection. Moreover, line 02-03 interconnects two boundary lines between Zone 1
and Zone 2. Therefore, it is necessary to double this line as well in other to avoid overloads.
Thus, the boundary between Zone 1 and Zone 2 (Z1-Z2) has a total rated power of 3000
MVA, the boundaries between Zone 2 and Zone 3 (Z2-Z3) and Zone 3 and Zone 1 (Z3-Z1)
of 2000 MVA.

Fig. 3. Zonal one-line diagram of the IEEE 39-bus system, Zone 1: red, Zone 2: green, Zone 3: blue.
C) Load Profiles
The test system is composed of 19 loads with a peak power equal to 6097.1 MW. The

test system modified version takes advantage of the load modelling aspects included in
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DIgSILENT PowerFactory. These profile characteristics are obtained by a combination of
Workday, Saturday, and Sunday behaviors during Winter, Crossing and Summer seasons.
The load profiles are defined by peak load, which have three distinct trends based on the
following characteristics: (i) LO: General commercial load, (ii) L1: Commercial weekdays
load from 8:00 am to 6:00 pm and (iii) L2: Commercial evening load. The load profiles are
created using fifteen minutes time resolution; Table 1 shows the leading statistic indicators:
minimum, maximum, and average daily value, with the respective occurring time, for each

characteristic of the three loads.

Considering the geo-references of Fig. 2, the previous load profiles are used to define
three different behaviors in the system’s demand required, according to the following crite-
rion. (i) LO is a load profile to be used at loads installed in the substation close to the city
centers. (ii) L1 is the load profile found in suburban areas; therefore, this profile can be allo-
cated to the loads outside the cities. (iii) L2 is supposed to be a load profile used at loads
installed in the substations next to the ocean or the ones surrounded by the other load. Table
2 shows the active power peak load, the nominal power factor, the associated characteristic
and the falling zone for each load, and Fig. 1 shows the yearly loads utilizing a boxplot. The
peak and minimum loads are roughly 5587 MW and 758 MW, respectively, and the required
annual load is 21.59 TWh.

For the sake of completeness, Fig. 2 shows the trend of a peak load day (a) and a base-
load day (b). The peak load is equal to 5587 MW; it occurs 97 times during the year, i.e.,
during each Winter working day, whereas the minimum load is equal to 758 MW, and it
appears 18 times, 1.e., on the Crossing Sundays with total energy required equal to 21.59
TWh. Furthermore, Fig. 3 depicts the yearly zonal load duration curve. Z1 and Z3 have sim-
ilar behaviors, with a zonal peak load of 1323 and 1094 MW and a minimum load of 197 and
193 MW. On the other hand, Z2 is the most energy-consuming zone during the entire year,

with a peak of 3182 MW and a minimum load of 389 MW.

D) Generation Mix

The IEEE 39-bus system is composed of ten generators; the generator at Bus 39 repre-
sents the exchange connection with the rest of the transmission network; the remaining are
nuclear, hydro or coal power plants. The latter are substituted by several generators of dif-

ferent technology, including RES, to increase the generation flexibility and competition in
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the electricity markets. For the sake of simplicity, the term “original” is referred to the IEEE
39-bus system, and “new” is referred to the modified version. For each thermal generator
technology, the marginal costs are provided as well. Table 3 reports the rated power of the
original and modified version of the IEEE 39-bus system, including the zone, of each gener-

ator.

Table 1. Main statistic indicators of the load profiles.

Main profile values
Load Profile Min Time Max Time Avg
Summer Saturday 0.278 03:30 0.771 11:45 0.433
Summer Sunday 0.191 06:00 0.350 21:00 0.268
Summer Workday 0.221 03:15 0.872 11:45 0.511
Crossing Saturday 0.279 03:15 0.812 11:45 0.452

LO Crossing Summer 0.181 04:30 0.369 20:30 0.273
Crossing Workday 0.225 03:15 0.924 11:45 0.530

Winter Sunday 0.264 03:15 0.867 11:15 0.463

Winter Saturday 0.174 04:30 0.394 19:45 0.270

Winter Workday 0.198 03:00 1.000 11:45 0.556

Summer Saturday 0.042 01:15 0.100 11:00 0.056

Summer Sunday 0.038 08:30 0.050 13:00 0.045
Summer Workday 0.042 03:30 0.697 09:30 0.266
Crossing Saturday 0.038 02:30 0.128 09:45 0.065

L1 Crossing Summer 0.038 17:30 0.047 19:15 0.042
Crossing Workday 0.037 04:30 0.811 11:00 0.309

Winter Sunday 0.050 04:30 0.120 10:45 0.070

Winter Saturday 0.050 04:30 0.074 19:00 0.060

Winter Workday 0.048 04:30 1.000 09:30 0.371
Summer Saturday 0.093 04:30 0.654 18:15 0.382
Summer Sunday 0.089 04:30 0.581 19:45 0.329
Summer Workday 0.104 02:30 0.725 20:15 0.413
Crossing Saturday 0.093 05:30 0.779 18:30 0.444

L2 Crossing Summer 0.092 05:30 0.667 20:15 0.369
Crossing Workday 0.104 05:30 0.850 20:30 0.467
Winter Sunday 0.105 05:30 0.934 18:30 0.517
Winter Saturday 0.114 05:30 0.802 20:00 0.439
Winter Workday 0.105 05:30 1.000 18:30 0.532
L — T — ]
— 08 | : i ; |
= :
& '
206 |
]
|
o
S04 8
=
o)
)
02 L |
O = 1 I 1 4
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Fig. 1. Yearly load characteristics boxplot of the three profiles.



Table 2. Proposed load profiles and indicators for IEEE 39-bus test system.

Load name | Busbar Am[;f[ &;}lwer Powt(::;. fac- Load ﬁltzilé'acter- Zone
Load 03 Bus 03 322.0 0.99997 L2 Zone 1
Load 04 Bus 04 500.0 0.93847 L1 Zone 2
Load 07 Bus 07 233.8 0.94110 LO Zone 2
Load 08 Bus 08 522.0 0.94759 L1 Zone 2
Load 12 Bus 12 7.5 0.08492 L2 Zone 2
Load 15 Bus 15 320.0 0.90218 LO Zone 2
Load 16 Bus 16 329.0 0.99521 LO Zone 2
Load 18 Bus 18 158.0 0.98245 L1 Zone 2
Load 20 Bus 20 628.0 0.98681 L2 Zone 2
Load 21 Bus 21 274.0 0.92208 L1 Zone 2
Load 23 Bus 23 247.5 0.94625 LO Zone 2
Load 24 Bus 24 308.6 0.95815 L2 Zone 2
Load 25 Bus 25 224.0 0.97851 LO Zone 1
Load 26 Bus 26 139.0 0.99260 L2 Zone 1
Load 27 Bus 27 281.0 0.96575 L1 Zone 1
Load 28 Bus 28 206.0 0.99114 L2 Zone 1
Load 29 Bus 29 283.5 0.99553 LO Zone 1
Load 31 Bus 31 9.2 0.89443 L2 Zone 2
Load 39 Bus 39 1104.0 0.97531 LO Zone 3

The subdivision criterion is to keep the original generator rated power:

G
Nj

S6 = z S6 vjeNF (34)

i=1
where S f is the rated power of the j-th generator of the original network, S LG ; 1s the rated
power of the i-th new generator to substitute the j-th generator, and NjG 1s the number of new

generators of the j-th generator. Fig. 4 shows the example of the original generator G 02 split
into six photovoltaic (PV) generators, each one with the respective transformer of the same

size of the generator in order to allow the voltage regulation.



Table 3. Original and replacing generation rated power and zone belonging.

Original Generators Replacing Generators
Gen name Rated power Gen name Rated power Zone
[MVA] [MVA]
GO0l 10000 Gen Exchange 01 10000 73
Gen Solar 01 150
Gen Solar 02 90
G 02 Gen Solar 03 60
(Nuclear) 700 Gen Solar 04 100 22
Gen Solar 05 180
Gen Solar 06 120
Gen Wind 01 150
G 03 Gen W@nd 02 200
N Telz) 800 Gen Wmd 03 90 72
Gen Wind 04 200
Gen Wind 05 160
Gen Solar 07 150
Gen Solar 08 60
G 04 Gen Solar 09 100
(Coal) 800 Gen Solar 10 180 22
Gen Solar 11 120
Gen Solar 12 190
G 05 Gen Solar 13 220
(Coal) BLY Gen Solar 14 330 =
G 06 Gen CC NG 01 450
(Nuclear) 800 Gen CT Oil 01 350 22
Gen Wind 06 120
G o7 Gen W@nd 07 180
(Coal) 700 Gen W}nd 08 200 72
Gen Wind 09 120
Gen Wind 10 80
G088 700 Gen CCNG 02 400 71
(Nuclear) Gen ST NG 01 300
G 09 Gen CT NG 01 300
(rsle) 1000 Gen ST NG 02 300 Z1
Gen CC NG 03 400
G 10 Gen CT 0Oil 02 300
(Hydro) 1000 Gen ST Coal 01 300 Z1
Gen CC NG 04 400
5600 ‘ ‘ : . : 4800
— 4800 4000
=
2 4000
5 3200
£ 3200
= 2400
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Fig. 2. The system’s total power demand considers a peak load day (a) and baseload day (b).
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Fig. 4. G 02 splitting in six PV power plants.

Neglecting the external grid generator (G 01), the new test system presents 1500 MVA
of wind turbines (WT), 2100 MV A of PV, and 3300 MVA of several thermal power plants
as generation capacity with a nominal power factor of 0.85. Fig. 5 shows the percentage
installed capacity per each specific technology. It comprises roughly 52% of renewable en-
ergy sources (RES), and they are totally installed in Zone 2. The PV power plants’ production
is estimated according to the forecast weather by DIgSILENT PowerFactory. For the WTs it
has been exploited the dataset of [211], [212] to define the yearly profiles. Z1’s installed
capacity is 2700 MV A, of which 44.5% is a combined cycle (CC), 33.3% is a steam turbine
(ST), and 22.2% is a combustion turbine (CT). At the same time, Z2 has 4400 MVA of in-
stalled generation with 50% solar, 31.8% wind, 10.2% CC, and 8% CT. Finally, Z3 presents
only the exchange generator with a rated power of 10000 MVA. Fig. 6 shows the annual

duration curve obtained from the RES production.
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Fig. 6. Duration curve of the RES production of the modified test system.

RES has a marginal price equal to 0.00 $/MWHh to develop the energy markets. In con-
trast, the thermal generators have a marginal price varying according to the technology and
the fuel. They are set according to the piecewise costs of [211], [212] and reported in Table
4 with the respective breakpoints (BP). The BP represents the generator marginal cost chang-
ing power point. Gen Exchange 01 represents the equivalent exchange with the rest of the
US/Canada transmission system. Therefore, its marginal price has been obtained as the av-
erage of all the marginal costs of all the generators of [211], [212], to consider RES contri-
butions in the equivalent costs provided in the generation mix. It is important to note that the
dataset of [211], [212] is appropriate for these purposes for two main reasons. On the one
hand, both are transmission systems from the United States, making them the most reliable

WT productions and marginal costs available online. Thermal power plant technologies
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presented in this work, on the other hand, are included in the NREL 118, and marginal prices

are considered based on the respective rated power and technology.

Table 4. Proposed Generation marginal costs.

C: BP: c? BP; c: BP3
[$MWh] | [MW] | [$/MWh] | [MW] | [$/MWh] | [MW]
Gen Exchange 01| 24.80 |2833.00| 56.22 [5667.00| 61.61 |[8500.00

Gen CCNGOL | 3504 [204.00 | 36.84 | 29325 | 39.56 | 382.50
Gen CT Oil 01 | 20945 [ 159.00 | 233.88 | 228.00 | 264.32 | 397.50
Gen CCNG 02 | 27.80 | 181.00 | 29.00 | 261.00 | 30.80 [ 340.00
Gen STNG Ol | 48.67 | 102.00 | 49.85 [ 17820 | 5122 | 255.00
Gen CTNGO1 | 4848 | 161.50 | 51.20 | 20825 | 55.67 | 255.00
GenSTNG 02 | 48.67 | 102.00 | 49.85 [ 17820 | 5122 | 255.00
Gen CCNGO03 | 27.80 | 181.00 | 29.00 | 261.00 | 30.80 [ 340.00
Gen CTOil 02 | 218.65 [ 136.00 | 234.19 | 195.50 | 257.97 | 255.00
Gen ST Coal 01 | 1831 [ 161.50 | 19.67 | 208.25 [ 21.09 | 255.00
Gen CCNG 04 | 27.80 | 181.00 [ 29.00 | 261.00 | 30.80 [ 340.00

Generator

2.3. Results and Discussion

2.3.1. Network model validation

The ZDAM has been modelled and solved using the well-known python-based optimi-
zation library Pyomo [71]. The ATC values have been set to 1600 MW for Boundary 1 and
1000 MW for Boundary 2 and 3. The load is sampled each hour by the software. The zonal
exchange constraints are bound for 1930 hours from Zone 3 to Zone 2, as seen from the
duration curve of the interzonal bound percentage values (Fig. 7). Table IV shows the mini-
mum, average and maximum zonal price during the year. Zone 3 is characterized by a lower
zonal price due to the congestion among the other zones; therefore, each time it occurs, the
market splitting implies clearing more expensive units installed in Zone 2 and Zone 1. More-
over, for 101 hours, the market-clearing price is equal to 0.00 $/MWh; it occurs during early
morning hours, with a low required load, in which only wind power plants are dispatched.
Furthermore, the wind production forecast is higher than the required load during those hours,
causing a total energy production curtailment of 11.28 GWh. The active power dispatched
per technology is reported as a duration curve in Fig. 8. Gen Exchange 01, with a dispatched
energy of 11.52 TWh, provided the main annual energy amount. RES supply amounts to 3.08
TWh by solar and 2.84 TWh by the wind. Downstream there is the ST and CC production
with 2.35 TWh and 1.70 TWh, respectively. Finally, CT has high bid costs, and it provides
for 0.10 TWh during the peak.

46



Loading [%]
o]

Z1-72

23-721

-25
-50
-75
_100 1 1 1 1 1 1 | ; |
0 876 1752 2628 3504 4380 5236 6132 7008 7884 8760
Power flowing hours [h]
Fig. 7. Interzonal power flow duration curve.
3000 T T T T T T T T

Active power dispatched [MW]

2500

2000

1500

1000

500

Wind
Solar i
CC
ST
CT
Exchange

876 1752 2628 3504 4380 5256 6132 7008 7884 8760

Active power dispatched hours [h]

Fig. 8. Technologies’ active power dispatched duration curve.

Table 5. Main indicators of the obtained zonal prices.

Zonal Minimum Average Maximum
prices [$/MWh] [$/MWh] [$/MWh]
Zone 1 0.00 29.12 233.88
Zone 2 0.00 29.12 233.88
Zone 3 0.00 24.30 29.00

The AC load flows analysis of the proposed test system is performed using the software

DIgSILENT PowerFactory, setting the desired voltage of the busbar generators as in [206].

The reference machine is the Gen Exchange 01, and Gen CC NG 03 and 04 are set as must

run machines to provide reactive power to control the voltage in Z1. The total active power

losses are 467.89 GWh, i.e., the 2.17% of the total yearly load.

Table 6. Test system load flow voltage results.



Minimum Maximum Average

Busbar voltage voltage voltage

[p.u.] [p.u.] [p.u.]
Bus 01 0.984 1.049 1.035
Bus 02 1.027 1.049 1.042
Bus 03 0.991 1.042 1.027
Bus 04 0.963 1.016 1.000
Bus 05 0.962 1.000 0.988
Bus 06 0.968 0.996 0.986
Bus 07 0.945 1.001 0.984
Bus 08 0.939 1.004 0.985
Bus 09 0.954 1.031 1.011
Bus 10 0.978 0.992 0.987
Bus 11 0.974 0.993 0.986
Bus 12 0.963 1.000 0.985
Bus 13 0.975 0.998 0.990
Bus 14 0.972 1.014 1.000
Bus 15 0.982 1.037 1.017
Bus 16 1.002 1.047 1.032
Bus 17 0.996 1.050 1.033
Bus 18 0.992 1.048 1.031
Bus 19 1.002 1.037 1.024
Bus 20 0.977 0.998 0.990
Bus 21 1.015 1.052 1.040
Bus 22 1.042 1.054 1.050
Bus 23 1.049 1.060 1.056
Bus 24 1.012 1.050 1.038
Bus 25 1.001 1.041 1.027
Bus 26 1.011 1.059 1.042
Bus 27 0.994 1.057 1.038
Bus 28 1.019 1.047 1.037
Bus 29 1.021 1.035 1.031

Voltage results are reported in Table 6, showing minimum, maximum and average val-
ues of the load busbars. The minimum value is reached at Bus 08 with 0.974 pu, whereas the
maximum occurs at Bus 26 with 1.071 pu, keeping the variation between +7.1% of rated
voltage. Regarding the line loading, Table 7 shows the minimum, maximum and average
percentage values obtained during the yearly simulation. The fulfilment of both nodal voltage

and line loading demonstrates the total feasibility of the proposed system model and dataset.

Table 7. Test system load flow line loading results.

Line Minimum Maximum Average
loading [%] | loading [%] | loading [%]
Line 01-02 4.5 54.5 21.7
Line 01-39 10.5 54.5 24.4
Line 02-03 5.0 553 20.6
Line 02-25 4.9 72.9 31.8
Line 03-04 11.2 49.6 19.5
Line 03-18 1.5 67.4 28.9
Line 04-05 6.0 59.5 27.7




Line 04-14 0.8 28.0 9.1

Line 05-06 0.3 40.8 19.3
Line 05-08 1.4 44.2 17.6
Line 06-07 0.8 32.9 13.4
Line 06-11 0.7 38.5 12.7
Line 07-08 4.7 46.9 20.3
Line 08-09 7.3 50.9 24.1
Line 09-39 8.7 50.9 24.6
Line 10-11 0.4 35.2 11.7
Line 10-13 4.7 59.0 26.0
Line 13-14 4.8 61.8 27.7
Line 14-15 9.8 75.3 31.9
Line 15-16 10.3 58.1 22.7
Line 16-17 1.2 92.5 26.3
Line 16-19 1.6 62.9 28.3
Line 16-21 6.8 30.8 13.4
Line 16-24 7.3 38.8 18.4
Line 17-18 0.8 64.9 25.0
Line 17-27 2.2 48.7 12.0
Line 21-22 4.5 37.8 12.5
Line 22-23 1.8 31.9 10.4
Line 23-24 43 21.6 10.3
Line 25-26 5.2 553 274
Line 26-27 1.4 70.0 12.1
Line 26-28 4.2 25.8 11.8
Line 26-29 53 26.1 11.3
Line 28-29 14 36.2 7.5

The N-1 conditions are evaluated by building five scenarios considering the outage of
one of the interzonal lines per time: 01-02 (S1), 03-04 (S2), 03-18 (S3), 08-09 (S4), 17-27
(S5). Fig. 9 shows the duration curve of the most loaded or overload line for each condition.
In S2 and S3, overloads occur, respectively, at lines 16-17 and line 14-15. The first reach a
maximum overload of 112.6 % with 25 hours of overloading; the second overload is up to
114.2 % with 164 overloading hours. The most loaded line is below the rated power in the
remaining scenarios. Line overloads during contingency can be allowed up to a certain
threshold, e.g., the author of [213] supposed a margin of 25% higher than the nominal limits.
As a result, the system line loading during contingency operation of the above-mentioned

lines is met by the boundary limits set in the ZDAM, according to the N-1 security criterion.

Finally, the minimum and maximum nodal voltage values are reported in Table § for
each N-1 scenario. The results show an increase in voltage range variation in each scenario.
On Bus 28 occurs the maximum voltage that varies from 1.097 pu in S4 to 1.139 pu in S5.
In S3, S4, and S5 bus 25 is subject to the lowest voltage value. Both the buses belong to Z1,

and their excursion is related to the low number of active generators to control the voltage in
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that market zone, as shown in Fig. 8. In S1 and S2 the lowest voltage value occurs on Bus

08, as in the base case scenario without boundary line outage.
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Fig. 9. N-1 scenarios’ most loaded lines duration curve.

Table 8. Maximum and minimum voltage values in N-1 contingency scenarios.

Minimum voltage Maximum voltage
Scenario Bus Value Bus Value
[p.u.] [p.u.]
S1 Bus 08 0.926 Bus 28 1.098
S2 Bus 08 0.943 Bus 28 1.112
S3 Bus 25 0.931 Bus 28 1.103
S4 Bus 25 0.925 Bus 28 1.097
S5 Bus 25 0.937 Bus 28 1.139
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Fig. 10. Zonal active generators duration curve.
2.3.2. SCUCED Results Analysis
The ZDAM has been solved with Pyomo library as well and applied to the winter peak
day of the modified IEEE 39-bus system described previously. Neglecting the Exchange



generator, the system has an installed capacity of 52% of RES, and several thermal generation
units (TGU), both installed among three market zones called Z1, Z2 and Z3. The TGUs have
a piecewise marginal price varying according to the technology and the fuel as defined in
Table 4. On the contrary, Table 9 shows the active power limits (Puy and Paax), the start-
up costs (Csv), and the MUT and MDT of the TGUs. All the parameters, except the maximum
power, have been obtained considering the available data of [211], [212]. In particular, they
are evaluated concerning each power plant’s technology, fuel, and rated power. Therefore,
the Exchange is the only generator devoid of proper technical parameters and start-up costs

as it represents an equivalent interconnection exchange.

Table 9. GENERATORS PARAMETERS AND START-UP COSTS.

Generator Csu 8] | Puiv IMW] | Puax [MW] | MUT [h] MDT [h]
CCNGO1 31703.82 114.75 382.50 2 2
CCNG 02 28181.70 102.00 340.00 2 2
CCNG 03 28181.70 102.00 340.00 2 2
CCNG 04 28181.70 102.00 340.00 2 2
CT NGO01 27843.52 114.75 255.00 1 1
CT 0il 01 9461.38 89.25 297.50 2 2
CT 0il 02 8109.75 76.50 255.00 2 2
Exchange 0.00 0.00 8500.00 0 0
ST Coal 01 39737.8 114.75 255.00 24 48
STNGO01 20274.21 25.50 255.00 8 12
ST NG 02 20274.21 25.50 255.00 8 12

The ZDAM simulations are carried out during the yearly peak load day, and its hourly
profile is shown in Fig. 11, in which the daily required energy is 72.85 GWh. The resulting
dispatched generation is shown in Fig. 12, gathered by fuel and technology. At 4:00 it occurs
the minimum load, the wind production is sufficient to balance the load, with a curtailment
of 16 MW, and the energy produced during the day is 13.38 GWh. The solar output subsists
between 10:00 and 17:00, with a maximum output of approximately 833 MW at 14:00 and a
daily production of roughly 5 GWh. Additionally, the figure shows that the ST Coal is the
cheapest unit, followed by the Exchange, CC NG, CT NG, ST NG, and CT Oil units, as
reported in Table 4. In particular, the last is never cleared because the dispatching of RES
and more affordable TGUs can supply the hourly load during the time horizon. Finally, a
detail of hour 22 shows that CC NG generation is the marginal one with roughly 14 MW.
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Fig. 12. Dispatched generators after the ZDAM solution gathered by technology and fuel.
Fig. 13 shows the RES penetration percentage of the required load. The RES covers a

daily mean of 37% of the total load, above the 32% of the European 2030 target [214]. Fig.
14 depicts the interzonal flow in which the bounds are respectively +1600, 1000 and +1000
[MW] for Z1-72, 7Z2-73 and Z3-Z1. From 10:00 to 14:00 and from 16:00 to 22:00 Z2-Z3
reaches the lower bound causing a market splitting of Z3. For this reason, the hourly energy

price (Fig. 15) of Z3 is lower of the other zones during the market splitting hours.
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The SCUCED optimization problem is solved in DIgSILENT PowerFactory environ-
ment, by means of the module Unit Commitment and Dispatch Optimization. The AC load
flow simulations are performed by setting the voltage of the busbar generators as in the orig-
inal version of the IEEE 39-bus test system [206]. The reference machine is the Exchange.
Considering that the desired voltage of the generator connected to bus 36 is 1.0635 pu, in the
optimization, the voltage bounds are set £7% of the rated voltage for all the busses. The
maximum acceptable branch loading set in the problem, in percentage, is 100 %. The line
rating are provided in the description of the test system in the sub-section 2.2 whereas the
start-up costs, as well as the generation parameters, are the ones reported in Table 9. The
RES penalty costs for curtailment are set 150 $/MWh. Considering the MUT and MDT of
the generator ST Coal 01 and the time window of simulation, the optimization is carried out
without a rolling horizon subdivision, whereas the sensitivity factors are updated at each time

step.

Fig. 16 shows the net redispatched power after the SCUCED solving. Compared with
the results of Fig. 12, it can be seen during 3:00-5:00 that the Coal generator is kept active
at minimum power for the MUT constraint. In those hours, being a production lacking, only
the reference machine redispatching (Exchange) and wind curtailment can allow the power
balance keeping. It is important to pinpoint that the reference machine has the burden of loss
compensation, even if it has not been dispatched after the ZDAM. In the market splitting
hours, the Exchange is the most exploited generator for upward movement redispatching. It
is the second cheaper unit, and due to the N-1 security criterium of the ZDAM boundaries,
its dispatching was limited in the previous stage. Therefore, the total branch limits included
in the SCUCED allow the increase in Exchange production, reducing the NG dispatched
power, which is more expensive during those hours. At 18:00 and 19:00 the CT and ST NG
units are dispatched in the ZDAM, but downstream the SCUCED solution both are shut
down. The ST NG units have a MUT of 8:00, but both the technologies have a marginal price
higher than the Exchange.
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Fig. 16. Hourly net redispatched power per fuel and technology after the SCUCED.
As it can be seen from Fig. 12, at 10:00, all the NG generators are start-up, and even if

they are scheduled in the ZDAM, the software includes the start-up costs in the total dis-
patching. For this reason, at 14:00 and 15:00, the NG is subject to an upper re-dispatch to
avoid the start-up costs at 16:00. Moreover, this is a further cause of the CT and ST NG units
being shut down. At hour 22, as already said, one CC NG generator is the marginal one, and
the software prefers to keep that generator active rather than turn it off in the remaining hours,
and even it is more expensive. This occurs because the optimization minimizes the operating
costs, and the CC NG generator is slightly lower, with 4.02 k$/h, than the ST Coal one, that
is 4.10 k$/h from 22:00 to 24:00 as it can be seen in the detail of Fig. 17. The total net
redispatched energy, considering both upward and downward movement, is approximately
10.65 GWh. Regarding the total redispatched costs reported in Fig. 18, the TSO pays the
penalty costs in the hours in which the wind production is curtailed, and the total cost is equal
0f 36.08 k$. During the same hours, the ST Coal generator is kept active; for this reason, the
start-up costs are not considered. On the contrary, at 10:00 four CC NG generators are started-
up, therefore in addition to the redispatching costs, 116.2 k$ of start-up costs has to be taken
into account in the overall costs (Fig. 19). Moreover, in Fig. 16 the CC NG production is
reduced because their marginal costs are greater than the Exchange ones. For this reason,
from 10:00 to 13:00, and from 17:00 to 19:00 the total revenues from redispatching costs are
higher than the expenses for the TSO, with a total profit of 14.94 k$. In the remaining hours,
the expenses exceed the revenues with a loss of 48.22 k$. It is worth noting that the CC NG

redispatching between 14:00 and 15:00 represents a significant cost savings for the TSO.
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Even if the redispatch costs 1.468 k$, the actions taken during those hours saved a further
116.2 k$ from being paid at hour 16:00 to start-up again the CC NG generators.
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Fig. 17. Operating costs per fuel and technology after the SCUCED.
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Fig. 18. Hourly total redispatching costs per fuel and technology after the SCUCED.

Finally, Fig. 19 shows the sum of operating, redispatching and start-up costs. It can be
seen that the Exchange represent the most expensive unit, due to the greater power supplied
and redispatched, with a total daily cost equal to 1,171 k$. Then, there is the CC NG gener-
ation with a total daily cost of 339.5 k$. It can be seen that at hour 20 and 21 the downward
redispatch costs are higher than the operating costs, and the sum is equal -11.84 k$. The shut-
down of the CT NG and ST NG generators during hours 18:00 and 19:00 represents a cost

saving of roughly -24.39 k$/MWh. Lastly the daily cost of the Coal generator is 93.55 kS$.
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Fig. 19. Total hourly costs per fuel and technology after the SCUCED.

Fig. 20 and Fig. 21 show, respectively, the maximum, mean and minimum values of

the nodal voltages and branch loadings after the SCUCED solution. For the nodal voltage,
only the PQ busses are shown in Fig. 20 (i.e., from Bus 1 to Bus 29). Both the results respect
the constraint limits set in the optimization. To compare the results with those provided be-
fore the optimization, in Fig. 22 and Fig. 23 there are the respective differences in the mean
values. As shown in the paragraph 2.3, the line loading and nodal voltages do not exceed
their limits before the optimization as well. After the re-dispatching, the mean hourly branch
loading difference varies from -7.0 % to +9.6 %. Considering the results of the re-dispatched
power (Fig. 16), the greater loading difference follows the respective increase and the de-
crease of the Exchange power production. This occurs because the re-dispatched power of
more TGUs spread in the system is balanced by one source located at one busbar. Similar to
the voltages, the mean difference is neglectable in the first hours; on the contrary, in the

remaining hours, the mean voltage varies from -1.43x102 pu to +0.81x10 pu.
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Finally, a comparison of the system losses is presented in Fig. 24. Before the optimi-
zation, the minimum and maximum losses were 12.2 MW and 139.8 MW, respectively,
whereas after the optimization, they were 11.9 MW and 176.3 MW. The variation of the
active power losses is in line with the mean branch loading variation, causing a loss increase
of 177.3 MWh during the day, due to the power supplied by the Exchange generator located

at bus 39. It is worth to underling that the loss minimization is beyond the purpose of this

work.

200 T T T T T

= After === Before

—
n
<

100

Power losses [MW]

n
<

0 1 1 1 1 1
1 4 8 12 16 20 24
Hour [h]

Fig. 24. System losses after and before the SCUCED optimization.

2.4. Conclusions and Future Works
In this chapter it has been proposed a modified version of the IEEE 39-bus system
specifically created to allow market and steady-state simulations. The test system consists of

35 generators installed among three market zones. The ZDAM is solved by considering a
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merit-order criterion, in which fossil fuel generators present proper marginal costs and ATC
is based on N-1 security contingency. The transmission system topology has kept the original
IEEE 39-bus topology as much as possible. It presents high penetration of RES and several
thermal generation unit technologies installed among the three market zones. The new test
system has been developed using DIgSILENT PowerFactory. Simulation results have shown
that the geographical location plays an essential role as the power production of the PV power
plants depends on the solar irradiation, the load profile is based on busbar surrounding (i.e.,
city centers, suburban areas or close to the ocean). The steady-state performance of the pro-
posed test system is based on the dispatched power of the ZDAM solution in both base case
and N-1 interzonal conditions. Moreover, two generators of Z1 are set must run in order to
control the zonal voltage. The results show that the base case scenario, with the hypothesis
mentioned above, is feasible in terms of operational conditions. Furthermore, five N-1 sce-
narios have been built to test the system in more stressful conditions. The obtained results
showed a suitable operation in the whole year for each scenario, especially in terms of line
loading. In contrast, the voltage excursions in S2, S3 and S5 are higher by 10% of the nominal
voltage due to a lack of active generators to control the voltage in Z1. This means that during
the contingency operating conditions, it could be necessary to activate other generators in Z1
to control the voltage. Furthermore, a bi-stage optimization method has been proposed, in
which the first stage consists in the ZDAM problem, whereas the second is the SCUCED.
The main advantage of this approach is the simulation of SCUCED problems considering
linearized sensitivity matrices deriving from AC load flow equations in the optimization
problem. Therefore, power flow and voltage, as well as the UC, constraints are embedded in
the proposed method. The method has been applied to a modified version of the IEEE 39-
bus test system with 37% of RES penetration during the yearly peak hour day. The results
show a suitable generation redispatching in order to fulfil both generation and network con-
straints set in the optimization problem. The RES has been curtailed only in the hours with a
low load required, in which only wind power plants are dispatched, to satisfy the MUT con-
straint of the ST Coal TUG. Moreover, the tool minimizes the costs in each hour, and in six
hours, the redispatching revenues are more significant than the expenses. The main drawback
of this tool is the addition of start-up costs for the dispatched power scheduled in the previous

market; in this work, the ZDAM schedule. This behavior affects the start-up or shut-down of
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the involved generators to avoid paying further costs. From the network perspective, the op-
timal solution does not exceed the system constraints even in the hours when the most energy
is re-dispatched. Further works will be developed, including additional UC constraints, ex-
tending the time window to one year of simulations, and considering RES and load uncer-

tainties.



Chapter 3. Techno-Economic TEP Methodolo-
gies Evaluation

In this chapter, benefits of development projects in power transmission network are
assessed, taking into account technical and economic issues by means of two different ap-
proaches. On one hand, a flow-based methodology is adopted, including electricity market
solution and network analysis with security issues, and exploiting linear sensitivity factors.
The sensitivity factors are exploited to develop a security-aimed redispatching action to over-
come possible branch overflow of the market-based network solution. The procedure is
aimed to analyze an evolution scenario of the network in defined target year, divided in
hourly time-step. A comparative analysis is carried out, through proper economic indicators
defined according to the redispatching actions, to evaluate the performance of the selected
development project. On the other hand, a methodology for performance analysis of a port-
folio of network development projects is proposed. In particular, the methodology aims at
assessing zonal market framework and AC LF analysis as well, in the base case network to
individuate possible candidate projects. The same tools are exploited in the presence of net-
work development candidate project, in order to calculate merit indicators on active power
losses, admissible load increase and admissible renewable generation increase , from a tech-
nical perspective. Further, investment cost as economic merit indicator is determined from
an economic perspective. These indicators are compared among candidate projects by means
of Analytic Hierarchy Process (AHP) method, in order to determine the most promising so-
lution under different weights of criteria, representing an evaluation of various evolution sce-
narios. Both the procedures have been applied to NREL-118 test system, a modified version

of the IEEE 118-bus test system with high penetration of RES with a yearly dataset.

3.1 Flow-Based Evaluation

In order to evaluate the impact on power system behavior of a network development
project, a procedure to derive performance indicators is adopted, involving electricity market
solution and steady-state network study under security conditions. For each operating condi-
tion represented by a time interval ¢, the method includes three consecutive sections, as
depicted in Fig. 25. First, an electricity market model is solved, to obtain generation dispatch

and evaluate market-related benefits. Therefore, steady-state network study is carried out to
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evaluate losses. Finally, in the presence of overloads on network connections, a redispatching

section is developed, aimed at determining the need of ancillary service and curtailment ac-

tions.
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Fig. 25. Overall flowchart of the flow-based methodology.

3.1.1. Energy Market Model

Let us consider an electric power system with NZ buses, Nt branches and N¢ genera-
tors, including N market zones, with N' interzonal connections, where generators provide
N step bids. System behavior is evaluated over a yearly horizon divided into N7 intervals
with 7 duration. The adopted model of electricity market, to be solved for each time interval
tx, 1s based on the assumption of inelastic demand. In this case, the market equilibrium is
determined by solving the following mixed-integer optimization problem. The objective

function is given by stepwise generator bids at constant price levels ¢; g:

NG NS

min )" > PE(t) cis (39)

P ¢ i=1s=1
Constraints related to the condition in the analyzed time interval t; are represented as

follows:
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=1i=1s=
0 < PE(ty) < U 5(ty) - Pif;'max(tk) ViENC Vs€eNS (37)
NS
u(te) - O™ < Z PE(t) VieNC© (38)
s=1
wi () = g () = () = =1 s (Ey) (39)
PP < pPfe(t,) <P vieN! (40)

where the state variable vector includes:

e Power generation level of the i-th generator in the s-th bid step P;

e Power exchange at the z-th zonal interface P};

e Binary variable of selection for the s-th bid step of the i-th generator i; ;

e Binary variable for on-off status of the i-th generator u;.

The zonal power balance is expressed in (36), where PP (t) is the inelastic load demand

at the b-th bus. Binary parameter f3; ,, is equal to 1 if the i-th generator is connected to the b-
th bus and 0 otherwise; moreover, B, , is 1 if the b-th bus is within the z-th zone and 0
otherwise. Finally, f; , is 1 if the [-th exchange is directed towards the z-th zone, -1 if the

direction is exiting the z-th zone, and 0 otherwise.

For each bid step, maximum step power P, ¢ Gmax is considered in (37). Non- dispatchable

sources have a single bid step equal to maximum power point given by weather conditions
and generator features, and negligible price bid. On the contrary, the minimum production

GMin s the technical minimum of the i-th generating

constraint is imposed by (38), where P,
unit, equal to 0 for non-dispatchable generators. The acceptance relation among bid steps in
increasing order is given by (39). Finally, by means of (40), zonal exchanges are limited by

available transfer capacities upper (P#?) and lower bound (P/?), possibly nonsymmetrical.

Ramping constraints and minimum up time relate consecutive time intervals:
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NS NS
RD; = Zpi?s(tk) - zpi,cs(tk—l) <RU; Vi€N" (41)
s=1 s=1

tx—1
u; (t,) + z u;(T,) = MUT; Vi€NE¢ (42)
T=tx—MUT;

where RU; and RD; represent ramp-up and ramp-down limits of the i-th generator, and MUT;
is minimum up time of the i-th generator as well.

By solving the problem (35)—(42), the dual variable A,(t;) related to the balance con-
straint (36) represents the equilibrium price of the z-th zone in the analyzed time interval.
Furthermore, analogously to Italian market structure, the unified price A(t;) is evaluated as

weighed average of zonal prices according to zonal load demand:

D 20 ) (PP @ Bns)
At = - (43)

NB
z PP (tx)
b=1

Social welfare (SW) is evaluated as global economic indicator of market solution. It is com-
posed of three contributions: Generator Surplus (GS), User Surplus (US) and Congestion
Rent (CR), shown in Fig. 26 and evaluated as follows:

NZ NB NG NS

GS(ty) = Z Z Z Z(Az(tk) — ¢i5) * BinBp Pl (i) (44)

z=1b=1i=1s=1

US(t) = (4= 2(t0) - ) PR(t) (45)
b=1
N! NZ
CR(t) = ) [PE ()] - ) (260 - s (46)
=1 z=1
SW(t,) = GS(t,) + US(ty) + CR(t,) (47)
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where A is a conveniently high price value in order to represent virtual consumer bids by

inelastic demand, higher than maximum generator offer.

price 4 exchange limit
[E/MWh]
us
generator
************************************ bids
CR

user
bids
quantity
[MWh]

Fig. 26. Definition of socio-economic welfare components.
3.1.2. Steady-state network study
From market analysis, power production level for the i-th generator, PF, at the generic

t,-th time step, is determined as the sum of dispatched power levels over the bid steps:

NS
PS(t,) = Z PE(t,) Vi€ NS (48)
s=1

Moreover, total scheduled power production at the b-th bus Pf (t) is calculated as follows:

NG
PS(t) = ) PE(t) By VD EN® (49)
i=1

Analogously, the power flows on network branches at t,-th time interval are deter-

mined by solving the AC power flow problem:

P(t;) — PL(6(t,),V(ty)) =0
(50)
Q(ty) — Q (0(t)), V(ty)) =0

where the elements of vectors P and @Q are nodal injection of active and reactive power for
each bus, as defined in (33). Load reactive power demand is determined according to proper

power factor, and reactive power generation descends from bus classification as fixed
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voltage, fixed reactive or slack. The losses vectors PX(0,V) and Q%(0,V) derive from net-

work connections and branch model with a r-circuit.

The solution of AC power flow problem yields nodal voltage levels, in terms of magnitude

V, and phase angle 6, as well as the active power flow PjF through each j-th branch.
Active power losses on j-th branch PjL , connecting nodes b and c, at time step t; can

be calculated as follows, where 7; and x; represent series resistance and reactance, respec-

tively, of the j-th branch:

[V (tie) — Ve (t)|? - 7
i+

P]-L(tk) = Vjin Nt 51)

Economic value of losses (EL) is obtained by means of unified price A coming from mar-

ket model, defined in (43):

BL(6) = ) PH(E) - A(t) (52)

]

3.1.3. Security-aimed redispatching
The market-based network solution at time interval ¢;, could be not feasible if the active

power flow through the j-th branch PjF exceeds nominal rating ng According to Italian plan-
ning standard [215], overloads OL; are detected for branches with P]-F >1.2 ng (positive
overload) or with PjF <-12 P,fj (negative overload). If overloads are observed, in order to

obtain secure operating conditions, the third section of the procedure involves active power
redispatching. This should involve a modification of market plans, accounting for the pres-

ence of ancillary markets or curtailment actions in actual electricity industry.

At first, for each time interval ¢;, the most critical overloaded branch j* is individuated

as follows:

|PF ()] —1.2- P,
0 (53)

P
Rj

]*(tk) 3/ |0L]*(tk)| = m]ax(
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Therefore, the maximum positive/negative overloads for the branch j*, named OL;&,OL]T*

respectively, are determined, along with the time interval when they occur tjt, tj-. Their

equivalent durations are obtained by averaging all observed critical overloads, as follows:

NT
1
Tt = T-Zmax(O,OLj*(tk)) OLF (54)
t=1 |
NT
- . 1
T, = T-me (0,0Lj*(tk)) O (55)
t=1 | 7

Each maximum overload is therefore solved in the specific time interval t,:’, o brjr €X-
ploiting power transfer distribution factors (PTDFs). In particular, the PTDF of the b-th node
on the j-th branch hy, ; represents the amount of the power injection at the b-th node flowing
through the j-th branch to reach the slack bus. PTDFs are determined by means of DC load
flow method and matrix approach [216] and can be either positive or negative. In this way,

the power flow through the j-th branch PjF , at the t;, time step, can be determined as follows:

NB
PjF(tk) = Z Py(ty) - by, (56)
b=1

Hence, to avoid a positive overload on the j*-th branch, power injection at nodes with
hp,j+ > 0 (concordant PTDF) should be reduced, and power injection at nodes with hy, j+ <

0 (discordant PTDF) should be increased by the same amount, keeping global power balance.

The available resources are exploited in a sequential manner. The first resource is the
modification of power production levels from dispatchable generators, reducing relevant
power production if connected at nodes with concordant PTDF down to the minimum, start-
ing from the higher PTDF value, until the overload is eliminated, i.e., |0Lj*(tk)| = 0. The
power production of dispatchable units at nodes with discordant PTDF is increased, starting
from the bottom of the list and up to the maximum level, to balance total power reduction. It

can be observed that this preserves the on/off status of generators.

If this first action does not allow to totally solve the overload, the second action is the

curtailment of non-dispatchable renewable generators with concordant PTDF. The action
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reflects the same property of the previous one, except for the fact that the minimum produc-
tion level of non-dispatchable generators is zero, and the dispatchable units with discordant

PTDF would be called to increase the production to ensure the balance.

As a last resource, load curtailment is exploited. The load reduction is performed first
at the node with the highest discordant PTDF. The power balance is attained by reducing the
power production at nodes with concordant PTDF as well, having a further positive impact

on overload elimination.

At the end of the redispatching action, considering e.g., maximum positive overload, new

power production level of i-th generator Pl-G’red(tjt) and new load level at b-th bus
PbD’red(tjt) are obtained.

The merit indices of security-aimed redispatching action are related to the three kinds
of resources. For each dispatchable generator, within the set £24;, the total increasing and

decreasing power amount is determined:
AP (1) = max(PET4(t5) — PE(t),0) Vi€ Qg (57)
APgs(t) = max(PE(8) — RO (1),0) Vi€ fas (58)

For each non-dispatchable renewable generator, within the set £2,,,4,, the total power

curtailed is assessed as follows:

APy (81) = PE(61) = PO () Vi€ Quar (59)
whereas load curtailment at b-th node is obtained as:

AP, (t1) = PP (1) — B (t}t) vbe NEB (60)

The economic evaluation of the redispatching action involves three indicators, namely
total cost of generation redispatching E gis(t]i), of non-dispatchable generation curtailment
ER, g(t]t) and of load curtailment E l’fm(t]i). It is assumed that, for dispatchable generators,

the production increase and decrease due to redispatch are paid at a higher value with respect
to marginal cost, ¢; and c¢; respectively, since the action implies a sub-optimal operation

from economic viewpoint. Renewable curtailment is paid at zonal equilibrium price and load
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curtailment is linked to value of loss load, indicated as voll. Hence, economic values are

obtained as:

Egis(tj-":) = Z (Cl+ APo-ll-is,i(t]t) + Ci_ Apd_is,i(t]t)) (61)

1€Q4is

NZ NB
Exqg (tjt) = zllz(t]t) : z z ﬁi,bﬁb,zﬂp{dr,i(tjt) (62)
z=1 b

=11i€0z4r

NB
ERL(51) = voll - ) APia,(t) (63)
b=1

3.1.4. Total benefit evaluation
Yearly amount of social welfare YSW, of losses economic value YEL, and of the three

redispatching components YER;;5, YER, 4 and YER;,, are determined as follows:

NT
YSW = T-SW(ty) (64)
ty=1
NT
YEL = z T EL(ty) (65)
ty=1
YERyis = Z[Tjt ) Egis(t]t) + Tj: ) Egis(tj:)] (66)
=
VERngr = ) [5t+ Eliag () + 772 - Efag (67)] -
=
VERiq = ) [t Ea(t)) + 77 Ea(t)] )
=

By cumulating the obtained values, the total yearly evaluation of techno-economic in-

dicators YTE of the network under analysis is obtained.
YTE = YSW + YEL + YER,is + YER 4 + YERp4 (69)

The evaluation of benefits coming from a network development project is carried out

through the variation of performance indicators between a Reference Scenario (RS) and the
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Evolution Scenario (ES), without and with the project, respectively. The yearly economic
evaluation of project benefit YPB is therefore assessed by the difference between the two

total values.
YPB == YTEES - YTERS (70)

By accounting for investment cost of the analyzed project IC, the relevant profitability

can be evaluated as well by means of net present value NPV, as follows:

YPB,
NPV =IC — Z (1+a)y (71)

being y the index of years, a the discount rate, FC the fixed maintenance costs and N¥ the

lifetime years.

3.2 Techno-Economic Indices Evaluation
The determination of the network development initiative follows a multi-step iterative

methodology, synthesized in the following points:

e Study of base case operation according to techno-economic programming over a de-
fined time horizon.

e Individuation of candidate network development projects, able to produce effects on
system behavior.

e (Carrying out of scenario analysis for each candidate project and determination of the
merit indicators.

e Selection of the most promising projects.

3.2.1. Power System Techno-Economic Operation

In order to evaluate the operating conditions of the considered power system, technical
and economic considerations should be accounted. The combination of these aspects can be
assessed in optimal power flow analysis [217], however in the outline of an unbundled energy
sector, the presence of energy markets should be considered. Therefore, the adopted method
to determine power system operation is structured as follows. On the contrary of the previous

work, here it is proposed a QP optimization problem.

71



For each operating condition to be analyzed, represented by the t;-th time step in the
considered time window of NT time steps, the procedure involves the solution of a ZDAM
with quadratic generation bids and inelastic load demand, whose formulation can be synthe-

sized as follows:

NZ NG

mmZZBLb Bbz(alP (tk)+ SVi Py (tk)) (72)

z=1i=
s.t.

NB NG

ZZﬁzbﬁlzP (tx) — Zﬁbsz(tk) Zﬁlzpltle(tk)_o VzEN? (73)

0 < PE(t) < a;(t,)PE™™ Vvie NS (74)
PP <Pf(ty) <P* VIeN! (75)

where, over the variables and parameters described in the previous subchapter, a; and y; are
the linear and quadratic bid coefficient costs of the i-th generator, a; is the availability of the
i-th generator. In particular, (73) represents the power balance constraint, (74) explicates the

generator technical limits, whereas (75) introduces the zonal interface limit constraints.

The absence of generators technical minimum avoids the presence of block order bids
that involve entirely accepted or rejected bids conditions according to the market clearing
price, for each hour. These bids entail a Mixed Integer Linear Programming with binary var-
iables that state all-or-nothing constraints, which in turn leads to a counterintuitive market

solution called Paradoxically Accepted/Rejected Blocks, described in [218], [219].

It should be remarked that the maximum interzonal power exchange across the [-th
border P}*? is strictly related to the active power flow rating ng of all the j-th branches con-
stituting the [-th border. For instance, it could represent the Available Transfer Capacity
(ATC) value in N or N-1 conditions or come from other security considerations.

The output of the energy market is represented by the power generation plan of the
dispatchable generation present in the power system able to minimize the objective (e.g.,
reduce the generation cost) in the presence of zonal constraints. However, the impact on the

behavior of network elements should be assessed as well. Therefore, a steady-state network
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analysis is performed, considering the distributed load flow framework with full AC formu-

lation for each time step ¢, € NT and bus b € N8 developed as in (32) and reported in the

following, in the explicit form:

NG

NB

Z BipPE () — PP () — z Yyevp (i) v () cos(0), (tx) — 0. (tx) + ¢pc) =0
i=1 c=1

NG

(76)

NB

z BipQf (ty) — QF (tx) — Z Yoo (k) v (ty) sin(0, (ty) — 0.(t) + ¢pc) = 0

S.t.

where:

Pf(ty) = Pf(ty) + w; PL(ty) Vie N€ (77)
NL NL 2
Bip vp(tr) — Bjc ve(ty)
PL(t,) =ZPf(tk) =2Re £, Bre velte) (78)
. Rk
=1 Jj=1
0<w;<1Vi=1,..,N° (79)
NG
z w =1 (80)
i=1

Pfis the total generated active power by the g-th generator;

Y, and ¢y, are amplitude and phase of the nodal admittance between b and ¢ buses
(coming from the construction of the N - Ny nodal admittance matrix Y

v, and v, are the complex values of nodal voltage at b-th and c-th bus;

wy 18 the loss participation factor of i-th generator;

PL is the system total active power losses;

PjL is the amount of active power losses across j-th branch;

Bjp and B; . are binary parameters and they indicate if the b-th (c-th) bus is connected
(1) or not (0) to the j-th branch;

1; and x; are the resistance and reactance values of the j-th branch;

j 1s the imaginary unit.
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The distributed load flow is considered in order to share the burden of active power
losses balance—not considered in zonal energy market solution—with a limited though dif-

fused stress on the selected generators.
As outcome of the analysis, further than the determination of nodal voltage, the amount
of active, reactive and apparent power flowing across the j-th branch, named PjF ,Q f and S ]F ,

is determined from the following complex equation:

*

. te) — bjcvc(t
,Bj,bvb( k) '8], ve( k) +yj,8j,bvb(tk) (81)

T =%

S,F (tx) = Bjpvp(ti)

where the superscript * stands for complex conjugate value, and:
SF(t) = PF(t) +5QF (t) (82)
yi=1t]% (83)

3.2.2. Selection of the Candidate Projects
From the power system techno-economic operation analysis, and particularly from the
determination of power flowing through branches, the loading analysis of network connec-

tion can be carried out.
In particular, for each time step t, € N and branch j € N%, the loading factor FjL is de-
termined as the ratio of absolute value of power flow |S]F | on active power flow rating P,’;j,

as follows:

LA
fr(8) ="pr (84)

For the base case, the mean value of the loading factor F,,Llj throughout the considered

time horizon and a duration curve of loading factor (sorting the values from the highest to
the lowest, irrespective of the time step position in the horizon) can provide synthetic evalu-
ation of the operation stress of the j-th branch, thus individuating the paths that would benefit

more from a reinforcement project. The formulation of Fnﬁj can be generalized as follows:
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NT
1
Frﬁj =7 z AT (ty,) - F}L(tk) (85)
t=1

According to the adopted operation planning standard, the overloaded branches can be
individuated if the power flow exceeds the rating value by a suitable margin ¢; therefore, no

overload is observed if the following condition is satisfied
F}L(tk)>1+€ Vt=1,...,NTVj=1,...,NL (86)

From the theoretical framework of the zonal market, it could be expected that more
stressed connections are placed across the zones and not within each zone. Therefore, a first
selection is made considering the doubling of existing connections across each couple of

Zz0onces.

However, further connection lines could be individuated as well, in order to improve
the network meshing, providing different paths for power routing that could increase the ef-
ficiency, although they could represent a more costly solution. A second selection of candi-
date projects involves new connections between couple of nodes pertaining to different

zones, not interested by existing line or market zone connections.

3.2.3. Scenario Analysis of Development Projects
The impact of the candidate project is assessed by means of a PINT approach, therefore

each project is analyzed separately, as described in the following.

Differently from the determination of techno-economic benefits at target years accord-
ing to defined evolution of system generation and demand, the proposed approach aims at
determining the effect of the presence of development projects in the considered system

through technical and economic merit indicators.

A first indicator is represented by the variation of total active power losses induced by
the presence of the x-th candidate project. In order to perform this estimation, the energy
market in (72)—(75) is solved accounting for the presence of the x-th development project,
affecting the inputs of the boundaries of active power exchange Pf‘, and the load flow anal-
ysis in (76)—(80) is carried out considering the influence of the x-th candidate project on the
nodal admittance matrix Y. Therefore, the global power system operation is varied in each

t,-th time step. The indicator IL quantifies the energy losses reduction benefits, for the x-th
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development project over N7 observation periods with duration 7, with respect to the base

case network, and it can be expressed as follows:

NT NE NT NL
I,%:ZZTPjL(tk)—ZZIPfx vV x € NX (87)
tr=1j=1 tr=1j=1

where, N¥ is the total number of candidate development projects and x is the candidate pro-
ject index, P]Lx represents the j-th branch active losses in the presence of x-th candidate pro-
ject.

Furthermore, in order to investigate the effect of the project on possible evolution of
the generation and demand, and particularly on the attainment of targets for increased energy
service for users and reduced environmental impact of power system, the considered power

system is subject to increase of load demand and of renewable generation scenarios.

In the load increasing scenario, the load demand is increased by 1% for each iteration
for each load bus in each time step. In order to ensure proper balance and avoid power short-
age, the generation capacity is incremented uniformly, of the same amount. Therefore, for
each load iteration A the energy market in (72)—(75) and the load flow problem in (76)—(80)

are solved with new input parameter of load demand P,f , and maximum generation level

Pfimax in the whole time horizon N7, defined as follows:
PP(t) =(1+40.01-2)-PP(t,) Vb=1,..,N8 (88)
PEM¥ () = (14 0.01-2) - PE™ () Vi=1,..,NC (89)
where P%%* varies during the time for non-dispatchable RES (i.e., wind and solar).

At each A-th load iteration, the branch loading F}LA of each j-th branch in each t;-th
time step is determined. Moreover, If no overload is detected according to the adopted plan-
ning standard, i.e., (86) is satisfied, the procedure goes on to the next iteration, otherwise the
procedure stops at a given iteration number 4., and the admissible demand increase (PP') in

the network under the x-th candidate study is given by:
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NT NB NT NB

PP = D N [PR (00 — PR)] = 0014 D Y PR (o0)

tr=1b=1 tr=1b=1

The load increase indicator of the x-th candidate project is therefore determined by
difference between the result of the developed network (considering the input variation on
Pfff , Pll",’c and Y, further than the scenario influence) and of the base case (subscript BC), as

follows:
Iy = P — Py (91)

In the renewable increasing scenario, the power generation amount by renewable-based
generation technologies is increased by 1% for each p-th iteration in each time step. In this
case, no intervention on power balance is operated, i.e., load demand and conventional power
generation are not varied, since the aim is to investigate the effect of a growing renewable
share in the power generation mix. Therefore, for each renewable iteration p the energy mar-

ket in (72)—(75) is solved with new input parameter of maximum generation level Pl-(i;max

applied to the i-th renewable generator (in the subset (4, of non-dispatchable RES genera-

tors, in number NVP¢ < N¢) defined as follows:

PE™(t) = (14 0.01- p) - ™ (1)) Vi € Qg (92)

According to energy market results, giving different production levels for all generators
pr due to a new equilibrium point, the load flow analysis (76)—(80) is carried out.
At each p-th renewable iteration, the branch loading P}-’jp of each j-th branch in each

tr-th time step is determined. If no overload is detected according to the adopted planning
standard, i.e., condition (86) is satisfied, the procedure goes on to the next iteration, otherwise
the procedure stops at a given iteration number p,, and the admissible renewable generation

increase (PR!) in the network under study is given by:

NT
P& = Z Z [PE,. (t) — PE ()] (93)

tr=11€Qp

The renewable generation increase indicator of the x-th candidate project is therefore

determined by difference between the result of the developed network (considering the input
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variation on P,’ff , P,lfc and Y, further than the scenario influence) and of the base case, as
follows:
I =P — Pge (94)

A representation of the technical merit indicator determination process is depicted in
the flowchart reported in Fig. 27. It can be noted that the method involves the storage of
network operation analysis under different conditions and in the presence/absence of devel-

opment project, therefore a specific calculation framework is necessary in order to collect the

x-th development
VX project data

necessary information.

Base Case network
and market data

Zonal energy
market (72)-(75)
Load flow
lanalysis (76)-(80)

Zonal energy
market (72)-(75)

V by
Load flow

Determination
P2, Pi% and
Yy

LAY

( Zonal energy
market (72)(75)

P (1)

Load flow

| [analysis (76)-(80

Zonal energy
market (72)-(75)

Load flow

i=0 [ p=0 ] i=0 [ p=0 |
A=21+1 p=p+1 A=21+1 p=p+1
Determination of - Determination of oAbt
D Determination of D Determination of
L  PJ(ty) and Gmax L  Py(ts) and Gmax
e (1) P () PEmaE (1) P (k)

[ Zonal energy
market (72)-(75)

Load flow
lanalysis (76)-(80)

[analysis (76)-(80)|

analysis (76)-(80)

Fig. 27. Flowchart representation of the determination of technical merit indicators of the x-th development
project (right), as compared to the base case (left).

Finally, in order to account for economic implications, an estimation of the investment cost

IC,. of the x-th candidate project is carried out, according to standard building and installation
cost for the single components.
3.2.4. Project Comparison and Selection

As highlighted in the methodology, the three technical merit indicators, plus the eco-

nomic one, although referring to comparable units, measured as energy amounts over a given



time horizon, are determined according to different operating conditions and evolution
frameworks of the system under study. Therefore, in order to carry out a proper comparison
among the outcomes of the analysis of candidate projects, Analytic Hierarchy Process (AHP)

is adopted [220], [221].

The AHP is based on the determination, for each h-th criterion evaluated for n options,

of the n X n pairwise comparison matrix Cp, whose element Cp,; represents the prevalence

of the i-th option compared to the j-th one. If the i-th option is preferred to the j-th one, then

Chy; > 1, in a scale of values up to 9 according to importance comparison; for equal im-

portance it is Chy; = 1; moreover, the following reciprocal constraint applies:
Chi,j . Chj,i =1V Chi,j € Ch (95)

Once the matrix Cj, is built, its normalized version C ﬁ by column is obtained, and its

elements are determined as follows:
Ch

N ij
Ch.. ==—— V. €EC
hi Z?:l Chy hi h (96)

By averaging the entries of each row of CY, the n X 1 score vector s for the h-th

criterion is determined:

Sp, =—= Vi=1,..,n 97)

By padding the vectors s, by columns, the n X m score matrix § is obtained:
S = [Sl e Sp e Sm] (98)
Proceeding in the same way, the m X m pairwise comparison matrix 4 of the m criteria
is determined, in which the element aj,  represents the prevalence of the h-th criterion com-
pared to the f-th one. Applying the same normalization and averaging process described in
Equations (95) and (96), the m X 1 criteria weight vector w is determined.

The n X 1 vector of global scores gs is therefore determined by the following matrix
operation, where the element gs; represents the global score assigned by the AHP to the i-th

option.
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gs=S-w (99)
For the application to the proposed framework, the candidate projects represent the
generic n options, whereas the three indicators I%, I? and IE represent the m criteria.
In addition, the consistency check is performed on pairwise comparison matrices. Tak-
ing A as a reference, the consistency index is determined as follows:

aa—m

I
C=— (100)

where the first term aa is a scalar determined as the average of the elements of the vector
obtained by multiplying the rows of A by w and dividing by the corresponding element of

w:

m
1 Zah-w
aa T m wh, (101)
h=1

The consistency ratio CF is therefore determined as C!/R! where the random index R’
is determined as the average C! when elements of A are random. It is considered that the

consistency is acceptable if CR < 0.1.

3.3 Modified version of IEEE 118-Bus Test System

The proposed methodologies are applied to a modified version of the IEEE 118-bus
system, called NREL 118-bus test system, shown in Fig. 28. Yearly generator and load data
of the system are reported in [211], [212], divided by hours, therefore T =1 h and Ny = 8760.
The test system presents a total installed production capacity of 40.5 GW distributed among
327 generators, subdivided among the three zones as reported in Table 10. The installed gen-
eration capacity in the Zones 1, 2 and 3 (Z1, Z2 and Z3, respectively) are equal to 26.0%,
48.6% and 25.5% respectively. More than 68% of installed generation capacity is based on
natural gas, with combined cycles (CC), combustion turbines (CT) and steam turbines (ST)
while non-dispatchable renewables (PV and wind) represent 18.4% of installed capacity.
Thermoelectric plants are remarkably present in Z1, whereas Z2 includes hydroelectric
power plants up to 85%, and the highest renewable penetration is in Z3 with 30%. Moreover,
21.3% is covered by programmable renewables—mainly hydroelectric in Z2—and 36.2% is

represented by photovoltaic, wind—with higher share in Z3—and hydro generators.
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Table 10. Zonal installed capacity by technology [MW].

Number of Generators Installed capacity [MW]
Technology
Z1 z2 z3 Tot Z1 z2 Zone 3 Tot
CC gas 19 7 12 38 5,812.1 1,743.9 3,436.1 10,992.1
CT gas 24 7 35 66 1,356.3 374.5 1,549.3 3,280.1
CT oil 3 2 223.5 142.4 0.0 365.9
ICE gas 6 1 7 0.0 50.4 33 53.7
ST coal 1 1 20.0 0.0 0.0 20.0
ST gas 5 5 10 1,482.2 0.0 978.4 2,460.6
ST other 2 2 35.0 0.0 0.0 35.0
Biomass 32 4 23 59 582 16.5 40.2 114.9
Geothermal 1 1 0.0 22.0 0.0 22.0
Hydro prog. 18 1 15 0.0 8,383.6 110.0 8,493.6
Hydro non-disp. 1 18 5 28 0.8 8,506.4 1,649.5 10,156.7
Wind 33 S 37 1,078.0
Photovoltaic 132 78 117 3,445.8
Total zone 1 | zone2 | zone 3 40,518.4

Fig. 28. NREL 118-bus test system with the zonal subdivision.

Minimum and maximum bid prices for fuel-based plants (thermoelectric and biomass) are
reported in Table 11, gathered by technology. It can be seen that most of gas-based produc-
tion has a production cost lower than 30 $/MWh, comparable with biomass, whereas oil-
based technology is the less competitive. The parameters A and voll, present in (45) and (63)
respectively, are set to 3,000 €/MWh, well higher than maximum generation bid, and corre-
sponding to average sensibility to interruptions in European framework [222]. Further, the

redispatching costs ¢;” and ¢;” of (61) are estimated at 3 and 2 times maximum power bid of



the i-th generator (c; ys), respectively, according to observed values for reserve bids in Italian
ancillary service market [223].

Total yearly demand sums up to 95.95 TWh, whereas the load value ranges from min-
imum 7.23 GW to maximum 17.29 GW. Load distribution among zones shows that Zone 1
(Z1) has the highest share, between 43.3% and 63.5%, with higher values in winter and lower
in summer, whereas Zone 2 (Z2) and Zone 3 have 13.4+30.6% and 19.4+33.9% of load re-
spectively. In Fig. 29 a representation of load trend for the days with lowest and highest total
load level is reported with the respective zonal distribution. Finally, transfer capacities are

equal to 6400 MW between Z1 and Z2 and 3100 MW between Z2 and Z3.

The subdivision of load demand among buses is determined according to fixed ratio
provided in [212] not reported for purpose of brevity. For the same reason, the network data

for load flow analysis can be found in the database [212].

Table 11. Generation bid price range [$/MWh].

Technology Minimum Maximum
CC gas 12.94 = 28.11 27.80 +~ 66.34
CT gas 15.02 +28.31 30.22 +71.49
CT oil 104.72 +109.32 | 257.97 +264.32
ICE gas 21.26 +21.39 42.52 +42.78
ST coal 9.15 20.72
ST gas 11.56 + 26.48 23.12 +64.98
ST other 15.11+124.10 30.22 +290.11
Biomass 12.47 + 16.62 28.45+33.24
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Fig. 29. Trends of zonal demand in lowest load day 113 and highest load day 249.
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As regards non-dispatchable renewable generation, the contribution reported in [212]
amounts to 2,700 TWh, 7,698 TWh and 2,564 TWh for wind, solar and non-dispatchable
hydro, respectively. Correspondently, equivalent yearly duration of 2,505 h, 2,234 h and 253
h for wind, solar and non-dispatchable hydro, respectively is considered. The yearly duration
curves are reported in Fig. 30, where it can be seen that wind and hydro show a smooth
variation over time, and they do not reach null contribution in any condition, whereas solar

power is working for half of total hours, as expectable.
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Fig. 30. Duration curves of non-dispatchable renewable production.

3.4  Result Analyses
3.4.1. Flow-Based results

The MATLAB environment is exploited to perform numeric simulations. In particular,
zonal market relations are solved by building a proper optimization procedure exploiting
intlinprog function in the optimization toolbox, whereas the load flow analysis is performed
by means of the MATPOWER package [224]. From market analysis in Reference Scenario,
it is obtained that zonal exchange limit is attained only from Z3 to Z2 in 41 hours. Therefore,
the network development project from Evolution Scenario is selected as the doubling of
branch 159, between buses 99 and 100, connecting Z2 with Z3. This allows an increase of
transfer capacity between the two zones by 600 MW. Results of market analysis in Reference
and Evolution Scenarios are reported in Fig. 31. A slight reduction of average unified price
is observed from 24.31 $/MWh to 24.25 $/MWh, although extreme values keep similar. From
Table 12, it can be noted that in the Evolution Scenario the occurrences of bounded exchange

limits on the border between Zone 2 and Zone 3 is reduced. Yields of social welfare
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components, given in Table 13, show that Evolution Scenario implies a strong increase of

user surplus and an expected decrease of congestion rent.

Dealing with steady-state network study, the yearly amount of losses is 4816.68 GWh
in the Reference Scenario, representing roughly 5% of total yearly load. A 0.06% reduction
of losses is obtained in Evolution Scenario, attaining 4815.44 GWh. Moreover, 1918 hourly
conditions with at least one overload are observed in Reference Scenario, reducing to 1916

in Evolution Scenario.
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Fig. 31. Unified price: results obtained on yearly horizon.

Table 12. Occurrences of bounded zonal exchange.

Reference Evolution
Border Direct Reverse Direct Reverse
Z1-72 0 0 0 0
72-73 0 41 0 3

Table 13. Yearly social welfare components [M$].

Components Reference Evolution
Producer Surplus 392.840 392.858
User Surplus 77679.055 77684.072
Congestion Rent 0.137 0.015
YSW 78072.032 78076.934

Security-aimed redispatching is described in Table 14 and Table 15 in Reference and
Evolution Scenarios, respectively. Globally, two lines with total three maximum overloads
are detected in Reference Scenario, one in Z1 and the other across Z1 and Z2. Four lines with

five maximum overloads are detected in Evolution Scenario, affecting the connection



between Z2 and Z3 as well. Renewables are not affected by any curtailment, whereas dis-
patchable generators are highly exploited. Moreover, generation and load variations show a
reduction by roughly 20% in the Evolution Scenario. Yearly amounts of redispatched energy
are reported in Table VII. It can be noted that the total redispatched quantities in Reference

Scenario sum up to 0.36% of yearly demand, reducing to 0.29% in Evolution Scenario.

Table 14. Redispatching results of Reference Scenario.

Branch j* 37 54 54
From-to 8-30 | 30-38 | 30-38
OL%, OL: [pu] |-0.2057 | 1.2290 |-0.2920
th, ty 3876 | 5994 | 3396
T, T [h] 13.93 [335.14 | 6.86
total APS;; [MW] 0 1015.6 0
total APy [MW] | 152.8 | 1015.6 | 1747.7
total APy 4, [MW] 0 0 0
total AP, [MW] 152.8 0 1747.7

Table 15. Redispatching results of Evolution Scenario.

Branch j* 37 41 54 54 128
From-to 8-30 | 23-32 | 30-38 | 30-38 | 77-82
OL}, OL; [pu]  [-0.2065| 0.0106 | 1.2290 |-0.2921 |-0.0547
ity 2364 | 8454 | 5994 | 3396 | 3954
Tt 5 [h] 11165 | 1 |26749| 5524 | 1
total APg;; [MW] 0 626 |10156| 0 0
total APg;s [MW] | 153.44 | 62.6 | 1015.6 | 1748.3 | 128.4
total AP, 5, [MW] 0 0 0 0 0
total AP, [MW] | 153.44 0 0 1748.3 | 128.4

Table 16. Yearly results of security-aimed redispatching [GWh].

Resource Reference Evolution
Dispatchable generator increase 340.37 271.72
Dispatchable generator decrease 354.49 283.22

Renewable curtailment 0.00 0.00
Load curtailment 14.12 11.50

The variation of yearly economic indicators between Reference and Evolution Scenar-
10s, giving out total benefit of the analyzed project, are represented in Fig. 32. It can be noted
that the total yearly economic benefit YPB is equal to 18.21 M$, and almost 43% is given by
the reduction of load curtailment, whereas roughly 28% is due to generation redispatching,

27% is obtained by social welfare, and less than 2% is related to losses.
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Fig. 32. Variations of economic indicators for the analyzed project [M$].

For investment analysis, it is assumed that the analyzed year is representative of all
years in the horizon, hence YPB keeps the same throughout the time horizon. The network
development investment cost is determined from line length, individuated at 50 km according
to resistance and reactance values per km [225], and taking average installation costs for 138
kV lines with comparable rating at 450 k$/km from[226]. Therefore, for a four-circuit line,
a total investment /C =90.2 M$ is determined. By fixing @« = 0.05 and FC = 0.01 - IC, i.e.
900 k€/year, the trend of NPV over years is reported in Fig. 33. It can be noted that investment
payback occurs at 6.2 years, and at the end of 20-years horizon NPV = 125.5 ME.
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Fig. 33. Net present value trend for the analyzed project.

3.4.2. AHP results

For the scope of zonal market analysis, transfer capacities are assumed equal to the
capacity of the set of connection lines; therefore, P/*? = P/? is equal to 6,400 MW between
Z1 and Z2, whereas for the boundary Z2-Z3 it has been supposed a lower ATC of 400 MW,
therefore P/*? is 2,700 MW, being the most critical one. Fig. 34 shows the NREL 118-bus
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system where the candidate projects are represented by colored lines in the scheme and they

are described in the next subsection.
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Fig. 34. The NREL-118 network single-line diagram, reporting with colors the candidate projects for net-
work reinforcements analyzed in the following.

In order to carry out load flow analysis, the distributed slack is fixed at buses 25, 70,
72 and 107, hosting only conventional power plants with remarkable installed size, according
to availability of the plant and to generation level margin. Moreover, it is assumed that all
other 55 buses with at least one generator behave as voltage-controlled (PV) buses, consid-
ering that even photovoltaic and wind generators are more and more called to take part to
voltage/reactive regulation by system operator connection standards [227], [228], and in
these buses, voltage levels are fixed at 1.00 p.u. Moreover, according to planning standard of
Italian Transmission System Operator, the margin ¢ to evaluate a line overload considering
planning viewpoint is fixed at 0.2, i.e., no overload would be detected until the power flow

level is below 120% of line rating [229], [230].

Numerical simulations are also performed using the MATLAB software. The quadprog
optimization toolbox function has been utilized to solve the electricity market, and
MATPOWER has been employed for load flow analysis as well. The determination of merit

indicators exploits an iterative framework developed in MATLAB including the previously



mentioned tools. It should be noted that the zonal market and load flow analysis over the
yearly time horizon for a single network configuration takes roughly 3 minutes to be solved
on an ASUS VivoBook Pro: Processor Intel 17-8750 H, CPU 2.20 GHz 6 Core(s), RAM 16
GB.

A) Base case Network Operation

The application of energy market model to the test system in the base conditions leads
to the results synthesized in Fig. 35 in terms of duration curve of zonal active power balance,
where the represented values represent the power exchange of each zone. It can be seen that
73 is always exporting power, having a higher generation excess in winter, and reaching in
6 hours the power exchange limit with Z2. On the contrary, Z1 results an energy importer for
most of the analyzed period, with minimum exchange of —2,361.4 MW, well within Z1-72
boundaries, albeit it behaves as exporter for 270 hours, especially during summer, reaching
maximum exchange of 1,381.0 MW. Finally, Z2 net exchange ranges between 547.3 MW
and —2,075.1 MW, and net import is observed for 780 conditions.

2500 . . . ; ; .
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Fig. 35. Duration curve of net power exchange of each zone in energy market analysis for base case networtk.

As regards steady-state network behaviors and subsequent line loading evaluation by
(84)—(86), the analysis of lines at zone boundaries is synthesized in Fig. 36 and Fig. 37 in
terms of average loading and duration curve, respectively. It can be observed that boundary
lines are, on average, interested by more stressful flow levels as compared to internal lines
within each zone, and lines across Z2—Z3 boundary are highly exploited, with line 99—100

reaching the maximum F}-L of 107%, well within the overload limit of 120%. This branch is
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the one on which the flow-based cost-benefit analysis methodology carried out in the previ-

ous methodology was focused.
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Fig. 36. Yearly mean charge percentage of the candidate branches and of the hourly charge percentage

mean of the other network branches (Rest).
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Finally, the total losses are determined, corresponding to 3,431.8 GWh, i.e., roughly

3.57% of total load demand, and in Table 17 minimum and maximum observed values of

voltage magnitude (V,,) are reported, in terms of average value over the whole time horizon

for each bus and of extreme values attained in a single occurrence. It can be observed that

feasible operation values are obtained, keeping in a range of £11% of nominal voltage.

Table 17. Extreme values of average and absolute observed voltage magnitudes.

Value

Extreme

Vi [pu.]

Bus

average

minimum

0.967

81




maximum 1.071 72
minimum 0.944 95

maximum 1.109 107

absolute

B) Scenario Analysis and Evaluation of Indicators
As explicated in the previous section, the first choice of candidate projects is devoted
to the reinforcement of the existing lines across zone borders. In particular, a doubling of
existing 11 border lines is considered, numbered from R1 to R11, and relevant characteristics
are reported in Table 18. It can be observed that the projects have different impact on electric

parameters as well as on energy market exchange level between interested zones.

Table 18. Characteristics of candidate projects of existing line reinforcements.

. F
IC,:;}?;FH; Nodes | r [p.u.] | x [p.u.] | b [p.u.] [;[R{{, | Zones [15[;;%]
R1 15-33 | 0.00543 | 0.01777 | 0.22358 | +600 71-72 7,000
R2 19-34 | 0.01074 | 0.03529 | 0.4424 +600 71-72 7,000

R3 30-38 | 0.00066 | 0.00771 | 2.954 +600 71-72 7,000

R4 69-70 | 0.00032 | 0.05879 | 0.71386 | +1700 | Z1-Z2 8,100

RS 6975 | 0.00611 | 0.02014 | 0.252 +1700 | Z1-Z2 8,100

R6 75-77 | 0.00441 | 0.01443 | 0.7266 +600 71-72 7,000

R7 75-118 | 0.00426 | 0.01219 | 0.57218 | +600 71-72 7,000

R8 77-82 | 0.00509 | 0.026 | 0.3458 +700 72-73 3,400

R9 80-96 | 0.00567 | 0.02557 | 0.3332 +600 72-73 3,300
R10 98-100 | 0.00257 | 0.01161 | 0.1512 +600 72-73 3,300
R11 99-100 | 0.00207 | 0.00687 | 0.08386 | +800 72-73 3,500

In addition, the presence of further 4 lines creating new connection between nodes of
different zones are individuated. In order to define their electric parameters, a reference path
of existing lines is followed, and the relevant total impedance is reduced by a defined value
in order to account for possible path savings. The features of these new connections, num-
bered from N12 to N15, are synthesized in Table 19. It can be noted that the projects N12
and N13 involve a transformer doubling and a new line—where path saving assumptions are
applied—in order to increase the meshing of the higher voltage section across zones Z1 and
72, that in the base case involves lines 8-30, 2630, 30-38, 38-65, 65-68, 68—81. Moreover,
the project N15 creates a new zonal connection between Z1 and Z3, not present in all other

configurations, therefore a remarkable variation of market equilibrium is expected.



Moreover, due to the bottleneck created by a single connection across zones, its contribution

to market exchange level is considered equal to its rated power flow.

Table 19. Characteristics of candidate project for new line connections.

Candidate Length Re- Py, Pk
Project ID Nodes Reference Path duction r [p.w]|x [p.u]|b [p.u.] [M\]V] Zones [MW]

NI2 19-38 | 19-34; 34-37; 37-38 30% 10.01918]0.06258|0.09450 +600 | Z1-22 | 7,000
30-17; 17-18; 18-19;

N13 30-34 1934 30%  [0.00811]0.03182(0.09450| +600 | Z1-Z2 | 7,000
NI4 | 78-95 |87 7976:%25; 8229611 3000 10.01361/0.04882(0.07560| +600 | Z2-73 | 3300
N15 70-84 70‘;52;_227?3;_ ;1‘82; 30%  0.01749(0.04769]0.32469| +1200 | Z1-Z3 | 1,200

As prospected in the paragraph 3.2.3, the performance analysis of candidate project
starts from the determination of total active power losses over the considered year of opera-
tion. The evaluation of the indicator I% is reported in the second column of Table 20, and it
can be noted that the most favorable effect is attained in the presence of R11 project, giving
a 2.0% reduction of total losses, whereas R9 project implies negligible advantage with re-

spect to the base case.

Table 20. Results of merit indicators evaluation for the candidate projects.

. L D Limiting R Limiting Over-
et | i | v | A | Oretendin | v | x| londin Renew. |
R1 16,305 1,921 6 30-38 13,868 | 415 77-82 232.8
R2 30,936 3,840 8 30-38 13,868 | 415 77-82 462.3
R3 39,077 52,814 59 99-100 13,868 | 415 77-82 170.6
R4 39,539 4,801 9 30-38 13,868 | 415 77-82 650.4
R5 43,054 3,840 8 30-38 13,868 | 415 77-82 222.8
R6 52,637 3,840 8 30-38 13,014 | 395 77-82 189.0
R7 31,207 3,840 8 30-38 13,014 | 395 77-82 159.7
RS 9,673 0 4 30-38 15,788 | 460 75-77 340.6
R9 98 0 4 30-38 0 90 75-77 335.0
R10 25,449 0 4 30-38 3,414 170 75-T7 152.1
R11 69,378 960 5 30-38 14,079 | 420 75-77 90.0
N12 33,644 1,921 6 30-38 13,868 | 415 77-82 607.7
N13 8,008 44,171 50 99-100 13,868 | 415 77-82 348.8
N14 25,024 0 4 30-38 4,694 200 75-77 639.6
N15 44,773 0 4 30-38 8,961 300 75-77 624.8




The determination of admissible load increase in the base case results in the procedure
stop at iteration Ag. = 4, therefore only 4% of load increase (3,841 GWh roughly) results
admissible in the base case network configuration, being the line between nodes 30-38 the
first to experience an overload. The evaluation of the indicator I2 is reported in the third
column of Table 20, and in the fourth one the corresponding A, is reported, whereas in the
fifth the limiting overloaded line is pointed out. It can be noted that a set of projects (R8, R9,
R10, N14 and N15) do not provide remarkable advancement with respect to the Base Case,
and many other cases imply a further admissible increase by less than 6% of load demand,
being the line 3038 the limiting overload as well. In R3 and N13, intervening on line 30-38
or in its surroundings, the load increase is higher than 45% and the limiting overload moves

to line 99-100.

The determination of admissible renewable generation increase in the base case results
in the procedure stop at iteration pg. = 90, therefore 90% of renewable generation increase
(3,840 GWh roughly, closely related to load increase) results admissible in the base case
network configuration. In the base case, the limiting overload is observed on the line between
nodes 77-82 due to the different distribution of renewable generators with respect to load.
The evaluation of the indicator IR, of the corresponding p, and of the limiting overloaded
line 1s illustrated in seventh, eighth and ninth columns of Table 20. It can be seen that all the
projects affecting the Z1-Z2 border overcomes 300% of further increase, with the maximum
of R8 project equal to global 460% of increase, with limiting overload between nodes 77-82
(Z2-Z73). On the contrary, for projects on Z2—Z3 border or on new Z1-Z3 connection, the
limiting overload is for the line between nodes 7577 (Z1-Z2) but the impact is variable,
from no advantage in R9 to levels in R11, N12 and N13 comparable with those of Z1-Z2

lines.

The estimation of investment cost IC,, is reported in the last column of Table 4. Anal-
ogously to the results of the other proposed method, the estimation is based on average in-
stallation costs for overhead lines [226], considering the different voltage values and flow
ratings and determining line length according to typical resistance and reactance values per
unit length, whereas for high voltage self-transformers of suitable power ratings the cost es-
timation is taken from [231]. It can be noted that project R11 is the one with the lowest

economic effort, that is considerably higher for R4, interesting a high-rating long line, for
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N12 due to mixed voltage level with considerable length, and for N14 and N15 due to the

presence of long paths.

C) Selection of Projects

The AHP process explicated in paragraph 3.2.4 is therefore applied to the obtained
merit indicators. Since the indicators are all represented by numeric factors (all measured in
GWh) in order to determine the pairwise comparison matrix Cj of options, for each pair of
candidate projects the difference between the indicators is performed, assigning preference
levels from 1 to 9 according to the inclusion in intervals defined in Table 21. This method is
applied only if the index of x-th candidate project is not lower than the index of the compared
x-th project, since the reciprocal case has to comply with the constraint in (95). It should be
noted that for the investment cost index, the difference is inverted, since in this case the lower

the better, differently from technical merit indicators.

Table 21. Thresholds for preference levels in AHP according to values of difference of index between x-th and
X-th candidate project.

AHP level I -1 -1 R -1% c, —C
1 [0; 1,000) [0; 750) [0 ;200) [0;5)
2 [1,000 ; 3,000 [750 ; 1,500) [200 ; 1,000) [5 ;40)
3 [3,000 ; 9,000) [1,500 ; 3,000) [1,000 ; 2,500) [40 ; 80)
1 [9,000 ; 18,000) [3,000 ; 5,000) [2,500 ; 5,000) [80 ; 180)
5 [18,000 ; 30,000) [5,000 ; 10,000) [5,000 ; 8,000) [180 ; 300)
6 [30,000 ; 40,000) [10,000 ; 40,000) [8,000 ; 11,000) [300 ; 400)
7 [40,000 ; 50,000) [40,000 ; 49,000) [11,000 ; 13,500) [400 ; 450)
8 [50,000 ; 60,000) [49,000 ; 51,000) [13,500 ; 14,000) [450 ; 530)
9 >60,000 >51,000 >14,000 >530

The outcomes of the consistency test on each matrix is therefore reported in Table 22,
where the R! value of 1.58 for a 15x15 pairwise comparison matrix is exploited, as can be
found in [232], [233], It can be seen that consistency level is acceptable for all the three
indices, being CR<0.1 in all cases. The corresponding values of the score matrix S are graph-
ically represented in Fig. 38. It can be observed that, as expectable, candidate projects R11,
R6 and N15 show good performances for losses, projects R3, N13 and R4 for demand in-
crease, projects R8 and R11 for renewable increase, and projects R11, R10 and R7 for eco-
nomic effort. Moreover, by posing a selection threshold of 1/15 = 0.06667, that would be the

value of scoring if all projects had the same importance, it can be seen that a number of 6, 3,
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9 and 7 projects would pass the threshold for the four criteria, respectively. It can be further
observed that R3 passes the threshold in all four indicators, whereas R5 and R11 in three out

of four, and R9 and N14 do not show positive performance in all four analyzed aspects.

Table 22. Consistency analysis of the AHP matrices for each index of the candidate projects.

Parameter Ikt — I;‘( 12— I? IR — I)’; Cgf -t
n 15 15 15 15
aa 17.124 16.063 15.892 16918
c! 0.1517 0.0759 0.0637 0.137
R! 1.58 1.58 1.58 1.58
CR 0.096 0.0481 0.0403 0.0867
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Fig. 38. Graphical representation of score values by column (criteria).

In order to determine the criteria weight vector w, a set of different hypotheses has
been applied, thus obtaining different estimations. A first assumption is that of equal im-
portance for the three technical indices (Case EIT), giving a vector of equal weight values of
1/3. Therefore, a “slightly more importance” level is assigned to one index per time, thus
considering ay s = 3 for the selected index h, with the aim to investigate the validity of the
prevalence of one criterion to the others (Cases LD—losses dominance, DD—demand dom-
inance, RD—renewable dominance). Moreover, assuming the viewpoint of a power system
planner aiming at facing the challenges of energetic evolution given by the integration of
increasing greener generation with an additional insight to power demand, a dominance level
3 is assigned to renewable increase with respect to losses, and a dominance level 2 is assigned
to renewable with respect to demand and to demand with respect to losses (Case PVP, plan-
ning viewpoint). These considerations lead to five cases of criteria weight vector w, with

values reported in Table 23. It is easy to verify that each of the considered cases has a perfect
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consistency of pairwise comparison, since C! = 0. The vectors of global scores obtained in
the five prospected cases are depicted in Fig. 39. It can be noted that in each case 7 projects
pass the selection threshold, with the exception of DD with 6 cases, however the results are
different. In EI and DD Cases, R3 is the preferable solution, whereas in LD and DD cases
the best compromise is represented by R11, that is the project examined in the previous meth-
odology, in the cost-benefit analysis framework. In PVP Case, representing the reference for
the power system planning, the rank of suitable candidate project over the threshold is R3,
R11, R8, N13, R4, R5, R6. It can be argued that, under the considered assumptions, there is
more value in reinforcement projects than in paving new connections, and the different
weighting assumptions, representing contrasting evolution viewpoints, can affect the ranking

given the numerical outcomes of the techno-economic analysis and index determination.

Table 23. Criteria weight vectors in the five considered cases.

. Case EIT LD DD RD PVP
Criterion
Losses 0.33333 0.6 0.2 0.2 0.16378
Demand 0.33333 0.2 0.6 0.2 0.29726
Renewable 0.33333 0.2 0.2 0.6 0.53896
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Fig. 39. Values of global scores gs in the five considered cases.

In order to assess the influence of investment cost in project selection, a further
analysis is carried out including the economic effort scores in the AHP. Three further scenar-
ios are therefore analyzed. In the levelized weighting case (Case LW), the four merit indica-
tors assume the same importance, therefore all the elements of the vector of weight values is
1/4. The economic effort dominance (EED) is assessed by imposing a dominance level 5 to

economic effort criterion on the three technical indicators, therefore expressing a strong
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preference to investment reduction. Finally, the viewpoint of a power system planner is rep-
resented by Techno-Economic Planner Perspective (TEPP), where a dominance level 4 is
assigned to renewable and economic effort with respect to (w.r.t.) losses, a dominance level
3 is assigned to demand w.r.t. to losses and to economic effort w.r.t. to demand, and a dom-
inance level 2 is assigned to renewable w.r.t. to demand and to economic effort w.r.t. renew-
able. These considerations lead to three further formulations of criteria weight vector w, with
values reported in Table 24. It is easy to verify that each of the considered cases has a perfect

consistency of pairwise comparison, since C! = 0, except for the TEPP where C! = 0.051.

Table 24. Criteria weight vectors in the three techno-economic cases.

o Casd  Lw EED TEPP
Criterion
Losses 0.25 0.125 0.08066
Demand 0.25 0.125 0.17531
Renewable 0.25 0.125 0.28895
Economic effort 0.25 0.625 0.45509

The vectors of global scores obtained in the three techno-economic prospected cases
are represented in Fig. 40. It can be seen that in LW and EED cases, as compared to the EIT
Case in the previous analysis, the presence of investment cost makes the interest to R7 and
R10 increase, due to their cheaper economic effort, to the detriment of R4 and N13. In the
TEPP case, 8 projects pass the threshold, i.e., R11, R3, R7, R6, R8, N13, R5 and R10, and
the comparison with PVP shows that the economic effort does not remarkably affect the
leading projects of the obtained ranking, although further limiting the appeal of more chal-

lenging projects (e.g., long new connections or high-rating projects or multi-voltage levels).
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Fig. 40. Values of global scores gs in the three techno-economic considered cases.
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3.5 Conclusions

In this chapter, a flow-based as well as AHP procedures to assess the technical and
economic benefit of network development project have been carried out. The first methodol-
ogy involves a threefold analysis: a MILP zonal market solution model to determine social
welfare, a load flow analysis to obtain losses and overloads, and a sequential approach based
on PTDFs to determine the more effective redispatching actions aiming to reduce overloads.
Proper merit indicators have been defined in order to include all aspects in economic benefit
evaluation, as a difference of indicators between Reference and Evolution Scenario outputs,
in order to evaluate investment profitability. The second one is based on QP energy market
and load flow routines as well, however the most profitable development project is evaluated
by means of performance indicators, among a set of candidate projects. The development
projects’ benefits have been compared using the same tools, in order to calculate technical
merit indicators on active power losses, admissible load increase and admissible renewable
generation increase. In order to perform a comparison of heterogeneous aspects, the out-
comes of candidate project study have been analyzed through an Analytic Hierarchy Process
method, considering different weighting methods for technical criteria. In addition, the influ-
ence of economic effort for project is assessed by including investment cost estimation as a
further criterion in AHP method and comparing the classification list of projects under dif-
ferent assumptions. The application of the proposed procedures to the NREL 118 test system
over yearly time window has proved the validity of the approaches. In particular, the two
procedures are flexible enough to envisage its application to real-scale transmission net-
works. Furthermore, the indicator comparison through AHP revealed a synthetic though
powerful tool to put heterogeneous aspects in a common framework, where evolution sce-
narios can be efficiently represented by weighting criteria of indicators, prioritizing the at-
tention of the system operator to a subset of projects where a specific cost-benefit analysis
could be applied. In ordinary power system operation, N-1 security condition represent a
fundamental criterion to assess the generation and load dispatch, and this could affect the
evaluation of future network installation, reducing the estimated benefits. For this reason, in
a future work, additional CBA and N-1 security criteria could be assessed for the most prof-

itable projects to reduce computational costs concerning network extension.
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Chapter 4. Market-driven Sizing and Siting of
Generation Investment

A methodology for generation investment analysis is proposed in this chapter, in order
to determine the most suitable size and location of generation initiatives in an existing zonal
market. In particular, the method aims at determining the new power generation system able
to provide competitive bids in energy market through a differential approach, verifying the
alleviation of congestions in zonal market environment. Moreover, the potential reduction of
network overloads is assessed performing DC load flow analysis in stressful conditions in
order to individuate the most suitable location. The method provides static evaluation over a
full operation year along with investment profitability analysis. The proposed methodology
is applied to the installation of fuel-based generation plants in Sicily, considering Italian en-
ergy market results, and including a sensibility analysis on candidate generator sizes and

marginal cost levels.

4.1. Investment analysis methodology

The presented generation investment analysis is based on a three-fold methodology
involving market, network and economic perspectives. The market studies concern the vari-
ation of the DAM results for the candidate zone in terms of zonal price and interzonal power
exchanges thanks to the installation of the new generation unit. DC load flow simulations are
performed for individuating the site that provides the most benefits to the transmission line
power flows. Finally, the economic side entails determining the size of the unit that is eco-
nomically viable during its whole lifetime. A detailed explanation of the methodology is

provided in the following sub-paragraph.

4.1.1. Energy market evaluation

Let us consider the new generation unit of rated power S¢ with a constant marginal
production cost C¢, operating in a zonal energy market framework and to be placed in the z-
th market zone. The impact in the involved zone of the DAM can be assessed considering

the historical MCP results in relation to S¢ and C¢ of the new generator as shown in Fig. 41.
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Fig. 41. Flow chart for influence of generation investment in zonal energy market.

For each time step t;, € NT, when the zonal price of the zone z (1,) equals the zonal

price of each interconnected zone (1r,)), i.e., no power exchange bound is activated, the gen-
erator should produce power in the market only if C$ < m,, otherwise it is not competitive.
The cleared power depends on the power exchange with the interconnected zones (Pztlie ). If
PZtlie (tx) +SE < Pz’fb , in which Pz’fb is the power exchange upper bound of the z;-th inter-
connected zone, the generator will produce S¢, and the new zonal price is , = m,; otherwise
P&, and 7} depend on the rated power and the cleared power by units with a price greater
than C¢ (P G') as well. It is worth to underline that in this condition there is a market splitting

with the z; interconnected zone and ; < 7. Indicating with N ¢ the number of generators
with a price greater than C¢, PS¢ is equal to:

PS (&) = Z, PE' (ti) (102)
[ENG

If at the generic time step tj p¢' (tx) > SE the generator will produce its rated power,

replacing part of the N ¢’ generators, and 7, (t,) is determined by the new marginal unit;

otherwise, the new generator is the marginal one with PS, (t,) = P (t,) and m}(t;) = C§.

If ,(tx) > 15, (¢,) the power exchange with external zones z; reaches its import limit,

and if C < m,,(t;) the unit will produce S while the exchange decreases as follows:

Pe(t,) = P + S — PY' () (103)



only if P¢ (t;) < SE, and . (t;) = 14, (ty), where PP is the power exchange lower bound

(that is negative) of the z;-th interconnected zone.
If m,, (t) < CS < m,(t,) the power production of the unit depends on PS¢ as well; if

PS¢ (t,) < SE the power supplied is P¢ (t;) and 7, (t,) = CS, otherwise the generator is
cleared to the rated power, and m, depends on the replaced units, hence the new marginal
generator energy price, as for previous considerations. In the last case, in which , <m,,
the z; interconnection power flow reaches its export limit and if C$ < m, the new generator
will replace the cleared power by the most expensive units up to S¢, and i} varies according

to the new marginal unit, as in previous cases.

4.1.2. Transmission system analysis

Let us suppose a transmission system composed of NZ busbars and N¥? non-dispatch-
able resources (NDR) connected between sub-transmission and distribution system. The
zonal market results are used in this stage to run DC load flow simulations to assess the
impact of the new generation plant on the transmission system. The zonal dataset of the NDR
and loads coming from market are converted to nodal ones thanks to the generation (GPFs)
and load participation factors (LPFs), respectively. The power supplied by the most relevant
units, on the other hand, are directly associated with the nodes to which they are connected.
The GPF and LPF are supposed constant during the year and the first are distinguished by
technology:

PbG,n(tk) = GPFppn - Pin(ty) Vne€NNP,vbeNP (104)
Py (tx) = LPF, - PP (t) Vbe€N? (105)

where for the generic time step ty, PI,G_ n 18 the power supplied by the n-th tecnology at
the b-th bus, BY, is zonal power produced by the the n-th tecnology and GPF, ,, is the GPF
of the the n-th tecnology at the b-th bus; it is zero if at the b-th bus there is not the n-th
tecnology installed. Analogusly, PP and LPF,, are respectively the required load and the LPF
at the b-th bus, and P? is the zonal demand required. The DC load flow routines are used to
determine the most suitable busbar to install the new generator on, taking into account the
branches power flow benefits. The DC load flow equations [234] can be written in the matrix

form as follows:
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B%g — p = ( (106)

where B% is the (NB— 1) x (N®— 1) symmetric matrix of the conductances obtained
neglecting, repsectively, the row and column of the slack bus and reference angle, 0 is the
vector of dimiention (N5— 1) of the voltage angles, whereas P% is the vector of the DC nodal

power balance of dimiention (N5— 1).

4.1.3. Economic investment estimation

The investment analysis is based on the determination of net present value (NPV).
Considering a static approach, where the market results over a representative year of opera-
tion divided in NT the time steps are considered valid over the lifetime duration NY the NPV

is defined as below:

NY _
NPVZ(Ry_PyC_My,r)'(z:;?—a)Wl_IrC (107)
where R, is the yearly revenue from the energy sell:
NT
R, = z B (te) - (t) (108)
te=1
moreover Pyc is the yearly production operating costs:
NT
P = ) RSt CE (1) (109)
te=1

finally, M, , stands for the yearly maintenance costs and If is the investment costs, both

depending on the size of the new power plant, and « is the discount rate.

4.2.  Sicily case study
The method described in the previous section is applied to the Sicily transmission sys-
tem test case provided by TYNDP of ENTSO-E [235], shown in Fig. 42. It is composed of
127 nodes, distributed among 26 main substations, with several rated voltage as reported in

Table 25.
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Fig. 42. ENTSO-E Sicily 400 and 230 kV transmission system representation.
Table 25. Number of busbars for each rated voltage

V. [kV] Bus number
500 5
400 25
230 34
150 33
<150 30

The nodes at 500 kV are the extremes of new HVDC links to be completed in the next
years [236], therefore these parts of the network are not considered active in the study case.
The 150 kV nodes are the linking points with the sub-transmission system on which loads
and NDR are installed. The buses with the larger size generators have rated voltage lower
than 150 kV. The branches are composed of 78 lines, that include interzonal connection with
Calabria where a further node is modeled, and 96 transformers, of which 71 are power system

transformers, whereas 25 are generator transformers.
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The total generation capacity is 9.1 GW: the 39% is installed on the transmission sys-
tem, and it is composed of wind turbines (108 MW), hydro pumped storage (500 MW) and
thermoelectric (2970 MW), with individuated connection nodes. The generators connected
to lower voltage levels includes photovoltaic (PV) technology with an installed capacity of
1901 MW, and other 3.6 GW of NDR including other wind power plants, hydropower and
biomass, modeled as equivalent generators (EQ) [237]. For PV and EQ, the GPFs reported

in (104) are calculated, according to the installed capacity at each node (PbG’R) divided by the

n
total installed capacity(PZ(’;;lR):

G,R

P,
GPF,, = % vn e {PV,EQ},Vb € NB (110)

zn

The dataset of ENTSO-E presents one operating condition, with a total required load
equal to 2637 MW, distributed among 37 nodes. Analogously to the GPF, the LPF expressed
in (105) are defined as the ratio between the nodal load (P? and the total load (P?) in the
dataset:

Py
D

LPF, =
>Tp

zZ

Vb eENB (111)

The 2019 Italian DAM findings, which can be found in [238], are used to obtain the
generation and load dataset of one year time window, with one hour resolution (i.e., Np =
8760 hours), for the Sicily market zone, along with power exchanges with neighboring zones
and zonal prices. For the generation, the "bell curve" daily PV production profile is consid-
ered, for the market ID for PV output establishment; the market ID of the generators con-
nected to the transmission system is linked to the appropriate node; the remaining cleared

power is supposed equivalent and distributed to each node according to the GPF.

Fig. 43 shows the duration curve of the power balance of Sicily, it includes the power
exchange with Malta and Calabria. The load varies from 3000 to 1200 MW, whereas the total
generation from 2550 to 400 MW. Further, an export to Malta for most of the time horizon
is detected with a maximum of 199 MW. The import occurs for 320 hours with a maximum
of 115 MW. At the contrary, the interchange with Calabria shows an energy import for 8387
hours, reaching the boundary limit of 1100 MW for 2673 hours, and for further 705 hours
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with lower exchange limits. Although the maximum export to Calabria is 640 MW, there are
14 hours in which the power flow limit is reached as well. This is because the interchange

Sicily-Calabria has asymmetric and time-dependent boundaries.
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Fig. 43. Sicily yearly active power balance.
Fig. 44 presents the dispatched power after the DAM of the 14 power plants connected

to the Sicily’s transmission system, by means generation transformers. There are three base-
load generator, one generator is cleared roughly half year, and the remaining are peak-load
generators. Fig. 45 depicts the duration curve of the zonal price results for the Sicily market
zone. The maximum price is 155 €/ MWh and only in 65 hours the price is zero. The latter
occurs during low load hours or when the renewable production of both South Italy and Sicily
is higher than the required load. At contrary, the highest price takes place during high load

periods, causing an interzonal congestion with the peninsula.
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Fig. 44. Yearly dispatched power of the main Sicily’s generators.
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Fig. 45. Hourly MCP of 2019 for the Sicily market zone.

Fig. 46 depicts the system’s maximum, mean, and minimum LFP and GPF for distrib-
uting load across 20 substations and sub-transmission generation across 17, respectively, and
carrying out the nodal DC load flow routines. Melilli substation has the highest GPF (0.277)
and LPF (0.133). As a result, the yearly maximum nodal generation and load values are re-
spectively 340.9 MW (hour 8556), and 399.1 MW (hour 4553). Furthermore, Villafranca
substation has the lowest GPF (0.028) with the lowest nodal generation of 0.011 MW (hour
7297), and Ferdofin substation has the lowest LPF (0.001), in which the lowest nodal load is
1.47 MW (hour 3656).
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Fig. 46. Minimum, mean and maximum LPF and GPF.

Finally, Table 26 reports the branch overloading for the base case scenario, assuming
a rated active power equal to 85% of the rated apparent power. The Caracoli-Termini 220-

kV line is overloaded for 10 Winter hours, occurring in three different days, and 4 Autumn

105



hours, occurring one per day, with a maximum of 107.2% at hour 306. Another overloaded

line is the 220-kV Corriolo-Sorgente for 4 hours, all consecutives and during Winter, and its

maximum is 111.6% at hour 1196.

Table 26. Base case scenario overloaded lines.

Line Overloading hours Max overload
Caracoli-Termini 14 107.2 %
Corriolo-Sorgente 4 111.6%

4.3. Generation Investment results

The method is tested supposing three different sizes and three constant marginal costs,

as reported in Table 27. For each of the 9 combinations of (S¢, CS) energy production in the

DAM is determined and the results are shown in Fig. 47. It can be seen that the lower the

price and the rated power, the higher are the hours cleared at rated power, moving from 31

hours for the combination (S$-C$) to 4133 for (SF-CY).

Table 27. New generators parameters.

S§ IMW] CS [€/MWh]
Sg 250 cg 50
S§ 500 cs 80
s§ 800 cs 100
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Fig. 47. New generator DAM production for different sizes and costs.

For the sake of clarity, Table 28 shows the yearly equivalent duration hours for each

combination (H,. ) expressed as ratio between the total energy supplied in one year and the

rated power of the unit:
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NT
Hyp = SLG z Par(t) VSFESE V(T ey (112)
T tr=1
In case of a marginal cost of 50 € MWh (C{) the generator will produce for roughly
half a year at rated power, with a variation of 211 hours between 250 and 500 MW, and of
349 between 250 and 800 MW. The variation in cost, on the other hand, has a greater impact
on the cleared power (e.g., a reduction of three, four, and six times from 50 to 80 €/ MWh for

a size of 250, 500, and 800 MW, respectively).

Table 28. Equivalent duration hours of the new generator.

H,, cé c§ c§
s§ 4397 1309 729
s$ 4186 962 509
s§ 4048 679 348

The yearly peak load in Sicily occurs at hour 4553, Fig. 48 and Fig. 49 show the Ca-
labria-Sicily power exchange and Sicily zonal price variations, respectively caused by the
introduction of the new generator during the peak load day, where in the base case the max-
imum import is reached for each hour, as shown in Fig. 48. The bidding cost 50 €/ MWh is
lower than Calabria’s price in several hours during the peak load day (Fig. 49), when it occurs
the power flow is reduced. In fact, for the rated power S{ there is a reduction only for one
hour (4539) of roughly 63.3 MW. The rated powers S¢ and S§ impact for 12 and 13 hours,
respectively, the power flow and at hour 4539 there is the maximum reduction of 313.3 and
613.3 MW. On the contrary, C$ has a greater influence on MCP variation, indeed (S¢-Cf) is
the combination with lower zonal MCP, whereas the greater S;; the more are the hours in
which the generator is marginal, keeping the same C(;. This can be observed comparing the
MCP of (S2-C3) and (S2-C2) at the peak price, of approximately 113 €/ MWh, from hour
4556 to hour 4559. The first has enough margin to replace the most expensive units, becom-
ing the marginal generator, while the second is not able to cover all the high-priced bids (Fig.
50). This is better shown in Fig. 51 where it is represented the yearly Sicily MCP maximum

mean and minimum variation for each size and bid offered.
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Fig. 49. MCPs for each combination during the peak load day.
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Fig. 50. New generation production during the peak day.
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Fig. 51. Maximum, mean and minimum Sicily MCP variation for each combination.

Fig. 52 reports the maximum, mean and minimum interzonal power flow variation for
each combination of (S¢-CS) over the year. With marginal price CS the power exchange
between the market zones keeps at maximum level. This is due to the lower price of Calabria

in the whole year than the offered one.
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Fig. 52. Calabria-Sicily power flow variation for each combination.

The network impact of the new generation is studied under the worst-case scenario, in
which the generator supplies the rated power over the year, in order to assess the more stress-
ful scenario for transmission system operation. The candidate buses where to install the new
generator are selected excluding sub-transmission levels due to the chosen sizes, the buses
with an existing relevant generator, interzonal and foreign exchange nodes. The results of the
DC load flow simulation are shown in Table 29, which includes the base-case hours of over-

loaded lines as well as possible new ones, for the 5 candidate buses, all at 220 kV level, and
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for each possible size of the new generator. S¢ and S§ have the same effect for each candidate
bus: the overloads on the Corriolo-Sorgente line are extinguished. On the contrary, the size
S$ arises further overloads in relation to the selected bus. The worst solution is to locate the
new generator at the Ciminna substation, which overloads two other lines for a total of 50
hours. Partanna substation, on the other hand, is the most suitable solution because it reduces

the overloads Corriolo-Sorgente as well, without producing further overloads, as the other

size.
Table 29. DC load flow results with the new generator.
G X Candidate substation overload hours
Sy Lines — -
Bellolampo Ciminna Favara | Partanna Partin
G Caracoli-Termini 14 14 14 14 14
S1 ;
Corriolo-Sorgente 0 0 0 0 0
G Caracoli-Termini 14 14 14 14 14
52 ;
Corriolo-Sorgente 0 0 0 0 0
Caracoli-Termini 14 14 14 14 14
Corriolo-Sorgente 2 5 0 0 0
S Caracoli-Corriolo 15 24 0 0 6
Caracoli-Sorgente 15 26 0 0 6
Chiaramonte-Favara 0 0 3 0 0

The investment profitability analysis is carried out considering a specific cost of 617.64
k€/MW for a combined cycle gas plant [239], and the yearly maintenance costs 1% of the

investment costs. They are reported in Table 30.

Table 31 shows yearly revenue and production cost per each combination of size and
bidding price, as well as the net present value has been calculated supposing a = 5% and Ny
= 30 years. It can be seen that only the generator with sizes 250 MW and 500 MW and
marginal cost 50 €/ MWh allow an economic investment profit. In particular, the first is the
most profitable solution thanks to the higher equivalent duration hour, and the lower reduc-

tion of MCP, compared to the other with the same costs.

Table 30. Investment and maintenance costs for each size.

s¢ I [M€] M, . [M€ly]
% 154.41 1.54
s¢ 308.83 3.09
s¢ 49415 4.94
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Table 31. New generator investment analysis.

s¢ cé R, [M€/y] Pf [Mé€ly] VAN [M€]
Sg cg 68.48 54.96 29.7
S cs 31.83 26.19 -91.46
Sg Ct 20.52 18.23 —143.05
S§ cs 127.97 104.65 2.27
S§ cs 42.27 38.49 -298.2
S cs 26.88 25.45 —334.23
S§ cs 197.51 161.9 -22.73
S cs 44.56 43.49 —553.52
S cs 28.18 27.86 —565.14

4.4.

The proposed work for a generation investment analysis, based on yearly zonal market

Final remarks

dispatch with DC load flow evaluations, has shown that a smaller and cheaper generator is
more competitive and leads to lower impacts on zonal prices, seldom becoming marginal,
and higher investment benefits. Similarly, as the unit size increases, reduced occurrence of
bounded power exchange between zones has been attained along with zonal price reduction,
although DC network analysis has limited the candidate buses for generator placement in the
network, since investigating maximum production level in the absence of transmission rein-
forcements additional overloads have been detected in the surroundings of the installation.
With this hypothesis the rated power has a relevant impact on branch overflow occurrences
over the year: the greater the size the higher the possibility of further overloads. However, in
real applications the generation investment optimal solution could be in contrast with non-
electric conditions e.g. due to terrains and environmental permissions. Therefore, in the eco-
nomic evaluation additional costs could be necessary to fit these constraints, such as the in-
stallation of own busbar and cable to cover the distance from the closest available place to

the selected bus.

The adopted method has proved the determination of the generation impact initiative
in a zonal market framework and could be generalized-in further contexts of energy markets.
The generation investment viewpoint does not envisage the N-1 security criterion analysis,
even if in the market context the zonal boundaries take into account an available transfer
capacity lower than the rated power of the involved lines. However, in the network assess-

ment the N-1 security analysis could be taken into account to evaluate if further overflows
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arise for the analyzed candidate buses in the most stressful condition. Future works could
deal with the impact of strategic bids from the new generator, as well as the influence of
expansion for transmission network and generators, e.g., renewables, along with AC load
flow models and the possible participation of the new generation plant in other remuneration

mechanisms such as ancillary service markets.

112



Chapter S. Scenario Clustering and Statistical
Estimation of Operating Reserve Requirements

In this chapter, a procedure for the determination of different reserve requirements
(RRs) is proposed, taking into account system operating conditions and load, wind and solar
uncertainties, as well as load ramp variation uncertainty. the first three uncertainties are as-
sessed using real reference datasets, exploited to determine hourly forecast errors, for each
season. The load ramp variation uncertainty is assessed determining the advance/delay of the
electrical demand forecast during ramp/deramp conditions, and a proper Ready RRs (ReRRs)
is defined in order to cope with this uncertainty. The remaining reserves are the SpRRs and
Replacement RRs (RRRs). The three TRRs are determined considering the seasonal influ-
ence of the aforementioned uncertainties and the classification of the system operating con-
ditions according to RES penetration and demand request. Moreover, a statistical study is
developed to assess the effective RR estimation according to reference system dataset. The
proposed methodology is applied to the NREL 118-bus test system with a yearly dataset,
where a proper set of eligible generating units to provide the required services is defined. The
compatibility of the RRs with generation margins and possible contingency events is even-
tually assessed. In order to assess the influence of combined energy and service planning in
ancillary market framework, the outcome of the reserve requirement estimation—and in par-
ticular of secondary reserve—is therefore included in the security constrained economic re-
dispatch procedure.

Main contributions of this chapter can be individuated in:

e aclassification method, allowing to draw out the influence on RRs estimation of sys-
tem operation factors, such as RES production and load demand;

e areal reference system exploitation for supporting RR estimation suitability;

e the RR effective adequacy and feasibility assessment throughout the yearly by means
of operating conditions grouping in appropriate specific classes;

e the proposal of a procedure for security constrained redispatch, after day-ahead mar-

ket, accounting for reserve requirements.
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5.1. Reserve Requirement Evaluation
In this section, the methodology to determine the RRs is detailed. The approach is based
on Terna (Italian TSO) framework to define them for the Italian transmission system [7]. In
particular, the definition of RRs include the Secondary Reserve Requirements (SRR), two
TRR types to be delivered within fifteen minutes, and one TRR to be provided up to 2 hours
after the TSO request; each TRR is sized according to a combination of specific uncertainties.
They are defined for the whole system and for each market zone and the latter are obtained

downstream the former according to appropriate proportions.
According to ENTSO-E formulation [240], the SRR is based on the amount of load

demand forecast. On the other hand, the first TRR is the upward ReRR, and it is defined to

face:

e SRR restoration.
e Advance/delay of the required demand, in relation to the forecast level, in the
ramp/deramp load hours.

The second is the upward (downward) SpRR, it is sized to cope:

e SRR and ReRR restoration.
e Unexpected outage of the thermal unit (pumped storage hydro unit) with the maxi-
mum cleared power.

e HVDC outage.

The last is the RRR and it is determined to tackle:

e Unexpected outage of the thermal unit (pumped storage hydro unit) with the maxi-
mum cleared power.
e Forecast error of required energy demand and of non-dispatchable RES.
e Testing phase thermal unit production lacking with the maximum cleared power (only
for upward reserve).
e HVDC outage.
However, the HVDC outage is beyond the scope of the proposed paper, and it repre-
sents a further work that can be developed on a proper test case. Moreover, the unit outage

in SpRR is redundant, therefore it will be not considered in the following.
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5.1.1. Reserve Requirements
According to [241], SRR is evaluated by ENTSO-E formulation [240], and considering

a transmission system composed of N¢ control areas, for the generic time step t; = 1,...,NT

it is formulated as follows

NC

SRR(ty,) = z (\/a - PPPA(t) + b2 — b) (113)

c=1

where P4 is the forecast load of the c-th control area, a=10 MW and bh=150 MW.
ReRR is determined supposing a statistical combination of SRR restoration and load
ramp/deramp variation (4PR):

ReRR(ti) = a(ti)SRR (i) + B (ti) AP (t1) (114)

APR is defined taking into account two variations: one between two consecutive time
steps and the second from DA to RT values. These variations are related to proper thresholds

formulated as follows:

24d
k
Ta = o2 Z PPPA(t) vd = 1,..,365 (115)
tr=1+24(d-1)
_— APP(t,)
y = NT* (116)

el ™*
where T, is the daily mean load threshold and k is a proper weighting coefficient to relate
the threshold with mean load of the d-th day. The threshold T, takes into account that the
ReRR is only an upward reserve, therefore it is the yearly mean of positive values of APP
that is the load difference between RT and DA values at t,-th time step, belonging to QT
set of the NT* time steps with positive load difference. Hence, the load ramp/deramp varia-

tion occurs if the following two conditions are satisfied:

ty € [1+24-(d—1)+24-d]

D,DA _ pD,DA
[PPPA) = PP ) 2 Ty v | s (117

APP(t,) = PPRT(t,) — PPPA(L, ) = T, Vt, € Q7" (118)
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in which the condition (117) is to evaluate if the t,-th time step is included in the set QF of
ramping time steps, where DA load variation between two consecutive time steps is greater
than T; and condition (118) compares APP at t;-th time with T,,. Therefore, AP® is equal to:

+
APR(tk) — {APD(tk) - Ty Vt e (.QR ﬂQT )

0 otherwise (119)

The SPRR is defined as the statistical combination of SRR and RERR restorations:

SpRR(ty) = 6(t,)SRR(tx) + y(tx)ReRR(ty) (120)

The RRR is sized to overcome system uncertainties and unexpected generator outage,

considering a suitable statistical combination:

RRR(ty) = 3oy (tx)T(ty) + 3opy (tx) p(tx) + 30y, (t) u(ty)
+ max Pf (t) ¢ (ti) (121)

where, for each time step t;, gy, gpy and o represent the forecast error standard deviation
of wind power production, solar power production and load demand, respectively, whereas
the last term is the maximum dispatched power in day-ahead market (DAM).

In order to determine reserve amounts, the starting point is constituted by DAM solu-
tion, providing economic competitive power generation dispatch. For this aim, a DAM model
is developed supposing perfect competition among generators with stepwise bids and an in-
elastic demand in a zonal framework, in which the objective function aims at minimizing the

operating costs for each time step ty:

NG NS

min > " PE () cis (122)

P¢ =
where N¢ and N are the number of generators and bid steps, respectively, ¢; ¢ is the marginal

cost and P; ; is the variable on the cleared power of the i-th generator of the s-th step. The

DAM clearing is subject to four constraints:

NG NS N!
szgi,zpic,;s(tk)zﬁl,zpztie(tk) =P’(ty) z=1,..,N? (123)
i=1s=1 =1

116



NS

0< z PE(t) < ()P (6)  i=1,..,N¢ (124)

s=1
0<PL(t) S PY™™ () i=1,..,N%s=1,.,N° (125)
PP < pfe(t,) <P 1=1,.., N’ (126)

in which (123) is zonal power balance, (124) represents generator maximum limits, (125)
bounds bid step maximum power, whereas (126) defines interzonal flow bounds. Pf* repre-
sents the power flow of the [-th interzonal transmission line, BP is the total active power
demand at the z-th zone, f; , is a binary parameter equal to 1 if the i-th generator belongs to
the z-th zone and 0 otherwise. The binary parameter f3; ,, on the other hand, provides infor-
mation about the direction of the interzonal power flows, and it equals to 1 if the [-th inter-
zonal connection is entering the z-th zone, -1 if it is exiting from the z-th zone, and 0 other-
wise. Another binary parameter q; is aimed to indicate the availability of the i-th generator
at each time step to participate to DAM and ancillary service market (ASM) (B, = 1) or only
to ASM (B4 = 0). Moreover, PiG’max is the rated power of the i-th generator and it varies over

G,max
S

the time, as well as P, that is the s-th step maximum power of the i-th generator. Finally,

P/ and P}? are the lower and upper bounds of the I-th interzonal transmission line, respec-

tively.

5.1.2. Seasonal classification

The system uncertainties affecting the estimation of reserve requirements vary accord-
ing to the period of the year and to weather estimation. Therefore, in order to draw uncertain-
ties from historical dataset, a seasonal subdivision method is adopted to cluster the main
affecting parameters, and within each season operating conditions are grouped in classes ac-
cording to RES and load values. Additionally, to correlate the dataset of a real transmission
system, called reference, and the one of a test system, the RES and load timeseries can be
normalized according to the respective annual peak load to obtain comparable per unit values.
This elaboration is intended to provide to interested users (such as generation companies

aiming at energy-reserve arbitrage) a straightforward though affordable estimation method

117



for reserve requirements, by classifying the operating condition in one of the individuated
classes.

The classification framework is defined considering the difference between the sea-
sonal minimum and maximum RES production (P?™", PR™%y and load demand (P>™™,
PaD,max

) divided in classes defined by discrete intervals as follows:

R,tot Rmax R,min
APRtt = p — P

a a (127)
APC?’tOt — P;),max _ PaD,min (128)
APR,tOt
R _ a
AF; = N, (129)
APD,tOt
D __ a
ARy = N, (130)

where N and N; is the number of the desired RES and load class intervals and a is the
generic season. The network behavior can be classified on the bases of RES and load inputs,

for each time step:

Riq = [PE™" + (i — DAPR + ™" +iAPR] Vi=1,..,Ng (131)
Lj,a — [PaD,min + (] _ 1)APaD - PaD,min +]APaD] V] = 1’ ___,NL (132)
Cija=1{tx ' (PR(ty) ERa APP(ty) ELj4)} Vi€l (133)

where:
e (Ta is the set of time steps of the a-th season;
e R,;, is the RES power interval of the i-th RES class in the a-th season;
® L;, is the load power interval of the j-th load class in the a-th season;
® ;g s the set of time steps of the a-th season included both in the i-th RES class and
in the j-th load class.

The RRs are clustered according to the aforementioned classification and for each class their

mean values are assessed:

SRR, = ngfjin(SRR(tk)) Vij,a (134)
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ReRR;;, = mean(ReRR(tk)) Vija
c

Lja (135)
SPRR; j, = ”c’fjin(SpRR(t")) Vija (136)
RRR;;, = rrclfjin(RRR(tk)) Vij,a (137)

5.1.3. Statistical combination

The statistical coefficients reported in (114), (120) and (121) represent the historical
occurrence combinations of the considered uncertainties. However, the knowledge of these
coefficients requires much experience in on-line operation management. Therefore, the ob-

served RR values of the reference system are exploited to evaluate a total statistical coeffi-

pre
Ri,j,a’

cient to be applied to the preliminary of RR estimations in the test system (ReR

SpRRP’® and RRRY’®) given by the simple sum of the contributions in (114), (120) and

ija ij,a
(121). After the application of seasonal classification (127)—(133) to the reference system as
well as to the preliminary RR estimations of the test case, the total statistical coefficients are
obtained by means of their ratios, evaluated considering the normalized values, obtained on
the basis of the respective peak load (P, PPD’r). The classification of the two systems should
is assessed with the same assumptions for the definition of Ny and N; in (129)—(130); this
may provide different occurrences for each RES-load class, although the resulting values

keep valid for the ratio evaluation. Therefore, for each seasonal class:

ReRR}

i,j,s
PD,T
€ija = ReRPRmax Vija (138)

i,j,a
SpRRl-r,j,a
—r

P, "

Yija = gypgmax Vil (139)

L],a
D
Py
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RRR}

LJ.s

D,r
PP

Wija = pppmax VLA (140)

Lja

and these ratios between the normalized reserves represent the overall statistical coefficients

to obtain the TRR estimations as follows:

ReRR(tk) = gi’j’aReRRi'j'a v ty € Ci‘j‘a,v i,j, a (141)
SpRR(tk) = ﬁi,j,aSpRRi,j,a A tk € Ci’j’a,v i,j, a (142)
RRR(tk) = a)i,j,aRRRi,j,a A tk € Cl',j,a,v i,j, a (143)

Moreover, an analogous coefficient is applied to the SRR, with the goal to evaluate the

reliability of ENTSO-E equation to a real transmission system, therefore:

SRsz,a
PD,T
_ p ..
Via = Spr T Vide (144)
SRR(tx) =¥ jaSRRju Yt €€ja Vi j,a (145)

Finally, the total upward (URR) and downward (DRR) reserve requirements, at tj-th

time step, are defined as follows:
URR(ty) = SRR(ty) + ReRR(ty) + SpRR(t;) + RRR(t) (146)

DRR(ty) = SRR(tx) + SpRR(t) + RRR(tx) (147)

5.2.  Security Constrained Unit Commitment and
Economic Redispatch Method

The proposed methodology is organized in a multi-stage framework, which is synthe-

sized as follows:

e DAM model: an economic-based merit-order zonal market optimization problem is

carried out to define a preliminary dispatched profile;
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e ASM generator bids adjustment: a bid adjustment process mechanism is carried out
to participate to the ASM, based on DAM results, unit technologies and technical
limits;

e DC load flow and sensitivity factors: a network feasibility evaluation of the DAM
cleared power is fulfilled, and the PTDFs for the redispatch actions are determined;

e SCUCER optimization problem: a redispatch market to satisfy UC and network con-
straints as well as to procure secondary reserve requirements (SRRs) is proposed,

while minimizing market participant bid costs;

In the following subsections the formulation and a more detailed description of the four

stages are provided.

Nomenclature

The notation used throughout this methodology is stated below.
Sets and Indexes:

Q8 (Index b): Set of N transmission branches

Q6 (Index i): Set of N¢ generators

QL (Index 1): Set of N interconnections between zones

QN (Index n): Set of N¥ nodes

Q7 (Index s): Set of N{ generators’ stepwise bids

QT (Index t): Set of N time step

QOZ(Index z): Set of NZ zones

Subsets and Indexes:

Qf < O (Index i): Set of N# dispatchable hydroelectric units
QNP < OTH (Index i): Set of N¥P non-dispatchable thermal units
QR c O (Index i): Set of N® non-dispatchable RES units

QTP c QT (Index i): Set of NT? dispatchable thermal units
QTH < Q% (Index i): Set of NTH thermal units

Parameters:
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AD,, ;: Change in active power absorbed by load

AP ,: Change in active power generated by photovoltaic generators
AP)Y,: Change in active power generated by wind generators

C’": Fixed start-up cost in €

C"°: Penalty cost for RES curtailment in € MWh

C7°": Value of lost load cost in €/MWh

D}: Real time load demand

Dg?: Day-ahead zonal forecasted load demand

Eﬁt—f Available energy of dispatchable hydroelectric generator at previous time step
F ,2 ¢+ Active power flow downstream load flow routine

F***: Maximum active power flow

F™™: Minimum active power flow

F/?: Interzonal power flow lower bound

F¥?: Interzonal power flow upper bound

Pii’max: Dispatchable hydroelectric generator’s hourly maximum power
Pi‘,ita: Hourly forecasted generated power by RES

Pif,f: Real Time active power output of non-dispatchable RES generator
PSl': Secondary Reserve Half-bandwidth

P?¢: Shut-down bid

P;i: Start-up bid

P"%*: Maximum active power

P™™: Minimum active power

Snp: Power Transfer Distribution Factors

a; ¢: Generator’s availability

l-T, s¢. Upward energy specific cost for each step of each dispatchable thermal generator in

€/MWh

C
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cl-l' s,c. Downward energy specific cost for each step of each dispatchable thermal generator in

€/ MWh

c; s: Energy specific cost for each step of each generator in € MWh

cff: Variable shut-down cost in €/ MWh

cf{T: Upward Secondary Reserve specific cost in € MWh

cl-sfl: Downward Secondary Reserve specific cost in € MWh

ci¢: Variable start-up cost in €/ MWh

e; ¢: Monthly generator’s escalator

k; : Reduction factor for Load Shedding action

agzz Binary parameters of zone-generator connections

aj}: Binary parameters of zone-interzonal line interconnections

Bi n: Generators-nodes incidence matrix

APL-"';";"T: Maximum upward energy for each step of each dispatchable thermal generator
AP{}'S‘,%”: Maximum downward energy for each step of each dispatchable thermal generator
AP[s**: Maximum width for each step of each generator

SRR,: Secondary Reserve Requirement

Variables:

APiT,S,t: Continuous var representing upward power for each step of each dispatchable thermal

generator

APil,s,t: Continuous var representing downward power for each step of each dispatchable ther-

mal generator

APl-‘flt: Continuous var representing total ASM redispatched active power by dispatchable

thermal generator
D,llft: Continuous var representing curtailed power by load shedding action on n-th node
E{flt: Continuous var representing available energy of dispatchable hydroelectric generator

Fy ¢+ Continuous var representing the active power flow on interzonal connection
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P; s +: Continuous var representing the cleared active power on the DAM for each step of each

generator

PiL?t: Continuous var representing the cleared active power output on the DAM of each gen-
erator

P{¢: Continuous var representing curtailed power for each non-dispatchable RES generator
P;¢: Continuous var representing secondary reserve accepted for each dispatchable thermal
generator

u; .: Binary var representing the status ON (a; , = 1) or OFF (a;; = 0) of each dispatchable
thermal generator

ug,t: Binary var representing the upward movement of each dispatchable thermal generator
uit: Binary var representing the downward movement of each dispatchable thermal generator
u; 4. Shut-down binary var of each dispatchable thermal generator

u;y: Secondary Reserve binary var of each dispatchable thermal generator

u;y: Start-up binary var of each dispatchable thermal generator

AF, +: Continuous var representing change in active power flow on the b-th branch

5.2.1. DAM model

Let us consider an electrical power system composed of NZ market zones with N¢
generators installed among them, and N interzonal connections where load demand is as-
sumed to be inelastic in relation to price. A linear programming (LP) optimization problem
is proposed to simulate a zonal DAM (ZDAM), with the goal of minimising the stepwise
generation costs at a single time step t € Q7 over a time window composed of NT time steps.

As a result, the optimisation problem can be expressed as follows:

Ig:‘:rtl Z Z Ci,SPi,S,t (148)

ieQTH genSi

S.t.

P = z P, VieQ™ (149)

seqSi
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0<P,, <AP%* vieQ™ vsef (150)

- LSt
0 <P’ <P™a;, VieQ™ (s
0<P,<PY VvieQR 152
0< P <P vieqr (15)

Ph — Z pga =

ZG & (154)
ieQ Z€EQ
Z o, Py — Z ay, Fp = D3¢ VzeQf s
€Qs L (155)
IEQ 1eQ
FP<F,<F'" vieqt (156

The equality constraint (149) defines the dispatched power of each thermal generator equal
to the sum of the accepted bid steps. Inequality (150) limits the power of each bid step within
its maximum width. Constraints (151) and (152) are required to ensure that the thermal units
never exceed the maximum power and RES never exceed their hourly forecasted power, re-
spectively. The dispatchable hydro (DH) units have an hourly dispatch strategy, and (153)
specifies the maximum power available for each hour. The total and zonal active power bal-

ances of the system are presented in (154) and(155), respectively, whereas (156) expresses

Pmax

st and

the active power flow boundaries on each interzonal connection. In particular, A

Pi’,"{AX are the maximum bid step width and the maximum available power of the i-th gener-

ator, respectively, obtained as below:

PJ™ = P" ey (157)
APse" = APS™ ey (158)

5.2.2. ASM generator bids adjustment
A set of bids is required to evaluate the various services to be provided in the ASM. In par-
ticular, the quantities offered by qualified units are adjusted based on the dispatched power
in the DAM and the technical limits of each generator, while the relevance of each service is
considered by applying appropriate time-varying factors to the marginal price. The bids pre-

sented by qualified units are the start-up (SU), shut-down (SD), upward redispatch (UR),
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downward redispatch (DR), and secondary reserve (SR) bids defined, for each time step ¢,

as described in the following.

o Start-up bid

Psi = min{Pyn, Pn — PRY" vie QTP (159)
Citt = CM (1 —wyeq) + P ci ViEQ™ (160)
in which
PIF™ = P"" ey, (161)
su __ su
cft = avg(cis)R; (162)

the SU bid in (159), submitted by dispatchable thermal generators, is the positive minimum
between the technical minimum, that varies as defined in(161), and the difference between
the technical minimum and the dispatched power after the DAM. The SU cost (160) is the
sum of a constant term (C;'*) and a time-varying term (c;;') multiplied by P’. The first is
taken into account if in the previous time step the generator was shut-down, whereas the
second is the average energy marginal costs multiplied by a suitable time-varying factor R"

as in(162).
o  Shut-down bid
P = min{P™, Pi[.)t}+ vieq™ (163)
Cit =Pl -avg(cis )R Vie QTP (164)
the SD bid of a dispatchable thermal generator, in (163), is the minimum positive quantity
between the technical minimum and the cleared power in the DAM. The SD cost (164) has

only a variable term evaluated considering a proper time-varying factor Rf¢ multiplied by
the average energy marginal costs.
o  Upward redispatch bids
AP = min{APSE, PI%* — (s APSE + PB)} Vie QP uQH,s=1,.., N5 (165)
cloe =Rl VIiEQPUQHs=1,..,N,s" =N, .., N} (166)

in which
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1 .
APt = 5 (PR = PIET (167)
L

(168)

max D
NST _ [Pi,t B Pi,tl
it — |~ aApst

AP
the UR bids (165) have a power width AP{'S’,‘,‘:"T equal to the minimum between a predefined
quantity APff and the remaining control margin up to the maximum power of the unit. APl-ftt
depends on the bid step number N;® and the total control margin, as in (167), whereas NisT is
the number of steps required to reach the maximum power expressed in (168). The respective
bid cost CZ s,¢» defined in (166) is obtained from a proper time-varying factor R;t and the

marginal cost ¢; i+ derived from the DAM operating condition.
e  Downward redispatch bids
AP = min{APSE, PP, — s APSE — P} vie QP uQf,s=1,.,N5 (169)
Cloe = R, VIEQ™ UM s =1,.,N5,s" = N5, .. 1 (170)

where:

Ph, — Pl
! ,t ,t
NS = [—l - l (171)

AP

the DR bids are formulated based on the previous ones. In particular, the power width AP/%* y
of (169) is the minimum between APiftt and the remaining control margin up to the minimum
power of the uni. The bid cost cl-l_ s,¢ 0f (170) is the product of the time-varying factor R;t and
¢; ¢+ Finally, N{?: is the number of steps required to reach the minimum power defined in

(171).

e Secondary reserve bid

Pl = k5T P} v i€ QTP (172)
¢’ =RiMavg(c;s) Vi€ Q™ (173)
¢t = Riavg(ci) Vi€ Q™ (174)

the SR power bid is the generator’s secondary reserve half-bandwidth (SRH), obtained as a

certain percentage (k*7) of P[t**, as defined in (172). In particular, the SR is an automatic
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control, in which all the cleared units are dispatched simultaneously, providing the required

percentage of the reserved quantity. Therefore, in the clearing process, Piff must be equal in

both upward and downward action. The costs for supplying upward and downward SR, pro-

vided in (173) and (174), respectively, considering proper upward ( R{"") and downward

(R{™) time-varying factors applied to the average marginal costs.

e Bidding flowchart

Generator technical limits;
Marginal costs;
Start-up/shut-down costs;
ASM-DAM cost factors;
DAM results.

l

i e QrP

L

t=1,.,NT

!

[ srbid 172179 |

SUbid (159), (160);
UR bids (8.2). (8.b)

SU bid (159). (160):
SD bid (163), (164):
UR bids (165), (166)

SD bid (163), (164);
UR bids (165), (166)

SD bid (163), (164);
UR bids (165). (166):
DR bids (169), (170)

SD bid (163), (164);
DR bids (169), (170)

i

UR bids (165), (166):
DR bids (169), (170)

]

Fig. 53. ASM bids adjustment flowchart.

The ASM bids adjustment mechanism is synthetised in Fig. 53, where the bids pre-

sented for the ASM by each eligible unit are shown in relation to the technical limits, the

Pi’?tAM and the unit technology, i.e. thermal or DH. In particular, DH units have P;¢

MIN _

m 128
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therefore the DH bid adjustment process concerns the UR and DR bids, and APfyf in (167) is
defined from 0 to P%AX . On the other hand, after the DAM, thermal units can be dispatched

below the technical minimum, so proper SU and SD bid adjustment is defined in (159) and

(163), respectively.

5.2.3. DC load flow and sensitivity factors

DC Load Flow (DCLF) calculations are performed, for each time step of the considered
time horizon, in order to assess the effective branches' power flow due to the dispatched
generation of the ZDAM. Considering a power system composed of NV nodes and N
branches, for each time step t, the nodal matrix form of the DCLF equations can be written

as follows:

B0, — P =0 (175)
where B4 is the (NV— 1) x (N¥— 1) symmetric matrix of the conductances, obtained
neglecting, repsectively, the row and column of the slack bus and reference angle, 6 is the
vector of dimiention (N¥— 1) of the voltage angles, whereas P% is the vector of the DC nodal
power balance of dimiention (N2 1), and:

!
N5 =
it st
APi’t

(176)
is the active power flowing through each branch obtained multiplying the voltage angle dif-

ference between the interconnected buses and the and the branch susceptance.

Subsequently, DC sensitivity factors are calculated to quantify how an incremental
change in the nodal active power affects the branch power flows. For this purpose, and to
avoid lack of generality, DC power transfer distribution factors (PTDF) are calculated by a
distributed slack bus DCLF [242]. Because the DCLF is a linearized calculation tool, the

resulting PTDF are linear as well, depending only on the network topology.

5.24. SCUCER formulation
The proposed DAM aims to minimize the generation costs based on the forecasted load
demand and solar and wind production. However, neglecting the generation constraints and
considering a zonal market framework, the solution may result in an infeasible global opti-

mum operating condition from the network perspective. As a result, a security constrained
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unit commitment and economic redispatch (SCUCER) optimization problem is developed to
account for the network and generation constraints, the SRR procurement, and updated load,
wind and solar forecasts. For this purpose, the objective function seeks to minimize the UR
and DR costs, the SU and the SD costs, the SR provision costs, the load shedding (LS) costs
and the RES curtailment (RC) costs as below, for each t € QT:

min[C] — C} + ¥ — CFP + CFR + CF5 + €] (177)

where selling bids, i.e. those that increase the dispatched power, represent an expense for the

TSO vice versa for the buying bids. In particular, the costs are defined as follows:

s?
Ni
T _ T T
Ct - z z Ci,s,t APi,s,t (178)
ieQTPyQH s=1
st
Nit

Ctl = z z Cil,s,t APil,s,t (179)

ieQTPyQH s=1

Y = it uit (180)
ieqTD

PP = 2 Cif uit (181)
ieqTD

Cf = z (cft! = et )Pit (182)
ieqTD

Cs = Z €7 Dy (183)
neQN

Cfe = 2 CTePif (184)
ieqQR

The optimisation problem is subject to several constraints that can be gathered in: UR
and DR constraints (185)—(187); thermal unit constraints (188)-(202); DH unit constraints
(203)-(205); RC and LS constraints (208), (209); and network constraints (210)-(212); de-

fined and described in the following.
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l

APl — AP up <0 s =1,.., N, (185)
T

APl , — AP Mul, <0 s =1,..,N, (186)

ul-T't + ul-l't <1 (187)

where (185) and (186) limit the UR and DR bids to the maximum step width, whereas (187)

avoids the simultaneous UR and DR.

For each i € QTP the thermal unit constraints are:

N3 N3,
APf — Z AP, + Z AP, — PRtufy + Pifuit = 0 (188)
s=1 s=1
Pli™uy e — APfy + Ptuy < PL (189)
Pl use — AP — Pifuiy = Py Wi € QTP (190)
D A
ui,t—%z 0 (191)
it
e =0if a;p =0 (192)
Ui — Ul =0 (193)
Ui — ujr 20 (194)
u +uit <1 (195)
uft —ul, =0 ifPf < PI" (196)
ujy =0 ifPl-,Dt = Pir,',fin (197)
uit +ui? =1 ifo< Ph <P (198)
NE; N
D ARk = ) APmt s 2 0 if PR, > P (199)
s=1 s=1
Upe — Uy =0 (200)
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PST > SRR,

ieqTD

(202)

the equality constraint (188) defines the total power redispatch as algebraic sum of the redis-
patch quantities accepted in the ASM. The technical minimum and maximum constraints are
defined in (189) and (190), respectively. The constraint (191) defines the status of the thermal
units according to DAM and ASM results. In (192) the generator status is bound to its avail-
ability. The constraints, (193), (194) and (195) allow the UR, the SU and the SD, respectively,
according to the unit status. The units below the technical minimum after the DAM are con-
strained, in (196), to be SU before accepting the UR bids, whereas in (197) the units above
the technical minimum cannot be SD. The units dispatched between 0 and the technical min-
imum are forced to be SU or SD in the constraint (198). For the units above the technical
minimum, constraint (199) binds the SD bid clearance only if all the DR bids are accepted.
In (200) the SR bid is conditioned to the generator status, and (201) limits the SR provision
to the SRH of each thermal unit, whereas (202) defines the minimum SR to be procured,

where the value of SRR, is determined as in the previous paragraph.

For each i € O the hydro unit constraints are:

I Ng,

APA — Z APl . + Z AP} . =0 (203)
s=1 s=1

Eft — Eft_y +TAPf, =0 (204)

—tPh, < TAPA < min{t(P/"%* — PR, Ef_,) (205)

where (203) is the analogous total power redispatch for the DH units, (204) updates the avail-
able energy of the units according to the accepted bids in the ASM, whereas (205) limits the
DAM and ASM dispatched power to the minimum between the available energy of the pre-
vious step and the rated power of the units. In particular, 7 is expressed as fraction of hour

and represents the duration of each time step.

The daily available energy for the DH units (El-’z) varies from month to month and is

divided into two parts: a major portion that is bid to the DAM in accordance with five
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different trends based on typical load profiles as described in [243], and a minor portion that
is stored for bidding in the ASM. As a result, E{f‘t_l is daily updated, adding the new daily

available energy to the accepted quantities in the DAM and ASM as follows:

~

-1

t
z ‘[_'PD —_ TAPL":qf v t € QT ld = 1’ ""ND (206)

t=1 t=1

A —
Ei,t—l -

“Ma

>

where NP is the number of days in the considered time window. Furthermore, it is

supposed a maximum storable energy for each DH unit as follows:

o~

-1

t
E}% z TP — TAP%: vt eql,d=1,.,N° (207)
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in which k is a positive integer number.

The RC and LS are limited to an upper bound defined as:
OSP&CSPZtt ,VieQR (208)
0<DY <k'DIf ,vneQV (209)

Finally, network constraints are:

[PlDt+APt]+ Z PlDt+Z[Plrtt_PlrtC] Z[Dn_DlS - (210)

ie{QTPuqH} ieqQND ieqQR neQl

F"™ < FY, + AF,, < FJ"** vb e QF @11)

AF, ., = Z Snb Z BinAP/ + APY, + APF. — ADL, + DI%

neqh ie{QTbyaH}

(212)
=) BinPif | wben?
ieQR
where (210) represents the power balance, (211) limits the branches power flow to the upper
and lower bounds, whereas (212) defines the power flow variation according to the PTDF
and the redispatched quantities and the forecast update of load demand wind and solar pro-

duction.
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S5.3. NREL 118-Bus Test System

The proposed methodology is applied to the NREL 118-bus test system, characterized
by high penetration of RES and several thermal power plants, distributed on three market
zones, as shown in Fig. 54 [211], [212]. The forecast uncertainties are obtained from Terna’s
RRs and load dataset [244], [245], and RES measurement data provided by research projects.
In addition to the information provided in the paragraph 3.3, the zonal installed capacity is
roughly 10.5 GW in Zone 1, 19.7 GW in Zone 2 and 10.3 GW in Zone 3. Combined cycle
(CC) technology is the most spread in Zone 1 with 5.81 GW, followed by steam turbine (ST)
and combustion turbine (CT) with respectively 1.48 GW and 1.36 GW; each one supplied by
natural gas (NG). Hydro power generation is mostly installed in Zone 2, with 8.38 GW of
dispatchable capacity and 8.51 GW of non-dispatchable (ND) capacity. The main technolo-
gies of Zone 3 are CC NG, hydro ND, and CT NG with respectively 3.44 GW, 1.65 GW and
1.55 GW of installed capacity. The total solar photovoltaic (PV) installed capacity is 3.45
GW of which 35% is present in Zone 1, 50% in Zone 3, and the remaining 15% in Zone 3.
Finally, wind power plants are installed in Zone 1 and Zone 3 with 0.33 and 0.75 GW re-
spectively. The installed capacity is distributed among 327 generators, gathered in 132, 78

and 117 from Zone 1 to Zone 3.
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Fig. 54. Zonal generation capacity per technology and fuel.

Table 32. Interzonal lines and rated powers.

Interconnected | Interconnected Rated power
zones buses [MW]
Z1-72 15-33 600
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71-72 19-34 600
Z71-72 30-38 600
71-72 70-69 1700
Z1-72 75-69 1700
71-72 75-77 600
Z71-72 75-118 600
72-73 77-82 700
72-73 80-96 600
72-73 97-96 600
72-73 98-100 600
72-73 99-100 600

The zonal market framework of the network presents two interconnections, one be-
tween Zone 1 and Zone 2 (Z1-Z2) and the other between Zone 2 and Zone 3 (Z2-7Z3). Table
32 reports the interconnection lines between market zones with their rated power, with total
maximum transfer capacity equal to 6400 MW and 3100 MW, for Z1-Z2 and Z2-Z3 zonal
connections respectively. Applying the N-1 security criterion to the line with the greatest
rated power, for the zonal market, the available transfer capacity (ATC) for Z1-Z2 is 4700
MW, whereas for Z2-7Z3 is 2400 MW. Generator marginal costs range per each technology

are the same defined in Table 11.

Fig. 55 shows the yearly energy supplied by each technology, as result of the DAM
optimization problem (122)—(126) during the year. Half of the required load is covered by
CC technology, roughly one quarter by Hydro and the remaining quarter among Solar, Wind
and CT. Biomass and Geo have low installed capacity, whereas ST has several expensive
units therefore it is cleared only during peak load hours. However, in order to participate in
the ASM, power plants must meet certain technical requirements set by the system operator.
For this purpose, following the Italian Grid Code [6], the dispatchable candidate units have
rated power greater than or equal to 10 MW. As a result, there are 88 units allowed to provide
ancillary services, of which 28 are CC, 52 are CT, 8 are ST, with total zonal nominal power
of 8181.18 MW, 2282.76 MW, and 5766.17 MW for Zone 1, Zone 2, and Zone 3. The DAM
clearing yields the total increasing and decreasing power margins of the 88 units, shown in
Fig. 56. The increasing margin ranges from 3.1 GW to 14.8 GW, while the decreasing margin
ranges from -0.7 GW to -12.2 GW. According to the dynamic rated power of the generators,

the total available margin fluctuates monthly, by maximum 0.5 GW, with an average value
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of roughly 15 GW. Finally, Fig. 57 depicts the duration curve of the total power variation
(TPV) from DA forecast to RT operation of net load (difference between demand and Solar
and Wind production), showing the maximum positive and negative unbalance of 3.5 GW

and —3.3 GW, respectively, and average value of —-141.2 MW.
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Fig. 55. Yearly energy production per technology.
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Fig. 56. Upper and lower power margin of the eligible generating units.
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Fig. 57. Total power variation from DA to RT of load, wind and solar.

Fig. 58, Fig. 59 and Fig. 60, show, respectively, load, PV and wind standard deviation
of the forecast errors used in (121) and normalized according to the yearly peak load. The
standard deviations are evaluated obtaining mean values for each season and hour for load
and wind power plants, instead the PV standard deviation mean values has been obtained for
each hour and bimonthly with the same daylight duration (i.e., June and July, May, and Au-

gust, etc.). As results, the bell-shaped trends obtained have different temporal windows and

peak according to months.

The highest load forecast error is roughly 0.024 pu in Summer and the lowest is 0.009
pu in Autumn. For the PV, the higher standard deviation trend occurs during the months
April-September with a peak value of 0.013 pu, whereas in June-July the trend is peak-shaved
in the central hours, due to the more accurate prediction in the presence of clear sky , where
the minimum peak value is equal to 0.008 pu. During the season, daily wind production fore-
cast errors are more consistent, and during the year it varies from a minimum of 0.004 pu

(Summer) up to 0.010 pu (Spring).
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Fig. 60. Seasonal wind standard deviation.
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S5.4. Reserve Sizing

The procedure is applied to the whole year operation data reported in the dataset [212]
For the sake of exemplification, in Fig. 61 the values obtained for the yearly peak load day
are shown, in particular SRR is calculated from (113), and the preliminary TRRs are deter-
mined as in (114), (120) and (121) as explained in the previous section, in pu value of peak
load. A similar trend for SRR and preliminary ReRR, ranging from 0.0107 pu to 0.0174 pu,
is observed during the day, indicating that no ramp variation is detected, therefore the maxi-
mum SpRR is the double of SRR. The preliminary RRR has values between 0.0940 pu and
0.1708 pu, roughly ten times greater of SRR. The minimum and maximum values of SRR,
ReRR, and SpRR occur at the same time steps, i.e. during the minimum load at hour 3 and
the maximum load at hour 15. However, the lowest RRR occurs for two consecutive time
steps, hours 3 and 4, while the highest RRR occurs at hour 14. This demonstrates that the
first three RRs are strictly related to the forecast load, whereas the RRR is affected by uncer-
tainties that vary throughout the day independently from the load.

02 T T T T T
SRR
= ReRRP"*
0.15F = SpRRP™ .
= RRRP™

p.u. of peak load
<@

0.05 .
________——-—_'-_-_— —_V'-—-_.
———
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1 4 8 12 16 20 24

Hour [h]
Fig. 61. RRs during the yearly peak day.
5.3.1. Seasonal Classification
The application of the classification reported in (127)—(130) to the yearly dataset of the
test system is synthetized in the Table 33. In particular, for each a-th season, Np = N; = 10
classes are defined for RES generation and load demand, and each class is identified by R; ,

and L; , with i, j =1, ..., 10. On the bases on the data reported in Table 33, the class Ry-L,;
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in Winter season includes all the time steps with RES generation between 6 MW and 360.8
MW and with load demand between 6,666 MW and 7,415.9 MW.

Exploiting this classification, the number of hours categorized in each class (i.e., the
number of elements of ¢; ; ;) is depicted in Fig. 62. The most frequent classes are with low
RES penetration (R; and R,) — mainly driven by PV unavailability during evening and night
— and several load requirements. Later on, there are the classes with higher RES penetration
and middle load demand (Ls, Ls and L;). The more extreme the load and RES classes, the
lesser the samples. Furthermore, the seasonal peak load occurs for higher RES classes during
Summer and Autumn, vice versa for the rest of the seasons. For instance, in the class R{-Lq

in Winter season 87 time steps are included.

Table 33. NREL 118-bus test system seasonal classification values of load and RES [MW].

Season Pg,min Pg,max APg Pg,min Pg,max APg
Winter 6 3,554 354.8 6,666 14,165 749.9
Spring 21 3,947 392.6 6,286 15,756 974.0
Summer 19 3,601 352.8 6,976 17,288 1,031.2
Autumn 2 3,273 327.1 6,410 15,604 9194
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Fig. 62. Seasonal class hour recurrences of the test system.’

5.3.2. Reserve Requirement Preliminary Sizes
Supposing k =0.04 in (115) the hourly mean seasonal load ramp variation of the NREL

118-bus test system is shown in Fig. 63. Only in 149 hours occurs a load ramp variation

3 For the sake of visualization improvement, in this figure RES axis is reported from the highest class
(R; ) to the lowest one (R;).
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during the time window, in which 45 occur in Winter, 24 in Spring, 52 in Summer, and 25 in
Autumn. The mean values have been evaluated also considering the hours in which AP =0
in order to evaluate its impact during the season. It can be seen that Spring and Autumn have
low mean error with a maximum mean impact of 0.001 pu. In particular, in Spring there are
errors from hour 3 to 20 with few gaps, whereas in Autumn the gap is within the morning
hours. In Winter, the peak is roughly 0.0025 pu at 5, in the central hours there is not ramp
variation, whereas in the evening and the night there are two lower peaks. Finally, in the
Summer only from hour 1 to 3 there is not ramp error, and the peak is reached at 5 with an

approximate value of 0.004 pu.

The average of SRR and preliminary ReRR, evaluated for each season and class and
normalized by the yearly peak load (17.28 GW), are depicted in Fig. 64 and Fig. 65, respec-
tively. Maximum SRR value is 0.0171 pu and occurs in the highest load class in Summer,
whereas minimum SRR value is detected in the lowest load class in Spring and it is equal to
0.0089 pu. Among the seasons, the preliminary SRR reaches the lowest value in Winter with
0.0149 pu, whereas the minimum SRR assumes the highest value in Summer with 0.0097 pu.
These values are in line with the load required per each season. In particular, the lowest and
the highest seasonal values are obtained respectively in class L; and L, for ReRR: 0.0149
pu and 0.0093 pu, 0.0161 pu and 0.0089 pu, 0.171 pu and 0.0097 pu and 0.0162 pu and
0.0092 pu from Winter to Summer.

Considering that for k = 0.04 the hourly mean of seasonal ramp/deramp error APR has
a maximum value of 0.004 pu (Fig. 63), that is lower than the half of minimum SRR, this
error is determined only in 149 ramp/deramp hours. Therefore, a limited impact on prelimi-
nary ReRR is expectable, and this depends on the ramp/deramp occurrences in each class.
For a better visualization, Fig. 66 shows the percentage difference between mean values of
preliminary ReRR and SRR per each season and class. The classes with the highest percent-
age difference are in Autumn: in Lg-Rg it reaches 0.0223 %; in L,-Rs it is roughly 0.0183 %.
Furthermore, in Fig. 67 the influence of this parameter k in the determination of APR and in
the number of occurrences is shown, and it can be inferred that a decrease of threshold implies
increase of maximum APR and of the occurrences. In particular, the maximum value moves
from 0.120 pu for k = 0.055 to 0.133 pu for k = 0.025, whereas ramp/deramp conditions are
individuated in 128 hours for k = 0.055 up to 240 hours for k = 0.025. Therefore, the choice
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of the daily threshold parameter slightly affects the determination of the mean ReRR in each
class, although keeping importance in the analysis of a specific ramp/deramp operation con-
dition. Finally, Fig. 68 shows the preliminary SpRR evaluated for each season and class as
well, where the lowest and the highest seasonal values are obtained respectively in class L4
and Lio with 0.0299 and 0.0186, 0.0322 and 0.0178, 0.0342 and 0.0194 and 0.0325 and
0.0184 from Winter to Summer.

%107

Winter
Spring

1 4 8 12 16 20 24
Hour [h]

Fig. 63. Seasonal mean load ramp variation.
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Fig. 64. Seasonal SRR for each class in relative value.
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Fig. 67. Evaluation of AP® varying k.
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Fig. 68. Seasonal preliminary SpRR for each class in relative value.

From (121) RRR estimation depends on load, solar and wind seasonal forecast errors,
as well as the maximum dispatched power in DAM. The first three terms have been deeply
analyzed in the test case paragraph, whereas in Fig. 69 the mean value of the maximum dis-
patched power in DAM is depicted, per each season and class, in per unit values of peak load
as well. It can be observed that, for each season, the higher the load class, the greater the
maximum dispatched power in DAM. In Winter, an average value of 0.0458 pu is obtained,
and slight differences among classes are observed, roughly [-10 % + 42 %]. Summer classes,
on the other hand, are characterized by highest variability, with an average of 0.0537 pu and
a variation range within [-29 % + +40 %], moreover extreme values reached in summer,
equal to 0.0383 pu and 0.0753 pu, respectively, represent the extreme values observed over
the entire year. This is primarily due to two correlated factors: the mean RES penetration and
the load variation. During the winter, in fact, RES production is mostly ascribable to wind
generators, whereas solar provides the most part of RES supply during Summer, with a sharp
distinction between the daylight and night time steps. On the contrary, as shown by the sta-
tistical data in Table 33, the load trend has different profiles throughout the seasons. In addi-
tion, it should be noted that generators are subject to availability in DAM throughout the year

that affects the cleared power solution.
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Fig. 69. Seasonal maximum DAM cleared power mean.
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Fig. 70. Seasonal preliminary RRR for each class in relative value.

In order to evaluate the influence of the maximum dispatched power in DAM on RRR
calculation, Fig. 70 shows seasonal preliminary RRR per each class, and Table 34 reports
relevant minimum, average and maximum values. It can be noted that, differently from the
other reserves, RRR is affected by both classification parameters, and its values are roughly
ten times higher than ReRR, representing a more challenging target to be reached by gather-
ing reserve provision. The maximum seasonal values occur in class Lg-Rq during Winter with
0.1653, in class L1y-R¢ during Spring with 0.1610, in class Lg-R; during Summer and Au-
tumn respectively with 0.1663 pu and 0.1589 pu. The minimum seasonal values occur in
class L{-R, during winter, spring and autumn with 0.0943, 0.0869 and 0.0818, respectively.
For summer the minimum RRR occurs in scenario L{-R; and the value is equal to 0.0934.

From the comparison with Fig. 69 , it can be seen that the maximum dispatched power in

m 145



DAM is approximately one third of the RRR, whereas the remaining two thirds depend on
load, wind and solar uncertainties. In fact, the highest seasonal RRR values are obtained in

classes with high RES production and required load, especially in Summer where the highest

solar production and load demand occur (see PX™ and P2 in Table 33) [211], [212].

Table 34. Preliminary RRR minimum, mean and maximum seasonal values [p.u.].

Season Minimum Mean Maximum
Winter 0.0943 0.1354 0.1653
Spring 0.0869 0.1323 0.1610
Summer 0.0934 0.1389 0.1663
Autumn 0.0818 0.1194 0.1589

5.3.3. Evaluation of the Statistical Coefficients

In order to apply the Reference Statistical Combination of effective estimations of RRs,
the Italian power system dataset is considered as reference system. Therefore, the seasonal
classification (127)—(130) is applied to the Italian TS dataset of RES and load dataset
throughout the year 2019 [244] considering ten classes for load and RES as well, as synthe-
tized in Table 35. Comparing with Table 33 it can be observed that the two power systems,
although characterized by different scales, present similar load and RES trends over the sea-
sons. In particular, the yearly peak load is observed in Summer, moreover the maximum and
minimum RES production is experienced in Spring and Autumn, respectively. The reference
system occurrences for each class and season are depicted in Fig. 71. It can be noted that, as
for the test system (Fig. 62), the most populated classes are characterized by low seasonal
RES generation and low load demand, whereas the middle level of class population is repre-

sented by high seasonal load demand.

The determination of the overall statistical coefficients in (138)—(140), (144) is carried
out taking into account the reserve requirements of the reference system at 2019 [245]. In
those equations, when the reference system does not show any value in a populated class of

the test system, the ratio is assumed to be equal to 1.

Table 35. Italian system seasonal seasonal classification values of load and RES [MW].

Season pRmin pRmax APR pomin phmax AP?
Winter 266 16,992 1,672.6 17,512 53,434 3,592.2
Spring 125 17,473 1,734.8 19,518 53,581 3,406.3
Summer 105 16,987 1,688.2 22,540 59,526 3,698.6
Autumn 128 15,059 1,493.1 21,061 51,390 3,032.9
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Fig. 71. Seasonal class hour recurrences of the Italian system.*

In Fig. 72 , the values of the ratio v, ; 4, are shown for each class and season, in order
to compare the results of the implemented SRR formulation (113) with the SRR values in the
reference system. In particular, in Winter only in four classes the ratio is above 1, and mini-
mum and maximum values are 0.5630 and 1.0574 in classes Ls-R; and L4-Ro, respectively,
with a mean seasonal value of 0.7615. In Spring all the values are lower than 1, with a mini-
mum of 0.5041 in Ls-R;¢ and maximum of 0.9711 in Lg-R5 and the seasonal mean is 0.6625.
A similar condition is observed in Summer, obtaining ratios between 0.5637 in L,-Rg and
0.8591 in L,-R, with an average seasonal value of 0.6529. Finally, Autumn has 32 classes
with ratio greater than 1, mostly occurring with low RES production (classes R;-R,), mini-
mum and maximum ratios equal to 0.6870 (in Lg-Rg) and 1.2603 (in Lg-R,), respectively,

and the average ratio is 0.9672.

The most interesting aspect is that i; ; , varies from values below and above the unity,

even if ENTSO-E defines (113) as the minimum SRR [240].

4 See footnote 1.
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RES class ! Load class

Fig. 72. Seasonal SRR ratio per each class.

In Fig. 73, Fig. 74 and Fig. 75 the ReRR, SpRR and RRR ratios are shown, respectively,
according to (138)—(140). As regards ReRR, Fig. 73 shows that minimum seasonal ratios
occur in Winter class L,-Rg with 0.5834, in Spring class L3-R;, with 0.5508, in Summer
class Ls-R;, with 0.5818 and in Autumn class Lg-R;o with 0.7005. The maximum ratios
occur in Winter class L,-R; with 1.1560, in Spring class Lg-R3 with 1.0170, in Summer class
Ls-R, with 0.8884 and in Autumn class Lg-R, with 1.3126 and the seasonal average ratio are
0.8034, 0.6929, 0.6763 and 0.9924, respectively. In Fig. 74 it can be seen that the SpRR
seasonal minimum ratios take place in the class Li¢-R; for both Spring and Summer, with
0.8270 and 0.7840 values, respectively. In winter, the minimum value is equal to 0.8708 in
the class Lg-R1¢ and in Autumn it is equal to 0.8317 in the class Ly-Rq. At the contrary, the
maximum ratios for all the seasons occur in the class L,-R, and assume the following values
1.4249 (Winter), 1.3588 (Spring), 1.2638 (Summer) and 1.3552 (Autumn). The seasonal av-
erage ratios are equal to 1.0903, 1.0518, 0.9696 and 1.0404 in Winter, Spring, Summer and
Autumn, respectively. Finally, the RRR ratio is reported in Fig. 75, where the seasonal ratios
have average values equal to 0.4145 (Winter), 0.4160 (Spring), 0.3975 (Summer) and 0.4800
(Autumn). The minimum ratios are 0.3193 in Winter (class L,-Rg), 0.3193 in Spring (class
L4-Rg), 0.3186 in Summer (class Lg-R7), and 0.3539 in Autumn (class L4-Rg). The maximum
are 0.5309 in Winter (class L3-R,), 0.7250 in Spring (class L{-R,), 0.5215 in Summer (class
L,-R,), and 0.7258 in Autumn (class L;-R,).
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Fig. 73. Seasonal ReRR ratio per each class.

RES class ] ! Load class

Fig. 74. Seasonal SpRR ratio per each class.
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Fig. 75. Seasonal RRR ratio per each class.
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Applying the statistical coefficients to the test system, evaluated at each hour according
to the pertaining class, the effective estimation of each RR is obtained. In particular, results
of effective RR estimations for the peak load day are shown in Fig. 76. Comparing with the
preliminary RRs in the same day (Fig. 61) it can be noted that the effective SRR is reduced
averagely by 33.2 % with a minimum of 16.8 % at hour 22 and a maximum of 44.1 % at hour
13, and an analogous behavior is observed for the ReRR. The estimation of SpRR is lower
than the preliminary estimation in most of the day, reaching a maximum reduction of 22.7 %
at hour 12, on the contrary from hour 19 to 23 the application of the statistical coefficients
leads to an increase of the SpRR estimation up to 43.5 %. Finally, the application of the
statistical coefficients to the preliminary RRR provides a general reduction throughout the

day, with a variation range within 46.2 % and 67.4 %.

0.2 T T T T T
SRR
— ReRR
== SpRR
0.15F == RRR 7

p.u. of peak load
<o

Hour [h]
Fig. 76. RRs estimation during the yearly peak day.
5.3.4. Result discussion
From the analysis of the statistical coefficients and the estimation of RRs, it is useful

to draw out some considerations.

With the normalization assumptions, ¥; ; , is expected to be higher than 1, since EN-
TSO-E defines the formulation (113) as the minimum SRR [240]. However, as it can be seen
from Fig. 72, this condition is often experienced in classes with low-RES generation, show-
ing that the evaluation of SRR in the reference system is based on the field network load,

measured at higher voltage level, where the RES production at lower voltage levels is already
deducted.
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On the contrary, an overestimation of ReRR in the majority of classes, with ratios lower
than 1, is obtained from Fig. 73, whereas for the middle load and high RES classes, prelimi-
nary ReRR is underestimated in Summer and Autumn. Comparing with SRR ratios of Fig.

72, their trends are similar with a slight increase of the seasonal average ratios €; j 4, stating

that in the reference system the load ramp variation is more frequent and has a higher impact
with respect to the RRs obtained in the test system. The effective ReRR is lower than pre-
liminary estimate in all Summer classes, whereas in Autumn, Winter and Spring some classes
show the opposite, in particular with low RES generation, and mostly in the middle load

demand classes, reflecting the obtained results of the SRR.

The mean seasonal values of 6; ; ;, shown in Fig. 74, indicate a slight overestimation
of the effective SpRR, except in Summer, where the mean of 8; ; , is lower than 1. Winter is
the season with the highest maximum and mean ratio and only in 19 classes the SpRR is
underestimated, followed by Spring (25 classes), Autumn (32 classes) and Summer (55 clas-
ses). The overestimation is mainly observed in low RES generation classes in all the seasons,
and this is expectable from SRR and ReRR ratio results and considering that SpRR, defined
in (120), depends on them.

The effective RRR underestimation is more than half of the RRR value in the reference
system, as shown in Fig. 75, moreover a higher required load and RES generation entails an
increase of w; 4, although this ratio is more affected by RES due to the solar and wind
uncertainties modeled in (9). In Autumn the mean w, j , is higher than those of other seasons
because of the lowest load uncertainty forecast error, as well as the lowest RES production
in both systems (see Table 35 and Table 33), resulting in a smaller overestimation of the
RRR. In Spring and Autumn, the averagely lower load demand and RES production yield

lower variation of w; ; , among classes, as compared to Summer and Winter.

In order to prove the feasibility of the obtained effective RR estimations, it is crucial
to verify their possible provision with respect to the available power margins of the units
eligible to provide the ancillary services downstream of the DAM (see Fig. 56). Hence, per
each hour, the net upper margin (difference between upper margin and URR) and net lower
margin (difference between lower margin and DRR) are determined, and the relevant dura-

tion curves are illustrated in Fig. 77. From this figure, possible critical conditions can be
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individuated where net margins are below 0 MW. In particular, it can be noted that the total
margin is sufficient to cover the URR for the entire year, whereas the DRR is not satisfied
for 18 hours, resulting in a mean unmet DRR of about 260 MW. In these critical conditions
the TSO should evaluate the possibility to redispatch the eligible units, or to involve other

units (such us RES) in the provision of services.

The verification is extended to the RRs adequacy in the most challenging situations.
To this purpose, in a first instance, the TPV from DA to RT (reported in Fig. 57), is compared,
for each hour, with the URR estimation when positive and to the DRR estimation when neg-
ative. The relevant duration curves are shown in Fig. 78, where it can be observed that the
URR and DRR estimation are mostly suitable to cope with the TPV, whereas in 91 hours the
URR is not enough and in other 301 hours the DRR is insufficient. The expected energy not
served (EENS) for the 91 hours is 41.2 GWh, roughly 0.4% of the yearly load, whereas the
possible RES curtailment, during the 301 hours, is approximately 112.3 GWh, approximately
1.1% of yearly RES production. In these conditions, TSOs need to procure further redispatch
from the qualified units, even if not cleared to provide real-time services, exploiting the total
margin [6]. A further investigation of RRs adequacy is carried out to assess the system ability
to respond to a generation outage, comparing, per each hour, the URR estimation with the
maximum PPAM

gt - The obtained duration curve is depicted in Fig. 78 as well, and it can be

seen that, in all conditions, the URR is suitable to cover the generation outage, even leaving

a residual amount to accomplish further balancing operations.
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Fig. 77. Hourly residual power margins of RR feasibility.
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Fig. 78. URR and DRR adequacy evaluation.

5.5. SCUCER preliminary results

The methodology proposed in the paragraph 5.2.4 is preliminarily tested during the RT
peak load day of the NREL 118-bus test system occurring at hour 15:00 of the 4% of July. In
particular, Fig. 79 and Fig. 80 show RES and load variation from DA forecast to RT opera-
tion, respectively. A production underestimation is observed in the whole daylight window
for the solar, with total of 1.96 GWh and in the central hours for the wind, with a total of 1.12
GWh, whereas in the remaining hours the overestimated energy is 1.48 GWh. In addition,
the load demand is characterized by an underestimation as well for a total of 28.57 GWh,
except in first and the last 4 hours of the day where an overestimation of 1.68 GWh Is ob-
served. Therefore the TPV varies from +0.77 GW at hour 22:00 to —3.31 GWh at hour 10:00.

Moreover, hour 10:00 represents the maximum negative variation of shown in Fig. 57.
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Fig. 79. Solar and Wind production variation from DA to RT during the peak day load.
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Fig. 80. Load demand variation from DA to RT during the peak day load.

The overall SCUCER results are shown in Fig. 81 during the peak load day and the
adjacent days as well, where the peak hour is highlighted in green and it is equal to18.06
GW, with an increase of the 10.8% compared to forecasted one. As it can be seen, to keep
the power balance in RT a TPV reduction is overwhelming detected during the three days
requiring upward redispatching actions, whereas in few night hours the TPV is greater than

the forecasts and therefore downward redispatch is needed.
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Fig. 81. SCUCER results of peak load day and adjacent ones.
Finally, the SRR procured after the SCUCER solution is shown in Fig. 82 gathered for

each technology. The SRR varies form a minimum of 110.5 MW up to a maximum of 215.6
MW. It can be observed that only CC and CT technologies provide the service, where on a
total of 11.30 GWh required energy the 53.7% is provided by CC power plants and the re-
maining 46.3 % is procured by CT ones. The marginal costs reported in Table 11 testify that
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ST technologies are the most affordable ones, except for “ST Other”, therefore they are
cleared ad maximum power after the DAM, whereas CC and CT costs are comparable and
greater than ST ones. Moreover, according to network operating conditions and the RT load

they are redispatched and/or cleared to provide SR service.
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Fig. 82. SRR procured for each technology during the peak load day and adjacent ones.

5.6. Final Conclusions and Remarks
The proposed methodology for the estimation of secondary and tertiary reserve require-
ments has led to the awareness about the ancillary service procurement mechanisms deriving
from power system operation uncertainties. In particular, the RR estimation based on the
seasonal classification has pointed out the different impacts of RES and load levels on each
reserve amount, and analogous behavior with respect to a real reference system has been
observed. By comparing RR estimation with operation conditions, the possible challenging

situations can be individuated, revealing the reserve feasibility and adequacy.

These analyses could constitute a useful tool for electric industry operators in order to
understand the rationale of TSO ancillary service requirements, and to plan their strategies
in energy and service bidding in markets according to the adopted classification.

Finally, the preliminary results obtained from the SCUCER optimization problem have
been shown in the paragraph 5.5.The method has been tested in yearly peak day, representing
one possible challenging condition, and the results have proved the effectiveness of the pro-

cedure application for this kind of investigation. Currently, the method is in the whole-year
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simulation stage, where the computational time is of roughly 43.5 seconds for each time step,

and the full results are aimed to be elaborated in the next works.

In the proposed optimization problem, the N-1 security constraint can be embedded by
implementing the line outage distribution factors, however a preliminary selection of the
most critical line outages and further redispatch implications can be related to avoid unfavor-

able operating conditions and limit the additional computation burden.
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Chapter 6. Markets impact on Southern Italy
Transmission System

This final chapter proposes a market-based study of the Southern Italy Transmission
System (SITS). The work is developed to evaluate TSO strategies from energy market (i.e.,
DAM plus IM) to the BM, in order to ensure the system’s security operation. To achieve this
goal, preliminary hypotheses and analyses are conducted to distribute the zonal framework
markets outcomes to the generation and absorption buses of the modelled network. Then, ex-
ante and ex-post the BM, steady-state simulations are performed by daily AC load flow rou-
tines on DIgSILENT PowerFactory software, creating a Python-based automatism to elabo-
rate and import the market results into the software, and export the obtained results. The SITS
grid is made up of the 400 kV and 230 kV sections of Apulia, Basilicata, Calabria, and Cam-
pania regions, the interconnection lines with the rest of the Italian transmission system and
the exchange with Greece, as depicted in Fig. 83. The considered regions belong to three
different market zones, Apulia, Basilicata are in the South (SUD) market zone, Calabria rep-
resents a market zone itself, whereas Campania is part of the Centre-South (CSUD) [246],
however before 2019 Calabria belonged to SUD zone but was classified as “virtual zone”
because the generation was subject to further system’s security constraints. This zonal market
distribution represents a crucial issue for the nodal distribution of the obtained results because

it requires proper data managing.

6.1. Market-based Load Flow Analysis

The proposed work aims at providing a methodologic framework to handle the zonal
results of the public dataset given by Italian energy (GME) and ancillary service (Terna)
market operators. In addition to the work developed in the Chapter 4 for the Sicily transmis-
sion system, further consideration are taken into account to run AC load flow simulations.
The data management to define the operating point of each load and generator in the system

is described in the following paragraphs.
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Fig. 83. Geographical location of SITS regions.

6.1.1. Generation Handling

The AC load flow simulations are run with two types of generators: those that can
provide voltage control (PV) and those that cannot (PQ). PV generators, in particular, are
those connected to the transmission system via proper HV/MV transformers, whereas PQ
generators are those connected to the sub-transmission. Furthermore, PV generators are
equipped with technology-appropriate capabilities. Defined the generation set up, specific
strategies are applied at each PV generator, depending on their technology, to obtain their

own operating point.

A) PV generation

The active power dispatched of each PV generator is defined by coupling the market
ID to the generator of the respective supplying unit (SU). However, a SU can be made up of
several generators (i.e., a combined cycle gas turbine (CCGT) is made up of at least one GT
and one steam turbine (ST) generating unit), hence a strategy to split the market results
among the SUs’ generators is required. This strategy is consequential to the number of active
generators for the voltage control, as well as for the capability reactive power limits. There-

fore, three different strategies are defined based on the technologies made up of more
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generators, that are: 1 GT + 1 ST (1+1) CCGT, 2 GT + 1 ST (2+1) CCGT, and pumped
storage hydro (PSH) power plants.

The operating points of the two generators of a 1+1 CCGT are strictly related in this
power plant category because the ST is used and sized to recover the waste thermal power
produced by the GT in order to increase system efficiency. As a result, a coupled operating
mode must be defined between the generators, splitting the cleared power according to the

rated power. Therefore, indicating with N the number of 1+1 CCGT units, for each time

step t, the dispatched power between the GT (PpG’g t) and the ST (PpG‘St) units is defined as

follows:
( G, gt _ Ppm(tk) SzlJv'gt
Pp (tk) — oN.gt N,st
Sy + Sy p=1,.., N 213)
pGst Ppm(tk) SIIJVJSt

D (tk) = Ngt N,st
Sp + Sp

in which BJ" is the dispatched power of the p-th generator, downstream the m-th market,
S{,V 9% and S;,V St are the apparent rated power of the GT and ST units of the p-th generator,
respectively.

Even in the 2+1 CCGT the GTs and ST are coupled, however the ST is sized according
to the waste thermal power produced by both the GTs. Therefore, over the ST, if the cleared

power is greater than half of the active maximum power of the entire system ( ), sup-

PqG,max
posing that all generators have a nominal power factor (cos(¢")) of 0.85, then both the GTs
are supplying the same power; otherwise, only one GT is supplying power. Hence, defining
with N2 the number of 2+1 CCGT units, for each time step t;, the dispatched power be-

tween the two GTs and the ST generators is formulated as below:
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f P™(t,) SN9*
G, q \"k
POt () = T
N.gt q
Sq t 2
G,gt _
) P72 () =0 q=1,..,N?AP"t,) < PF™™ (214)
SN,St
qu(tk) L
, 2
PqG () = I
N,gt q
\ Sq + 2
N,gt
(PG'gtl(t ) — m
q k 2SN,gt + SN,st
q q
{ PR = B w) g =1, NP AR () > P (215)
N,st
PG'St(tk) — M
q N,gt N,st
25,7+ 8,

where PqG,max = cos(p™) (2 Sév’gt + SCIIV’“). It can be noted that in (214) it has been used

half of S'CIIv St this because in the 1+1 set up the ST can produce no more than half of the
maximum power, because the thermal power is recovered only from one GT.

In contrast to previous technologies, PSH power plants with more generators are inde-
pendent from one another and therefore, they are dispatched one at a time until the maximum
power is reached. The dispatched power of each PSH generator can be defined as follows,
for the generic time step t;, where N is the number of PSH units and Nf is the number of

generators of the h-th PSH unit:

Pyt (ty)
N}rlnax(tk) = \W h=1, ...,NH (216)
h
PE,(t) = BS™™ o0=1,.. ,N"*(t,) A h=1,.., N 17)
if NJ*(t,) < Nf

218
PE,(t) = P*(ty) — NP (t)PE™ 0= N () +1 Ah=1,..,N¥ 218

if N“*(t,) +1 < Nf
(219)

PE,(tk) =0 o=N"*(t,)+2,...,NEAh=1,..,NH
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equation (216) identifies the number of generators suppling the maximum power for each
PSH unit (NJ"%%) at time step ty, in (217) the PLS"™%* value is assigned to the generators from
1 to NJ**(t); if not all the generators have been cleared to the maximum power the
N (t) + 1 generator of the h-th PSH unit is dispatched at the remaining power amount

as defined in (218); finally, if there are further generators, their dispatched power is equal to

0 MW as shown in (219).

The generators are given with the appropriate capabilities in accordance with the own
turbine technology for the voltage control. The GT, ST, and PSH turbine (PSHT) are obtained
based on [247]-[249] and are reported in Fig. 84, Fig. 85, and Fig. 86 in relative values,
respectively. Technical constraints on minimum and maximum power (respectively equal to
0.85 and 0.2 pu) limit the theoretical GT and ST capabilities. On the contrary, the PSHT is
seamless from 1 to -1 pu, except at 0 pu to avoid the voltage control when a PSH unit is not
cleared. In addition to the theoretical active power limits, the market-accepted bids for the

generators specify the effective minimum and maximum active powers.
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Fig. 84. GT capability in relative values.
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Fig. 86. PSHT capability in relative values.
B) PQ generation

Let us consider the set of the market zones of interest Q, the PQ generation down-
stream the m-th market (PZPQ’m) is identified as the difference between the zonal cleared gen-
eration (PZG’m) and the one defined as PV generation of the investigated market zone z:

NGPV

RO 00 = PP E) — ) B0 vz e 0 (220)
i=1

As in Chapter 5, the solar generation (here it is called SO to avoid ambiguity with PV
generators) is split from the rest of the equivalent generation (EQ) exploiting the “bell-

PZPQ,m

shaped” daily SO production profile, obtained from the . Then, the generation of the

two technologies are split by region according to the installed capacity provided in [250]:
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Pmax

PQ n () = PQ 2 () W
re

in which QF is the set of the regions included in the z-th market zone, B/%%* is the installed

capacity of the n-th technology and r-th region, whereas Pf,? ™ is the supplied power from
the n-th technology in the r-th zone. With regard to the transmission system modelled, this
method enables the removal of external regions’ generation, and distribute only the internal
one. In particular, the nodal distribution of the PQ generation is determined by taking into
account the subset of the buses of each region (QF < OF) and the generation participation

factors (GPFy ,):
P 2™ (ty,) = BLY™(ty) GPF,, Vb€ QE VreQRne{S0,EQ} (222)

where QF is the set of the modelled regions. In particular, GPF,, ., = 0 if on the b-th bus the
n-th technology is not installed, otherwise GPFj,,, < 1; and they are characterized by the
following property:

NP

Z GPF,, =1 Vr € QF n € {SO,EQ} (223)

b=1

The PQ generation subsists from the sub-transmission to the distribution system, hence
the reactive power injections to control the voltage cannot be noticed for the local impact.
For this reason, it has been supposed that the PQ generation does not provide any reactive

power contribution.

6.1.2. Load Distribution

Similar to how PQ generation is distributed, the load distribution is based on a regional
split that is derived from the statistical regional report on annual regional and provincial en-
ergy consumption provided in [251]. First, for each time step t;, the regional load obtained
from the m-th market (B>™) is established in order to determine the network’s required load

and to exclude the one of the external regions:

D

BP™(ty) = Dm(tk)m

VT‘E.Q}Z?,VZEQ.Z (224)
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where E? is the yearly energy consumption of the r-th region and PZD’m is the zonal required
load obtained from the m-th market. Second, the provincial split is calculated exploiting the
provincial energy consumption (E2), for the region of interest (QF):

D

E
PY™(ty) = BP™(¢ Y] < Vaenl,vrenk
a ( k) T ( k) aEQz;l Eg a r r (225)

in which Q2 is the set of the provinces, or areas, of the r-th region. Finally, the provincial

load participation factors (LPF), ) are employed to the network buses distribution:
PP (ty) = PY™(ty) LPF,, VbEQE vae Qi vreQR (226)

where QF is the subset of the provincial nodes (2 c QF < 05).
To carry out the AC load flow simulations, the load reactive power is defined for each

bus (QE ™) exploiting proper power factors:
p () =B () tg(pp) b =1,..,N" (227)

6.1.3. Power Exchange

The interconnection lines between the SITS model, Greece and the rest of the Italian
transmission system are listed in Table 36. While the SITS has five interconnecting lines on
the side heading towards northern Italy, both interconnections with Sicily and Greece are
made up of a single line. Therefore, a technique to divide the interzonal power flow among
more lines is necessary, and this task is made more difficult by the asymmetry between the
modelled network and the network’s zonal subdivision. The zonal framework is represented
in Fig. 87 considering the SITS model boundary, the neighboring regions and the SUD-
CSUD boundary provided by the market (a) and the desired one to fit the network boundary

(b).

Table 36. Interconnection lines with the neighboring zones

Line VN [kV] Type Interconnected Regions
Rotello-San Severo 400 kV HVAC Molise-Apulia
Valmontone-Presenzano 400 kV HVAC Lazio-Campania
Latina-Garigliano 400 kV HVAC Lazio-Campania
Ceprano-Garigliano 400 kV HVAC Lazio-Campania
Popoli-Capriati 230 kV HVAC Abruzzi-Campania
Sorgente-Calabria 400 kV HVAC Sicily-Calabria
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| Arachthos-Galatina | 400 kV | HVDC | Greece-Apulia |

The regional load and generation distribution developed in the previous paragraphs is
useful to adjust the SUD-CSUD boundary power flow as well. Defining with FS¢™ the SUD-
CSUD power flow boundary yields from the m-th market and with F*™ the SITS Internal
boundary power flow towards northern Italy from the m-th market; for each time step t;, the

last quantity can be obtained from the first one through the following equation:
F'™ () = FSO™ () — Pajor (t) + Plam (ti) (228)
in which

Network T

Boundary
ey

\

\ Network
Basilicata Boundary
Calabria

(b)
Fig. 87. Zonal power flow SUD-CSUD provided by market results (a) and the desired one for the model of
the SITS (b)
Pitor(ti) = Pyor (tie) — Pyor (1) (229)
is the Molise’s net power and
Pem (t) = P (t1) = Pegm (t) (230)

is the Campania’s net power.
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The resulting boundary power flow is then split by the five lines, and the contributions
of each are calculated using two methodologies: one based on Sorgenia’s experience, and the

other on the rated power of the lines, as shown below:

F

Ry
EM(t) = FN'm(tk)m Vx € Q¥ (231)
x€ .

where Q¥ is the set of the boundary interconnection lines, F" is the power flow on the x-th

interconnection line after the m-th market and finally S gx is the rated apparent power of the
x-th interconnection line.

Except for the HVDC interconnection with Greece, which is supposed to be a PQ gen-
erator with no reactive power provision because it is a 20-year-old technology, the exchange
power flows have been modelled as PV generators. Even if the modeling of power flows as
PV generators may not be equivalent to reality, it must be remembered that the real power
system has several equipment distributed through the network to support the voltage control

(such as shunt, synchronous condenser, etc.).

6.1.4. Load Flow Routines Automatization

To perform quasi-dynamic AC load flow simulations, a Python-based automatization
process is developed for data handling according to the equation described in the preceding
paragraphs, import the data, run the simulations, and export the obtained results via DIg-
SILENT PowerFactory software, as shown in Fig. 88 and Fig. 89, respectively. A quasi-
dynamic load flow is a time varying load flow calculation tool that can be used for medium
to long term simulation studies. In particular, quasi-dynamic load flow completes a series of
load flow simulations, in series or in parallel, spaced in time, with a certain flexibility to

select the simulation time horizon as well as the time step size.
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The first script processes the data based on the interested market, which can be day-
ahead market plus intraday market (DA), ancillary service market (ASM), or balancing mar-
ket (BM). In particular, for DA simulations the processed data are the ones provided by GME,
whereas for ASM and BM the data provided by Terna are processed as well. GME, on one
hand, provides market results for each SU and consuming unit of each market, including
ASM and BM. Terna, on the other hand, publishes load, RES and power exchange and inter-
change updates from energy to real-time markets. Sorgenia has provided an empirical-based
generation datasheet to determine the SU rated power and regional location. Finally, two
Excel files have been created for the load and generation data processes to be properly elab-
orated and converted to PowerFactory-readable data format. This script generates an hourly
profile for each generator and load of the system, which are saved in two Excel files. Ac-

cording to the analyzed day and market, a specific path is generated to save the files.

%E@ U DA Lings
g P Python Script g] E QE%

ASM P_gen ——> m‘ & o _—
=[o=-rLa .. N o O e 0 P iy
npul ay &D Simulation Output Day 2WTr. %
%‘:l,i . = Sl AWTr "
ESER

Monitored  Monitored Variables
Elements of the elements

Fig. 89. AC load flow routine automatization process.

The second script makes use of the output data of the first script as well as a Python-
based object oriented programming library, in order to set, run, and export the outcomes of
quasi-dynamic AC load flow using the program DIgSILENT PowerFactory. The flexibility

to adapt this procedure to a different day or scenario is the significant advantage of this
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library. The obtained results are saved in several folders, one folder for each network element
type, storing the variables of interest (i.e., for the line on variable of interest is the loading
percentage) and, as for the input data, a specific path is produced according to the day and

market under consideration.

6.2. The Southern Italy Transmission System Test
Case

The SITS network has been modeled based on TYNDP of ENTSO-E [235] and ex-
ploiting Terna’s transmission evolution planning (TEP) reports to identify the developing
projects [252]. It is composed of 159 busbars, 142 lines, 72 two-winding transformers, 6
synchronous condenser, and 14 shunts. Fig. 90 shows a simplified geographical location with
the Sicily and Internal boundaries. The sub-transmission level, or 150 kV, has been neglected
in this model, as shown by Table 37, and the load and equivalent generators are connected
directly to the 400 kV or 230 kV busbars. The 230 kV system is mainly located in the Naples’
area and is distinguished by an underground cable installation. The system is composed of
24 SUs for a total of 47 PV generators with a capacity of 11.8 GW among HPS (1.1 GW),
CCGT (7.9 GW) and ST (3.0 GW) power plants. A proper two-winding transformer is used
to connect each of the 47 PV generators on the system’s busbar, as shown in Fig. 91 for the
Modugno’s 2+1 CCGT power plant. A station controller is set up among the generators of
the same power plant to coordinate the voltage control, allowing the target voltage to be

defined directly on the 400 kV busbar (i.e. the busbar named Modugno in Fig. 91).
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Table 37. Number of busbars for each rated voltage

V. [kV] Bus number
400 59
230 53
<20 47
Modugno
N N
e 5 8 ¢
EIANI, E f& 5 ‘
H 2 é“ \_/
Modugno TG —— 8 Modugno TG2 — 8 Wodugno TV
N N

Fig. 91. 2+1 CCGT power plant of Modugno.
The SITS network has 60 loads and 70 PQ equivalent generators installed. Table 38

shows the regional RES installed capacity from sub-transmission to distribution system
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updated to the 31/12/2020 [250] to obtain the regional subdivision of (221). With penetration
rates of 61.8%, 38.0%, and 40%, respectively, Apulia has the most installed capacity for
solar, wind, and biomass; meanwhile, Calabria has the highest hydro penetration with 62.1%.
With a 24.5% penetration rate, Campania is the second region for RES installed capacity. On
the other hand, Fig. 92 displays the annual energy consumption for each province and region
in 2020 [251]. The province of Naples (NA) in Campania consumes the most energy, with
7.2 TWh consumed, followed by Taranto (TA) and Bari (BA) in Apulia, with 4.6 and 4.0
TWh consumed, respectively. From Apulia to Campania, a total of 15.6, 2.6, 4.8, and 15.8
TWh of energy are needed. The GPF and LPF determined in (110) and (111), respectively,
remain in effect, but the first was determined for each region and the second for each prov-

ince.

Table 38. RES installed capacity updated at the end of 2020 [MW].

Region Solar Wind Hydro Biomass
Apulia 2826.50 2560.30 3.70 359.90
Basilicata 371.00 1300.30 162.20 93.90
Calabria 536.50 1151.10 911.30 218.20
Campania 833.30 1733.00 390.10 257.00
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Fig. 92. Yearly province energy consumption.
The daily system power balance following DA and BM are depicted in Fig. 93 and Fig.
94, respectively. After DA, the required load is 107.15 GWh and it varies between 3.25 GW
at hour 4:00 and 5.54 GW at 20:00, but after BM, the load reaches 6.40 GW and the minimum
is changed to hour 5:00 with a require load of 3.56 GW and the total required energy is
increased to 121.83 GWh. PQ generation ranges from 1.65 GW at hour 23:00 to 3.34 GW at
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hour 12:00 in the DA, whereas after MB the minimum PQ generation is 2.49 GW at hour
24:00, and the maximum occurs at hour 1:00 suppling 4.50 GW, and until hour 5:00 the PQ
generation is greater than the required load. During the day, PQ generation supplied from
59.82 GWh in DA to 90.94 GWh in BM. This increase, over the RES generation forecast
error, is due to the exceeding self-consumption of the units that do not participate to the
market [244]. While the interzonal flow with Sicily and the Internal Boundaries change trend
from DA to BM, the power exchange with Greece is zero for the whole day in both scenarios.
In particular, the Internal Boundary exports 1.55 GWh after DA from 19:00 to 23:00, how-
ever real-time operations changed the tendency to a full import scenario in BM with an av-
erage of 1.5 GW. On the contrary, throughout the day, the import from Sicily has risen from
1.29 GWh to 4.07 GWh.
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Fig. 93. Hourly power balance after DA.
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Fig. 94. Hourly power balance after BM.
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6.3. Steady-State Results

The target voltage of 1 pu is set to the 400 kV busbars controlled by the PV power
plants, in order to carry out the quasi-dynamic AC load flow. Only, the shunt inductors in-
stalled on the two terminals of the Scilla-Villafranca branch are turned on throughout the day
because the cable connecting with Sicily has a significant capacitive nature. The load power
factors of (227) are obtained from the nodal active and reactive power of the TYNDP net-
work, adjusting their distribution in relation to the future installation provided by Terna’s

TEP reports [253].

The main objective of this work is to examine the start-up of Altomonte, Sparanise 2
and Modugno SUs—situated in Calabria, Campania and Apulia, respectively—from DA to
BM results. In particular, Fig. 95 shows the DA results, while Table 39 reports the hours and
the corresponding dispatched minimum power of the SUs as result of the BM. After DA
Altomonte is cleared from 15:00 to the end of the day, Sparanise 2 is cleared for the entire
day save for the time window 2:00-5:00, whereas Modugno is running from 7:00 to 16:00.
The TSO ordered Altomonte start-up in the morning and that Sparanise 2 and Modugno con-

tinue to run, for the BM.
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Fig. 95. Dispatched power after DA results of the supplying units of interest.
Table 39. Start-up SUs from DA to BM.

UP hf 1 2 3 4 5 6 17 | 18 | 19 | 20 [ 21 | 22 | 23 | 24

Altomonte | 190 | 190 | 190 | 190 | 190 | 190

Sparanise 2

Modugno 215 | 215 | 215 | 215 | 215 | 215 | 215 | 215
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For this purpose, three scenarios have been considered and they are described below:

e Base case scenario (BC): according to the experience of Sorgenia, the Internal Italy
boundary power flow is divided among the lines; a detailed comparison of the two
markets is then presented highlighting the main system critical issues, and the first
motives behind the start-up of the generators are identified.

e Modugno not running scenario (MNR): using the same hypotheses as the previous
scenario, Modugno’s cleared power from 17:00 to 24:00 is supposed to be denied
after BM, distributing its dispatched power among the operational PV generators; this
scenario aims to uncover additional factors that might influence the TSO’s decision
to continue operating Modugno.

e Internal flow rated power division scenario (IFD): in this scenario (228) is exploited
to define the power flow among the interconnecting lines of the Internal Italy
boundary. This additional scenario has been defined to evaluate the impact of the

northen power flow distribution on the system.

6.3.1. Base Case Scenario

The boundary power flow division through the interconnection lines of the Internal
Italy following AC load flow simulations are shown in Fig. 96 and Fig. 97, after DA and BM,
respectively. Four lines belong to the Tyrrhenian side, as indicated in Fig. 90, and only
Rotello-San Severo (which is situated between Foggia and Larino) permits the flow ex-
changed on the Adriatic side. As a result of the border power flow increase, it is clear that
the lines from DA to BM are susceptible to a higher power flow. In both situations, Rotello-
San Severo is the most heavily loaded one; in Fig. 97 the line reaches its peak active power

between 19:00 and 22:00.
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Fig. 96. BC Internal Italy boundary splitting after DA.
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Fig. 97. BC Internal Italy boundary splitting after BM.

The obtained voltage results after the DA market are shown in Fig. 98 in terms of ab-
solute minimum and maximum values, as well as mean one. An overvoltage condition occurs
in the early morning, with a maximum and mean voltage of 1.058 pu and 1.025 pu, respec-
tively. During the same hours in Fig. 99 there are buses in undervoltage operation, with the

lowest at 8:00 a.m. with 0.938 pu.

Minimum voltage values occur at PV generation buses in both simulations, particularly
on Calabria’s ones, to balance the capacitive nature of the system. In fact, Fig. 100 depicts
the buses on which the maximum voltage occurs, at least for one hour of the day, as output
of DA AC load flow simulation, and Laino and Rossano, that are located in Calabria, are the

buses where the maximum voltage occurs in the early morning. Plotting the same buses’
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results after BM, as depicted in Fig. 101, it is straightforward that Altomonte’s start-up pro-

vides a voltage benefit in the Calabria region, lowering those voltages to less than 1.02 pu.

As observed by the analogues AC load flow results focused on the BM minimum volt-
age buses, respectively in Fig. 102 and Fig. 103, this benefit requires a strong reactive power
supply from Altomonte. After BM simulation (Fig. 102) the ST bus of Altomonte has the
lowest voltage from 1:00 to 6:00, whereas after DA simulation (Fig. 103) the buses have the
same overvoltage as the Calabria region. Presenzano is an additional SU that is dispatched
in BM, but it is a PSH, and due to the fast response and high cost of this technology, it is

usually called for balancing purposes, indeed it lacks of start-up bid [238].
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Fig. 98. BC statistical voltage values after DA load flow results.
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Fig. 99. BC statistical voltage values after BM load flow results.
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Fig. 101. BC maximum voltage buses of DA after BM load flow simulation.
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Fig. 102. BC minimum voltage buses of BM after BM load flow simulation.
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Fig. 103. BC minimum voltage buses of BM after DA load flow simulation.

PV generators’ reactive power supply can lead to additional considerations on the ob-
tained results. Therefore, Fig. 104 and Fig. 105 show the reactive power provided by SUs
and interconnection generators after DA results, respectively. From 7:00 to the end of the
day, the northern Apulian SUs are the only ones operating in over-excitation, while the rest
of the SUs are operating in under-excitation, demonstrating the overall capacity reactive
power required by the system. A similar behavior is observed for the interconnection gener-
ators, with Sorgente and Ceprano generators being the most heavily used in the early morn-

ing, providing an average of -380 MV Ar and -280 MV Ar, respectively.

The BM simulation results are depicted in Fig. 106 and Fig. 107 for the PV and inter-
connection generators, respectively. The start-up of Sparanise 2 and the clearing of Presen-
zano reduced the capacity reactive power supply from the Tyrrhenian side exchange genera-
tors by approximately 400 MV Ar per each hour of the early morning. Similarly for Sicily,
Altomonte’s start-up reduced reactive power by approximately 200 MV Ar from 1:00 to 6:00.
On the contrary, even though Modugno is start-up from 17:00 until the end of the day, the
required inductive reactive power of North Apulian area is increased. This is due to the in-
crease in power balance from DA to BM, as well as the nodal distribution of load and gener-

ation based on yearly consumption (Fig. 92) and the RES installed capacity (Table 38).
Fig. 108 and Fig. 109 depict the maximum and mean branch loading after DA and BM

simulation, respectively. The power balance increase leads to a slight increase of the line

mean loading from DA to BM, exceeding the 20 % at hour 20:00, while the maximum value
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of 90 % is reached in the time window 19:00-22:00 due to the power flowing though the

Rotello-San Severo line.
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Fig. 104. BC SUs reactive power supply after DA simulation.
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1
101112 13 14 1516 17 18 19 20 21 22 23 24
Hour [h]

Fig. 107. BC exchange generators reactive power supply after BM simulation.
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Fig. 108. BC maximum and mean branch loading after the DA simulation.
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Fig. 109. BC maximum and mean branch loading after the BM simulation.
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6.3.2. Modugno not Running Scenario

In addition to the previous hypothesis, for a better understating of the reasons to keep
running Modugno power plant, in this scenario it is supposed to be shut-down from 17:00 to
24:00 during BM simulation. Therefore, defining with 2¢(¢,) and PiG’P Y (t,) the set of the
cleared SUs and the dispatched power of the i-th PV generator at time ¢, = 17, ..., 24, re-
spectively, the new dispatched power is:

Pfioa(te)

PIQ,PV t — P-G'PV t.) +
i ( k) i ( k) NG(tk)

Vieni(t) AP () < PSP (232)
where PS5, is the cleared power of Modugno reported in Table 39 and N€¢ is the number of

G,max

operating SUs below their rated power (P, ) at time ty.
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Fig. 110. MNR statistical voltage values after BM load flow resuls.

The maximum, mean and minimum voltage values are shown in Fig. 110 and the op-
erating condition of the system from 17:00 to 24:00 is still within 1.05 and 0.95 pu. When
compared to the results in Fig. 97, the maximum voltage is higher, with a peak of over 1.04
pu at hour 17:00, but the mean voltage follows the same trend. Therefore, the dispatch of
Modugno provides a benefit to the Apulia North area voltages, but it is not essential as for

Altomonte for the Calabria area voltages.
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Fig. 112. MNR Apulian generators reactive power.

For the sake of completeness, the reactive power provided by the Apulian SUs are
depicted in Fig. 111 for the BC scenario and Fig. 112 for the MNR scenario, respectively. In
the base case scenario from 17:00 to 20:00 Modugno provided roughly 100 MV Ar, while in
the new scenario the reactive power variation is equal to the reactive power amount that
Modugno was suppling. In particular, the two SUs in Brindisi reduced their supply of capac-
itive reactive power, while the rest of the generators increased their supply of inductive re-
active power, and Ratino is the SU with the greatest variation of roughly 30 MVAr (it is the
bus on which occur the maximum voltage at hour 20:00). In the remaining hours Modugno

provided less than 50 MV Ar; therefore, the generators’ operating condition variation between

the scenarios is negligible.
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6.3.3. Internal Flow Rated Power Division Scenario

Following BM simulations, the Rotello-San Severo reached its maximum active power
in the base case scenario for four hours (19:00-22:00). However, a phase shifter transformer
(PST) is strategically placed between Foggia and Benevento to support the system’s power
flow from the Adriatic to the Tyrrhenian sides. Since the power exchanged is modeled as a
PV generation, their values will not change adjusting the PST taps. Therefore, this scenario
is realized exploiting the power flow split of (231) to evaluate a different Internal Boundary
configuration, and Fig. 113 illustrates the results after DA, while Fig. 114 illustrates the re-
sults after BM load flows. As opposed to the BC scenario, the flows are concordant among

them and two lines of the Tyrrhenian side are more loaded compared to the Rotello-San

Severo one.
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Fig. 113. IFD Internal Italy boundary splitting after DA.
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Fig. 114. IFD Internal Italy boundary splitting after BM.
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The statistical voltage values are shown in Fig. 115 and Fig. 116 after DA and BM
simulations, respectively. The maximum voltages in the early morning after the DA are equal
to those in Fig. 98, due to the distance of Calabria area from the Internal boundary, whereas
the maximum voltage drops to values around 1.02 pu during the night. This is because, as
shown in Fig. 117, lower voltages are needed on the PV generation buses in north Apulian
zone in order to achieve 1 pu on the 400 kV buses as a result of the Adriatic side power
import reduction (comparing Fig. 113 with Fig. 96). Furthermore, in this scenario the mean
voltage is close to 1 pu from 10:00 to 22:00, while in the BC scenario it is close to 1 pu
starting from 13:00. The reactive power supplied by PV and interconnection generators after

DA simulation are not analyzed because their variation is neglectable.
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Fig. 115. IFD statistical voltage values afier DA load flow results.

When compared to the BM results in Fig. 116 with the ones in Fig. 99, the voltages are
subject to a slight benefit in the early morning hours. In particular, the minimum voltage
between 1:00 and 6:00 is greater than 1.04 pu and at hour 8:00 the minimum is 0.96 pu. For
the rest of the day the maximum voltage varies within 1.02 pu and 1.03 pu. Furthermore, Fig.
118 displays the buses where the hourly minimum voltage occurs, and contrary to the find-
ings of Fig. 102, Presenzano’s bus voltage is higher than 1 pu for several hours of the day
and at hour 8:00 its nodal voltage is significantly improved moving from 0.983 pu to 0.938
pu of the BC scenario. Finally, Fig. 119 shows the reactive power supplied by the intercon-
nection generators, which are the most varied ones with respect to the BC scenario, while
Arachthos-Galatina is omitted because there is any exchange throughout the day. Sorgente

provides the same amount of reactive power as the BC scenario (Fig. 107), while the Internal
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lines reduced their reactive power injection, particularly Rotello-San Severo which produces
100 MVAr less between 16:00 and 22:00. As a result, the Tyrrhenian side requires more

inductive reactive power under this new operating condition, vice versa for the Adriatic one.
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Fig. 116. IFD statistical voltage values after BM load flow results.
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Fig. 117. IFD maximum voltage buses of DA after DA load flow simulation.
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Fig. 118. IFD minimum voltage buses of BM after BM load flow simulation.
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Fig. 119. IFD exchange generators reactive power supply after BM simulation.

Final Understanding

In this chapter an approach to evaluate the operations of a TSO to ensure the system
security by means of BM is proposed. The method aims to handle the market outcomes fol-
lowing DA and BM in order to obtain a suitable nodal distribution and perform a quasi-
dynamic AC load flow simulation. The test case, on which the methodology is applied, is the
400 kV and 230 kV SITS of Apulia, Basilicata, Calabria and Campania regions. In particular,
three scenarios are developed and analyzed in order to deduce the factors that led to start-up
or keep run the SUs of Altomonte, Modugno and Sparanise 2. Altomonte was started up in
the early morning hours, and the results have shown that its contribution to voltage control
has a significant positive impact on the area of Calabria during those hours by reducing the

maximum voltage from 1.058 pu to 1.02 pu. Contrarily, Modugno and Sparanise 2, which
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were kept run, did not prove relevant for the voltage control, despite a marginal improvement
in the voltage of the corresponding region, i.e. Apulia and Campania, is detected. Therefore,
these two SUs are called by the TSO to balance the power during real time operations,
whereas Altomonte is crucial for the voltage control of the Calabria’s area. Further answers
can be obtained from the N-1 security conditions and/or from considerations on dynamic
behaviour, in particular, to identify the motivations to justify form a technical perspective the

actions on Sparanise 2 to be kept running.
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