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Abstract

This doctoral thesis presents the results of the author’s research conducted during the

three-year activities of the XXXVII cycle of the Ph.D Program in Electrical and Infor-

mation Engineering at Politecnico di Bari, Italy. The primary objective of this research

was to develop and explore control and optimization methodologies for enabling energy

and ancillary services through microgrids, with the goal of enhancing their reliability and

stability. Furthermore, the research focused on facilitating the integration of renewable

energy sources, ensuring their secure and stable operation, minimizing overall system op-

erational costs, and maintaining synthetic inertia to reduce the rate of change of frequency,

all while meeting load demands.

Control and optimization methodologies for microgrids have been extensively stud-

ied, ranging from optimal resource management to the dynamic control of microgrid

components. These studies primarily focus on microgrid operations in both islanded and

grid-connected modes. Within the proposed framework, robust control and optimization

methodologies have been developed to manage demand response, enable ancillary services,

and implement high-level hierarchical control. These methodologies address hierarchical

control levels, encompassing short-term dynamics and long-term scheduling, and provide

comprehensive strategies for achieving optimal coordination and energy trading among

multi-microgrids. Furthermore, these robust control and optimization approaches have

been analyzed to enhance frequency and voltage regulation, enabling the synthetic inertia,

while also accounting for system uncertainties. To tackle challenges related to power

converter control actions, such as grid-forming control for frequency regulation, this thesis

introduces a novel variational control approach based on the modified Bolza problem. This

method enhances active optimal control capabilities in power electronic systems, signifi-

cantly improving frequency regulation in microgrids. Overall, the proposed control and

optimization methodologies contribute to improving the reliability, security, and stability

of microgrids, while also reducing operational costs and greenhouse gas emissions.

1
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Introduction

Background and Research Motivation

A Microgrid (MG) is commonly described as “an electricity distribution network that

includes loads and distributed energy resources, such as the generators, storage systems or

controllable loads that can be managed in a coordinated and controlled manner, whether

connected to the main power grid or operating in isolated mode, as defined by the Conseil

International des Grandes Réseaux Électriques (CIGRÉ) Working Group C6.22. This

thesis emphasizes control and optimization methodologies developed to provide energy

and ancillary services through MG, ensuring stable and reliable power operations.

In isolated microgrids located in remote regions, the absence of large rotating generators

and the integration of renewable energy sources (RESs), which are primarily connected

through power converters like inverters, pose significant challenges. These inverters can

decouple the inertia of the RESs from the distribution network, rendering the inertial

contribution of energy resources, such as wind generators, ineffective. Therefore to

maintain smooth operation during sudden load fluctuations, it is crucial to implement

grid-forming control actions or faster resources. These measures are necessary to quickly

adjust power exchange references and provide ancillary services support such as voltage

and frequency regulation and enabling the inertia in the early stage of transient events.

Moreover, in grid-connected microgrids, the involvement of power converter control

actions can also lead to voltage and frequency regulation issues, due to their switching

operations which can also cause power quality problems. Therefore, grid-forming and grid-

following control actions are crucial for maintaining the stability and reliability of these

power networks. However, the unique characteristics of isolated MGs provide an ideal

environment for testing new control and optimization methodologies while considering the

energy resources. It is important to note that in isolated microgrids, the aforementioned

issues are typically not a concern for extended periods, as disconnection from them is
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usually temporary. Such disconnection is often short-lived, intended for exploring control

and optimization methodologies following an unintended trip due to transient events on

the main microgrid.

The variable nature of RESs coupled with fluctuating load demands and the power

converter control actions, can cause passive power fluctuations that may compromise the

stability and reliability of the MG. Therefore, it is crucial to enable energy and ancillary

services through MGs. Furthermore, a critical aspect is increasing the hosting capacity on

the MGs side, particularly for islanded microgrids, while integrating the growing share

of RESs and reducing dependence on fossil fuels. Fuel costs have a disproportionately

higher impact on islands compared to mainland systems, significantly affecting overall

energy expenses for the entire state. This poses additional challenges in achieving the de-

carbonization targets set by governments and non-governmental organizations. Developing

control and optimization methodologies through MGs provides quick, cost-effective, and

extensively researched solutions that can be implemented immediately. Thus, it is essential

to design robust control and optimization strategies to enable energy and ancillary services

through MGs, enhancing the reliability and stability of power system networks

Research contributions

The thesis explores various robust control and optimization methodologies that facilitate

the provision of energy and ancillary services through MGs. These methodologies not

only enhance the reliability and stability of power networks but also improve the flexibility

of power distribution networks and end-user applications, including residential buildings.

The main contributions are summarized below:

• Evaluating the role of various types of energy storage systems in demand response

management and in enabling energy and ancillary services through MGs and explor-

ing the impact of ESSs on the flexibility of the power networks;

• Assessing the impact of increasing renewable energy penetration on small islands in

solving optimal dispatch problems, and how this affects the choice of the reserve

assessment methods to be adopted;

• Assessing the energy consumption issues of clusters within the distribution network

when integrating two or more MGs, while providing a transactive energy framework

to encourage the installation of renewable-based MGs.
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• The development and analysis of various optimal control methodologies, including

economic scheduling, load management, and energy service provision, aim to sup-

port transactive energy frameworks within MMGs systems. These methodologies

account for real-time power exchanges among participants and the power distribution

network, ensuring that load demands are met and benefits are equitably distributed

among all participants;

• Designing robust optimization methodologies using efficient algorithms, such as

column-and-constraint generation, facilitates economic dispatch and optimal energy

management of high voltage power networks while addressing the uncertainties

associated with RESs;

• Developing a robust controller for frequency regulation in islanded MGs involves

incorporating a disturbance observer to estimate the impact of random disturbances,

such as solar irradiance and wind speed, while also accounting for load variations;

• Assessing the traditional three-layer hierarchical control framework of microgrids

and designing a novel hierarchical control framework for islanded microgrids focuses

on improving frequency regulation across control layers, as well as enhancing

security, stability, and reliable power dispatch tracking;

• Developing novel optimal control problems, such as modified Bolza optimal control,

using optimal control theory and variational calculus, and applying them to MGs

while considering power converter control actions for efficient frequency regulation

and load demand fulfillment with hybrid energy storage systems;

• Designing a low-cost controller to introduce synthetic inertia into the system aims

to mitigate the effects of the rate of change of frequency, implement the designed

control laws, and enhance overall system stability. Additionally, the effectiveness of

the proposed methodologies will be evaluated through power hardware-in-the-loop

simulation tests;

• Evaluating the voltage regulation response in standalone DC-MGs and enhancing

their efficiency by integrating battery energy storage and utilizing electric springs to

improve overall system flexibility.
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Outline of the thesis

The introductory section provides the basic motivation and research background of the

topic, offering context for the study and outlining the main contributions of this thesis. The

thesis is organized into the following chapters:

Chapter 1 - Overview of Energy and Ancillary Services in MGs: This chapter provides

an overview of energy and ancillary services in MGs, offering the reader a solid foundation

about these services. It includes a comprehensive discussion of these services and their

roles in enhancing MGs stability and reliability. Additionally, a detailed discussion on the

role of ESSs in microgrids is provided, focusing on how ESSs enable energy and ancillary

services within these systems.

Chapter 2 - Demand Response Management: This chapter explores the impact of

demand response management in MGs, addressing electricity consumption and utilization

issues within power distribution networks. It focuses on how demand response enhances

flexibility and improves the reliability of MMGss by presenting novel research on optimal

coordination among multi-microgrids and with the DSO.

Chapter 3 - Frequency Regulation and Inertia Control This chapter explores the

challenges associated with frequency regulation and inertia control, offering solutions

through novel robust optimization and control methodologies. These methodologies

are essential for improving frequency regulation and inertia control, which are critical

ancillary services that enhance the reliability and stability of microgrids, contributing to

resilient power operations. Additionally, the chapter discusses various real-time power

hardware-in-the-loop tests related to frequency regulation and synthetic inertia enablement.

Chapter 4 - Voltage Regulation: This chapter explores the impact of voltage regulation

in DC-MGs, addressing electricity consumption and utilization issues within power distri-

bution networks. It focuses on how voltage regulation enhances flexibility and improves

the reliability of power system networks by using flexible sources, such as electric springs

and BESS.
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Chapter 1

Overview of Energy and Ancillary
Services in Microgrids

Microgrid (MG), which are a promising solution for meeting energy demands, are localized

networks of power generation, storage, and consumption systems. They can operate either

in isolated mode or in coordination with the main grid, offering flexible and resilient power

operations that support the main grid or function autonomously when needed.

The depletion of fossil fuels, rising demands for clean energy, and increased awareness

of greenhouse gases (GHGs) are accelerating the installation and integration of renewable

energy sources, such as solar and wind. Consequently, the growing demand for green

energy is driving the deployment of more distributed generations (DG)s and renewable

energy sources (RESs), not only improving energy service continuity but also increasing

end-users participation in the electricity market to generate more revenue. However, the

increasing integration of RESs introduces several challenges, such as maintaining the

stability and reliability of the power network due to the high intermittency and variability

of these sources [17]. According to the 2024 annual renewable market forecast report by

the International Energy Agency (IEA), global renewable energy deployment is expected

to grow by approximately 2.7 times by 2030, surpassing current national ambitions by

about 25%, though still falling short of the goal of tripling capacity. The IEA Report 2024

also forecasts, that the European Union (EU) and the United States will double the pace

of renewable capacity growth between 2024 and 2030, while India is expected to see the

fastest rate of growth among large economies. It is worth mentioning that tripling of global

renewable capacity is within reach, however, further policy improvements are needed in

the future [18].
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Over the past few years, the EU has made significant progress in advancing the de-

ployment and adoption of renewable energy, setting both short- and long-term goals while

introducing supportive policies and regulatory frameworks. Building on insights from

directives 2001/77/EC and 2009/28/EC of the European Parliament and Council, Directive

EU 2018/2001 addressed these challenges by setting a 32% renewable energy target for

2030, with provisions for increasing this target and revising permitting processes for re-

newable energy developers by 2023 [19, 20]. To further accelerate renewable deployment,

the Council, following a Commission proposal, has introduced measures to support renew-

able projects and facilitate power purchase agreements. These amendments represent a

significant increase in the EU’s renewable energy share. At the heart of this transformative

ecosystem are microgrids, which can help decentralize renewable energy generation and

integrate RESs, while ensuring resilient and sustainable power operations to enhance the

system’s overall flexibility [21].

Climate change is a significant concern. According to an EU-wide survey published in

September 2017, over 92% of European citizens view climate change as a serious issue.

In November 2018, the European Commission unveiled a long-term strategic vision to

minimize GHGs emissions, highlighting the following key vision points [22];

• To fully harness the benefits of energy efficiency and support the complete de-

carbonization of Europe’s energy supply, the focus is on achieving zero-emission

buildings.

• To maximize the expansion of renewable energy and increase electricity usage,

• To promote the clean, safe, and sustainable mobility,

• A competitive EU industry and the circular economy play a crucial role in reducing

GHGs emissions,

• To establish a suitable smart network infrastructure and interconnections,

• To fully leverage the advantages of the bioeconomy and create vital bio sinks,

• To address the remaining CO2 emissions through carbon capture and storage.

As part of its long-term strategy, the European Commission has established goals for 2050

aimed at achieving net-zero GHGs emissions. This key objective, which is central to the

European Green Deal, is legally enforceable under the European Climate Law.
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1.1 Fundamentals of microgrid

A microgrid is a localized energy system that primarily distributes and manages electricity

for distributing and managing electricity within specific areas, such as communities,

commercial complexes, and industrial sites. Although numerous definitions of MGs exist

in the literature, however, they all converge on the same concept as mentioned in the

following studies [23–25]. MGs are generally powered by distributed energy resources

(DERs), such as solar panels, generators, wind turbines, energy storage systems, and

various kinds of loads. Furthermore, power generation and demand-side management,

which integrates RESs and traditional power generation, along with the demand-side

management system, is a crucial aspect of the MG. This combination allows for the support

of diverse energy sources while enhancing the system’s stability and reliability. MGs have

clearly defined boundaries that separate them from the main power grid. These boundaries

generally appear on a smaller scale, allowing MGs to operate at different voltage levels,

such as low voltage (LV) and medium voltage (MV).

As aforementioned, MG rely on various RESs, energy storage systems, and various

distribution system configurations. The benefits associated with RESs can be outlined as

follows:

• Incorporating clean energy sources like solar and wind into MGs helps decrease

carbon footprints and mitigate the effects of climate change.

• MGs powered by RESs can operate independently in islanded mode, increasing

resilience during power outages or extreme weather conditions.

• MGs utilizing RESs can easily be scaled or reconfigured to adapt to changes in

energy demand and resource availability to enhance the flexibility and scalability of

the system.

In the case of energy storage systems, MGs receive numerous benefits, including:

• ESSs help maintain stable power operations by balancing demand and supply effec-

tively.

• ESSs can deliver ancillary services, including voltage and frequency regulation,

black start capabilities, and enhancements to the overall performance of the system.

• MGs utilizing ESSs benefit from cost savings by minimizing expensive peak-time

energy purchases and enhancing the efficiency of RESs.
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Moreover, the benefits linked with the end-user applications can be written down as

follows:

• End-user applications allow consumers to produce their own energy by utilizing

DERs.

• Enhancing the reliability of the end-user systems.

• Lowering the carbon emissions.

• MGs offer end-user backup power during emergencies or natural disasters.

• MGs can support electric vehicles (EV) charging stations, fostering sustainable

energy and transportation development while aiding in the transition to electric

mobility.

Despite the numerous advantages of MGs, they also face several limitations primarily

associated with barriers such as regulatory challenges, technical complexity, limited

scalability, high operational and maintenance costs, and economic viability.

1.1.1 Operation of microgrids

MGs can operate in two primary modes; grid-connected and islanded modes. Each mode

provides distinct benefits based on the specific energy needs and how well they support the

utility grid [26]. A brief overview of both operational modes is provided below:

1.1.1.1 Islanded mode

In islanded mode, the microgrid operates independently from the main grid. To achieve

this, the MGs must have its own generation capacity, such as diesel generators, which

enable disconnection from the main grid while ensuring a continuous power supply [27].

• This mode of operation is particularly useful in remote locations or during power

outages, as it improves resilience.

• The main challenges during islanded operation involve balancing power demand and

supply, as well as frequency and voltage regulation.

• Additionally, achieving black start capability is crucial for operating independently

without support from the main grid.
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1.1.1.2 Grid-connected mode

In this mode, the microgrid is connected to the main utility grid, allowing for energy

exchange between the two systems [28]. The following points should be considered:

• During the grid-connected mode of operation, the MG can either draw power from

the main grid when local generation is insufficient or feed the power back into the

main grid, when there is an excess amount of power available.

• In grid-connected mode the MG can take advantage of lower grid electricity prices

during off-peak hours and sell the power back during the grid’s higher energy

demands or peak hours.

• Additional operations in grid-connected mode include demand response and peak

shaving, which help reduce power consumption and better align load demand with

real-time pricing.

MGs can also be implemented based on their configuration levels, such as different

voltage levels, whether they operate on Direct Current (DC), alternating current (AC), or

as hybrid systems depending on ownership. For instance, large-scale industrial plants,

constrained by geographical limitations, often have limited interaction with distribution

networks. In this context, significant advancements have been made in the design and

implementation of various types of MGs, such as those for residential buildings, educational

institutions, research campuses, and industrial-based nano grids. A prominent example of

these configurations and typologies is in the MGs for Microgrids for Efficient, Reliable,

and Green Energy (MERGE) projects as illustrated in [29]. The MG functions work

across multiple control levels and various time frames, targeting diverse components and

assets within the MG. They encompass everything from device-level operations typically

integrated into DERs, to higher-level supervisory and grid-interactive functions within the

MG.

1.2 Control framework of microgrids

The control framework of a MG typically consists of multiple hierarchical control layers

that manage the interaction between various types of DERs, ESSs, and the grid. A

well-designed control framework is essential for ensuring stability, optimizing power

quality, improving economic performance, and enhancing the resilience of the MGs in both
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islanded and grid-connected modes [30, 31]. Some of the main functions of the control

system include:

• The control architecture guarantees smooth operation and stability of the MG,

whether it is connected to the main grid or operating independently in islanded

mode.

• During power system disturbances like blackouts, the control system enables an

automatic switch from grid-connected to islanded mode to ensure a continuous

power supply.

• Ensure the capability to safely re-synchronize and reconnect the grid after operating

in an islanded mode without compromising the overall system stability.

• The control system optimizes the balance between real and reactive power generation

and consumption within the MG.

• The MGs control system also supports the wider distribution grid by providing ancil-

lary services, such as frequency regulation, voltage support and even participating in

energy markets, helping to improve grid reliability and efficiency [32].

1.2.1 Hierarchical control framework

The control framework is divided into three hierarchical layers: primary, secondary, and

tertiary control layers [33, 34]. The functionalities of each of these control layers are

described in the following sections:

1.2.1.1 Primary control

The primary control is tasked with quickly stabilizing voltage and frequency at the local

level. Its main functions include maintaining the local voltage and frequency stability,

providing a fast dynamic, and enabling operation without communication between the

units. It typically includes the following:

• Droop control: The droop control shows the behavior of the large synchronous

generators by regulating the power output of DERs in response to voltage and

frequency fluctuations. This enables efficient load sharing among multiple generators

without the need for communication.
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• Inverter control: Inverter-based DERs, like PV and BESS systems, must enhance

the system’s response while ensuring a smoother absorption of power supply.

1.2.1.2 Secondary control

The secondary control layer focuses on returning voltage and frequency to their nominal

levels following the primary control actions. It operates on a slower timescale and may

require efficient communication between the various MG components. The objectives of

the MGs secondary control are outlined as follows:

• Once the droop control stabilizes the system, the secondary control adjusts any

deviations to return the system to its nominal values.

• If any discrepancy arises among the generators regarding load sharing, then the

secondary control adjusts the sent points accordingly.

• Secondary control assists in improving the power-sharing accuracy.

1.2.1.3 Tertiary control

Tertiary control is tasked with optimizing the economic operation of the MG, particularly

in grid-connected mode. This control layer also facilitates the management of power flow

between the MG and the main grid while optimizing the response of energy resources.

• It guarantees that power generation and consumption occur at the lowest cost by

taking into account fuel, maintenance, and operational expenses.

• It assists in managing the power flow between the main grid and MG through an En-

ergy management system (EMS), ensuring compliance with contractual agreements

and market signals.

• It assists in implementing demand-side management and load forecasting. Both

centralized and decentralized control approaches are also present at this level of

control.

Fig.1.1 illustrates the basic hierarchical control framework of the MG, based on its

three control layers and corresponding timescales. From the figure, it is evident that

device-level functions operate on shorter timescales, typically from milliseconds to several

seconds, while management spans several longer timescales, from seconds to several days.
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Figure 1.1: Hierarchical control framework with three control layers representing different
timescales

Functions managing the transition between several connections and disconnections, as well

as those responsible for dispatching DERs assets, operate on distinct timescales. However,

in the case of unplanned disconnections, the transition function needs to act promptly with

minimal delay, operating on a shorter timescale. In contrast, the dispatch function occurs

regularly at intervals, generally within longer timescales of minutes (15 minutes or less)

[35]. However, the technical requirements may change based on the location.

1.2.2 IEEE standards regarding operation and control of microgrids

Regarding the operation and control of MGs, IEEE has established specific standards.

For example, in [36], the three-layer hierarchical control is analyzed in accordance with

the IEEE 2030.7-2017 standard, considering dispatching and transition control from

the lowest level (level 1) of field device automation to the highest level of monitoring

and control, (level 3). This standard has become a key reference for designing control

architecture in MGs. However, this standard is complemented by other standards, such as

the IEEE standard 2030.8-2018, as mentioned in [37], which addresses the evaluation of

the performance of the MG controller.

Similarly, in [38], IEEE standard 1547-2018 outlines the regulations for the intercon-
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nection and interoperability of DERs with the associated electric power system interfaces.

Furthermore, following the guidelines of IEEE standard 2030.7, IEC 62898-2 explores

the key principles of MG control and operation. IEC 62898-2 places greater emphasis on

operational modes, mode transitions, EMS, and MG operations, while also considering

communication and monitoring procedures as referenced in [39]. In contrast, IEC 62898-3

focuses on both general and specific technical requirements for MG monitoring, dynamic

control, and fault protection, as described in [40]. According to the guidelines, outlined in

this standard, non-isolated MGs can operate autonomously for a limited time, necessitating

the eventual reconnection to the main power grid. In contrast, isolated MGs lack the capa-

bility to reconnect to a larger external grid, as mentioned by IEC 62898-2. However, IEEE

2030.7 simply categorizes MG states as either grid-connected or islanded. Furthermore,

islanded MGs face fewer restrictions regarding the grid connection rules; however, their

control functions must possess greater capabilities than those of the grid-connected MGs.

These capabilities include the ability to perform a black start, continuous monitoring,

energy management, load shedding for balance, and a significantly higher energy storage

capacity.

1.3 Provision of Energy and Ancillary Services

MGs have the capability to provide a wide range of energy and ancillary services that

support both local power needs and the main grid. This section presents a detailed analysis

of various types of energy and ancillary services enabled by MGs.

1.3.1 Renewable energy integration

This section addresses the role of renewable energy integration and its implication for

control and optimization within MGs. The increase in pollution level, resulting in higher

GHGs emissions and the subsequent impact of global warming, along with the growing

demand for green energy, is shifting the focus towards the installation of more RESs [41].

However, the intermittent nature of the RESs can hinder the stable and reliable operations

of MGs. Therefore, energy cooperation among multiple MGs, supported by optimization

methodologies, is crucial for enabling energy exchange and sharing, providing a promising

solution [42]. Furthermore, integrating RESs into MGs may introduce challenges in

providing ancillary services. Fig. 1.2 schematically illustrates the integration of renewable
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energy within the architecture of isolated or weekly connected MGs. Some of the key

challenges associated with the integration of RESs [43, 44], are as follows:

• Intermittency and variability of RESs, such as solar and wind, may lead to fluc-

tuations in power generation, making it more challenging to consistently provide

ancillary services like frequency and voltage regulation. Additionally, unlike conven-

tional power plants, RESs lack mechanical inertia, which is crucial for maintaining

frequency stability and ensuring smooth grid operations.

• To manage the variability of RESs, large-scale ESSs are often necessary to ensure

that MGs can provide ancillary services like load balancing, during low-generation

periods. However, ESSs technologies are costly and can cause efficiency losses,

making the overall system economically less viable. Thus, robust optimization and

control methodologies are needed to address the variability of RESs.

• Maintaining high power quality is a significant challenge when integrating RESs, as

issues like harmonic distortion and voltage sags can affect the MGs ability to deliver

high-quality services.

• Addressing the challenge of matching RESs generation variability with load de-

mand is crucial for delivering ancillary services like load balancing and voltage

support. Additionally, integrating flexible resources, such as batteries or demand-side

management, is essential for supporting RESs-based ancillary services.

• The existing market framework may not sufficiently compensate MGs for providing

ancillary services from RESs, leading to economic challenges for their integra-

tion. Additionally, regulations governing grid interconnection and ancillary services

provision may not be fully adapted to the increasing use of RESs within MGs.

Despite challenges as outlined in the aforementioned section, integrating RESs into

MGs offers numerous advantages [45, 46], including the following:

• Improved energy security arises from the ability of RESs to enable MGs to generate

more power locally, thereby reducing dependence on centralized power plants,

particularly in remote or isolated areas.

• The integration of RESs, such as solar and wind energy, offers environmental

benefits, including a reduction in GHGs emissions, compared to fossil fuel-based

energy sources, contributing to climate change mitigation.
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• Moreover, by utilizing locally available renewable resources, communities can attain

greater energy independence and minimize their reliance on fossil fuel markets.

• In the long run, integrating RESs can lower energy costs by reducing operational

expenses and decreasing the prices of renewable technologies. Additionally, the

development and maintenance of RESs infrastructure generate job opportunities

within the local economy.

• Integrating RESs into MGs facilitates the development of charging infrastructure for

EV, encouraging cleaner transportation options and further decreasing emissions.

Figure 1.2: Integration of renewable energy into microgrids

Based on the above discussion, it can be analyzed that providing energy and ancillary

services through MGs is crucial for maintaining balanced energy markets. The transition

toward 100% is not as unrealistic as it may seem. As noted in [47], eight European

countries are expected to achieve 100% renewable energy penetration on an hourly basis.

MGs are seen as a fundamental solution for integrating RESs and ESSs to more efficiently

meet various load demands. However, the integration of RESs into MGs may result in

instability issues, such as voltage and frequency fluctuations, as well as demand variations

[48]. Therefore, the provision of ancillary services is crucial to meeting load demands.

Additionally, the European Network of Transmission System Operators for Electricity
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(ENTSO-E), has analyzed ancillary services and evaluated the situation using data from

transmission system operators.

1.3.2 Peak shaving and load management

Peak shaving and load management are important aspects of enhancing the flexibility of

power networks. According to ENTSO-E guidelines, energy storage may improve supply

security by smoothing load patterns. This is achieved by increasing the off-peak load,

storing energy during periods of low demand, and reducing peak load by discharging

during periods of high demand [49]. Furthermore, according to [50], a report on the design

of the European electricity market highlights the proposed changes that emphasize the

promotion of demand-side flexibility, which includes peak shaving and flexibility support

schemes. The peak shaving product is a new service that system operators can procure

from consumers. This service can be produced a few days prior to delivery and can be

activated before, during, or after the day-ahead market. When activated, the consumer

must reduce their consumption below a predetermined baseline, for which they receive

financial compensation.

1.3.3 Energy arbitrage

Energy arbitrage is a crucial energy service that involves purchasing and storing electricity

when prices are low. This practice optimizes energy costs for consumers and supports

grid stability by balancing supply and demand. As a result, consumers or businesses

participating in energy arbitrage can receive financial compensation for the energy they

sell back to the grid or for their reduced consumption during peak hours [51].

1.3.4 Demand response and load flexibility

Demand response and load flexibility are energy services that adjust the electricity consump-

tion patterns in response to external signals, such as price fluctuations or grid conditions.

Additionally, within the context of MGs, these services are essential for optimizing energy

use while improving grid reliability and flexibility, particularly in relation to the integration

of more RESs [52]. Fig. 1.3 illustrates the various types of services that DERs can support

within the scope of the analysis framework. From this figure, it can be analyzed that all

quadrants of the analysis framework gradually opened to DR including the day thread
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market in 2014, positioning France as the first European country to fully open all national

markets at the distribution grid level.

Figure 1.3: Types of services that DERs can support within the scope of the analysis framework

1.3.5 Energy security for remote/islanded microgrids

Energy security of the MGs, specifically the islanded MGs refers to the ability of these

systems to provide reliable and continuous power supply independently from the central

grid. This concept is particularly significant for MGs that serve isolated or remote areas,

where connecting to the larger grid may be impractical or prohibitively expensive. As a

result, energy security for these remote/islanded MGs strengthens overall system resilience

and flexibility while promoting the installation of more RESs [53].

1.3.6 Classification of ancillary services

The system operator must uphold the required quality and safety standards to ensure the

reliability and resilience of the power networks while fostering preventive measures for

contingency control and managing other responsibilities. Ancillary services are typically

provided through power trading and dispatch processes. Fig. 1.4 illustrates the classifi-

cations of numerous ancillary services. Various types of ancillary services are assessed
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based on the classification and integration of various operations and resources, including

frequency control, network control, and system restart services.

Figure 1.4: Classification of ancillary services

1.3.6.1 Frequency control services

Frequency indicates the balance between the generated and the consumed active power,

both of which must be equal for an AC system to function properly. Hence, frequency

serves as a key indicator for regulating active power output to maintain system balance.

Additionally, system security depends on maintaining a stable frequency, and frequency

variations are acceptable as long as they remain within a defined range to ensure the safe

operation of connected devices. Since the power consumption varies, it is crucial to adjust

the active power output accordingly [54]. Therefore, technical factors are fundamental to

frequency control services, where deployment time plays a crucial role. The three control

levels in the hierarchical structure differ from each other in terms of their operational

approach. The primary control layer is activated within seconds by the relevant parties or

Transmission System Operator (TSO), while secondary control takes over within minutes,

enforced by the responsible entities. Tertiary control then partly supports and eventually

replaces secondary control through generation rescheduling [55]. Additionally, some case

studies have been conducted in [56], on drafting ancillary services and network code
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definitions, related to frequency estimation, as well as the provision of the rate of change

of frequency (ROCOF) and fast frequency control.

According to ENTSO-E, industrial demand response plays a crucial role in frequency

balancing and voltage control within the power industry. With substantial and rapid

response capabilities, industrial loads already contribute to frequency balancing reserves

and can adjust both active and reactive power consumption to effectively support voltage

control services. To offer a sufficiently faster response to help the frequency imbalances,

the industry must enable its consumption to be changed relatively fast. The fast frequency
regulation (FFR) requires that 100% of the power offered can be activated within a period

of 1 second. So, according to the technical requirements the FFR requires that 100% of

the power offered can be activated within a period of 1 second. Moreover, to participate

in the Frequency Containment Reserve (FCR) market, 50% of the offered power must be

activated within 15 seconds and 100% within 30 seconds. This technical requirement is

applicable to the Nordic power system [57].

1.3.6.2 Emulation of virtual inertia

Virtual inertia emulation can be considered an ancillary service, using power electronics

and control algorithms to replicate the natural inertia provided by conventional rotating

generators. In traditional power systems, inertia resists changes in rotational speed and

helps stabilize the grid frequency by automatically balancing short-term imbalances be-

tween supply and demand. In MGs, virtual inertia serves as an important ancillary service

for several reasons: including maintaining frequency stability, enhancing reliability, sup-

porting the system during islanded operations, and facilitating the integration of RESs

[58]. An example of this is the transmission network of the Italian national power grid

(TERNA), which includes a fast reserve project approved by the Autorita di Regolazione

per Energia Reti e Ambiente (ARERA), as mentioned in [59]. This project aims to support

system inertia and provide a rapid response to frequency variations caused by continuous

set point changes.

1.3.6.3 Voltage control services

Voltage control is another key ancillary service that ensures optimal power quality by

regulating the injection and absorption of reactive power within the power network. To

maintain the system voltage at various nodes, precise limits, and adequate reactive power

limits are managed. Primary voltage control is often handled by local automatic control,
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which stabilizes the voltage at generation buses at node points through automatic voltage

regulation (AVR). Moreover, the secondary voltage control integrates an automatic system

to coordinate the actions of local controllers more effectively. Meanwhile, tertiary control

focuses on optimizing the overall reactive power flow throughout the system [60].

1.3.6.4 Reactive power support

Various system operators for different networks, including distribution and transmission

networks, may require different ranges of reactive power due to factors such as network

topologies, the location of connection points at the interfaces between transmission and

distribution systems, and embedded generation and load demands [61]. Reactive power

support is crucial for maintaining voltage levels within safe limits. In power distribution

networks, reactors, power banks, and power electronics help manage stable voltage and

efficient power transfer by minimizing losses and reducing voltage instability [62].

1.3.6.5 Congestion management

Congestion management is a vital ancillary service that aims to prevent distribution and

transmission lines from becoming overloaded by redirecting or adjusting power flows

within the grid. When specific lines or segments reach or exceed their capacity limits,

it can result in inefficiencies, higher costs, and reliability risks. Therefore, congestion

management addresses these challenges, by reconfiguring the network topology, optimizing

generation dispatch, or implementing demand-side management strategies [63]. Many

recent studies in the literature focus on congestion management. One notable example is the

optimal system mix of flexibility solutions for the European electricity (OSMOSE) project

as mentioned in [64], which aims to improve congestion management in high-voltage grids

and to promote renewable energy production by coordinating Dynamic thermal rating

(DTR) and demand-response resources.

1.3.6.6 Black start capability

Black start capability is another essential ancillary service, allowing certain power stations

to start independently from a shutdown state without relying on an external power supply.

This capability enables these stations to connect to and support sections of the power

system, ensuring proper coordination for system restoration regardless of production unit

costs [65].
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1.3.6.7 Load following

Load following is the capability to adjust generation to meet varying load demands

throughout the day. This ancillary service accommodates predictable changes in demand

patterns, ensuring sufficient generation to handle real-time load fluctuations [66].

1.3.7 TSO-DSO coordination and ancillary services provision

This section presents the concept of optimized interaction between TSOs and Distribution

system operator (DSO) to manage the information exchange for monitoring and operating

of ancillary services, including frequency control, frequency restoration, congestion man-

agement, and voltage regulation. Recently, several EU projects have focused on TSO-DSO

coordination and the provision of Ancillary services (AS). A notable example is the Smart-

Net project, as mentioned in [67]. The project report suggests that local ancillary service

needs within distribution systems should be compatible with system-wide requirements

for balancing and congestion management. Additionally, resources within distribution

systems are expected to contribute to ancillary services both locally and at the system-wide

level within competitive ancillary services markets. There are several TSO-DSO coordina-

tion schemes designed to facilitate the operation of various transmission and distribution

systems, as well as different market operations. The coordination schemes are mentioned

as follows:

• Centralized AS market model: This framework allows the TSO to manage and

coordinate the ancillary services across the entire power system. In this model,

the TSO centralizes the procurement and dispatch of ancillary services, such as

frequency control, voltage support, and reserve power to ensure grid stability and

reliability. Additionally, this model provides an efficient solution with the TSO as

the primary service buyer, creating a unified market that reduces operational costs,

supports standardized processes, and aligns effectively with the existing regulatory

framework.

• Local AS market model: In the context of the distribution system, the DSO

prioritizes the use of local flexibility while actively supporting the procurement

of ancillary services. Additionally, local markets may lower entry barriers for

smaller-scale DERs.
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• Common TSO-DSO AS market model: This collaborative framework allows

both the TSO and DSO to jointly manage the procurement and coordination of

ancillary services. Unlike the centralized model, where the TSO alone oversees

Ancillary services (AS) markets, the common model enables shared responsibilities

and joint participation in market operations. Additionally, this model minimizes

the overall costs of ancillary services for the TSO and local services for the DSO.

By working closely together, the TSO and DSO can optimize the use of available

flexible resources.

• Shared balancing responsibility model: In this model, both TSO and DSO share

responsibility for maintaining the balance between supply and demand within their

respective network areas. Consequently, the TSO will need to procure a smaller

amount of AS, while the local market can reduce entry barriers for small-scale DERs

by taking into account the operational needs of both TSO and DSO.

• Market model: A market model in the context of power systems is a structured

framework that outlines how transactions, pricing, and interactions take place within

energy markets, particularly for services such as balancing, congestion management,

and ancillary services. This model facilitates high liquidity and competitive pricing,

driven by the presence of numerous buyers and sellers.

• Integrated flexibility: This model involves the coordinated use of various flexible

resources, including DERs, energy storage, demand response, and flexible gener-

ation to improve the reliability and efficiency of the electricity grid. Additionally,

it provides more opportunities for balance-responsible parties to better manage

imbalances within their portfolios.

1.3.7.1 The Organization of ancillary services within various coordination schemes

As previously stated, various coordination schemes have been analyzed through several

projects, as noted in [68]. However, the three ancillary services namely, frequency restora-

tion/balancing, congestion management, and voltage control are more focused while

considering their role in enhancing the flexibility and reliability of the transmission grid.

Regarding frequency restoration and congestion management, all coordination schemes

adhere to pre-qualification requests that go through the market. However, the process may

vary if the local market may exist in parallel to the central market. To better explain the
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process for the centralized market organization. Fig. 1.5 represents the pre-qualification

coordination scheme with a centralized market design.

Figure 1.5: Pre-qualification coordination scheme with a centralized market design

In the context of procurement, activation, and settlement, the primary differences

between coordination schemes lie in the procurement process, particularly concerning the

organization and optimization of the market for resources connected to the distribution

grid. Fig. 1.6 depicts the process for the procurement, activation, and settlement of the

coordination schemes. The figure outlines all the steps, from determining the volume to be

procured to the financial settlement of the flexibility activation for resources connected to

both the distribution and transmission grids.

1.4 Role of Energy Storage System

The rising demand for green energy to reduce carbon emissions is accelerating the inte-

gration of renewable energy sources RESs like wind and solar power. However, this shift

presents significant challenges due to the inherent variability and intermittency of RESs,

which impact power system stability and reliability. As a result, there is a growing need

for enhanced flexibility to maintain stable and reliable operations. This chapter provides

a comprehensive overview of the role of energy storage systems ESSs in improving the

flexibility and reliability of MGs. As mentioned in Chapter 1, MGs are generally powered
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Figure 1.6: Procurement, activation, and settlement scheme for centralized market model

by DERs, which include photovoltaic (PV) systems, wind turbines, ESSs, and various

types of loads.

ESSs play a vital role in addressing the variability of RESs, supporting grid stability,

and enabling energy and ancillary services through MGs. This comprehensive chapter

evaluates flexibility measures for renewable-based electricity in terms of reliability and

stability, highlighting the importance of ESSs in power distribution networks, and end-user

applications like residential buildings and vehicle-to-grid (V2G) technologies to enhance

overall system flexibility. Additionally, it presents recent challenges, such as the increased

risk of grid congestion, frequency deviations, and the need for real-time supply and demand

balancing, which necessitate innovative ESSs applications. We propose future directions,

including a transition pathway to promote the large-scale deployment of diverse ESSs

technologies to support grid modernization, enhance resilience, and foster sustainable

power supply development.

Numerous studies have defined power system flexibility by considering various types

of ESSs and their applications across different sectors based on their categories, operations,

and uses. Recent research highlights the role of ESSs in enhancing power system flexibility
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through various applications. For instance, the techno-economic analysis of ESSs in power

systems is discussed [69–71], while optimized economic planning operations of ESSs

in power systems are covered in [72] and [73]. A study in [74], reviews scenarios for

enhancing power system flexibility based on economic impacts and energy forecasting. The

review in [75] discusses ESS applications with and without renewable energy integration.

Studies in [76] and [77] address features, applications, and ancillary benefits of hybrid

energy storage systems (HESS) for MGs. Furthermore, research in [78] and [79] highlights

recent advancements in ESSs, their applications for RESs integration, comparative analysis

among various ESSs, and their impacts on future power systems.

Power system reliability is crucial to maintaining a continuous power supply, supporting

the integration of RESs, and enabling ancillary services, playing a vital role in improving

reliability across various sectors of the power systems namely transmission, distribution,

and end-user applications. Numerous studies in the literature address ESSs roles in

maintaining power system reliability. For instance, a review in [80] evaluates ESSs

reliability alongside other grid flexibility options, [81] investigates recent advancements and

prospects of ESSs for improving reliability, and [82] explores ESS impacts on microgrid

reliability in both grid-connected and isolated modes. Table 1.1 presents a comparison of

various types of ESSs based on the different aspects, as mentioned in [80], [83], and [84].

Fig. 1.7 illustrates the significance and impact of ESSs applications within various power

networks, as well as their role in enabling ancillary services across various power sectors.

This figure differentiates between end-user and consumer services and identifies scenarios

where no services are related to end-users, while also addressing the transmission and

distribution networks.

1.4.1 Role of energy storage system in power distribution network

ESSs are crucial in power distribution networks, enhancing reliability and stability while

increasing flexibility in managing the flow and quality of electric power. They serve

as essential assets for load balancing and supply-demand matching within distribution

networks, particularly important as power grids become more complex with the integration

of RESs like wind and solar, along with the growth of distributed generation and variable

loads [83–85].
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Table 1.1: Comparison of various ESS on the basis of different aspects
ESSs

categories
Types of

ESSs
Life Span

(Years) Capacity Energy Cost
($/kWh)

Efficiency
(%) Limitations

Electrical SC ≥20 up to 300 kW 300-2000 90-95

• Low power density,

• Low storage capacity,

• Temperature influence
on the environment.

SMES ≥20 10 kW to 10 MW 1000-10,000 85-95

• Higher operational cost,

• Higher maintenance
cost,

• Temperature influences
the environment.

Lead-acid ≤20 0.25-50 MWh 200-400 85-90

• Environmentally not
friendly,

• Thermal runaway due to
inappropriate charging

Li-ion ≤20 0.25-25 MWh 600-2500 85-97

• Deep charging is re-
quired for a long time,

• Higher capital cost

Electrochemical NaS ≤15 ≤ 300 MWh 300-500 75-85

• Higher temperature is
required,

• Material degradation
may appear due to
corrosion.

Ni-Cd around 10 - 800-1500 70-90

• Lower energy density,

• Toxicity issues, may
cause environmental
and health hazards.

Vanadium
redox flow ≤20 ≤250 MWh 150-1000 75-80

• Higher design complex-
ity,

• Higher capital cost.

FESS more than 20 kW range 1000-6000 85-90

• Lower energy density,

• Higher capital cost,

• Energy losses, friction,
and aerodynamics
losses occurrence.

Mechanical PHESS 40-60 up to 3 GW 5-100 75-80

• Geographic constraints,

• Large land footprint: A
large area is required for
the reservoirs and asso-
ciated infrastructure,

• Ecological impacts,

• Higher capital cost.
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Table 1.1: (continued)
ESSs

categories
Types of

ESSs
Life Span

(Years) Capacity Energy Cost
($/kWh)

Efficiency
(%) Limitations

CAESS 20-40 25-350 MW 2-80 40-60

• Geological and environ-
mental concerns,

• High complexity de-
sign,

• High capital cost

Chemical storage Hydrogen based
5000 cycles in

15 years - 5-30 45-75

• Low round-trip effi-
ciency,

• High cost of its produc-
tion and transport infras-
tructure.

Sensible heat storage 10-30 10-25 kWh/m3 15-25 50-94

• Low energy density,

• Limited temperature
range,

• High capital cost.

Thermal storage Latent heat storage 10-30 50-150 kWh/m3 25-35 75-90

• Limited suitable PCMs,

• High capital cost,

• Low thermal conductiv-
ity.

High-temperature storage 20-30 120-250 kWh/m3 16-43.6 75-95

• Maintenance of high-
level thermal insulation,

• Thermal expansion and
contraction problems.
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1.4.1.1 Load balancing and peak load shaving

ESSs helps to smooth demand fluctuation by discharging stored energy during peak demand

periods and charging during low-demand times, a process known as peak shaving. This

reduces the strain on distribution networks, improves load balancing, and can delay the

need for costly infrastructure upgrades required to handle peak demands. By managing

demand peaks and valleys, ESSs also enables distribution networks to maintain a more

stable load profile, increasing the efficiency and lifespan of power grid components.

1.4.1.2 Backup power and resilience enhancement

Power system resilience and backup sources are crucial for ensuring a continuous power

supply, especially during outages or grid failures, where backup sources play an essential

role in maintaining uninterrupted service. ESSs, in this context, can be configured to

operate in island mode, providing power independently to a localized section of the

network or supplying critical loads until the main grid supply is restored.

1.4.1.3 Deferral of infrastructure upgrades

By managing peak demand and reducing load stress on existing assets, ESSs can delay

the requirement for costly upgrades in distribution infrastructure, including substations,

transformers, and transmission lines. This is especially beneficial in densely populated

urban areas where expanding physical infrastructure is challenging. ESSs allow distribution

operators to accommodate demand growth by considering the existing infrastructure,

effectively deferring capital expenditures, and optimizing the current grid assets.

1.4.1.4 Demand response and energy arbitrage

Within a demand response framework, ESSs can respond to signals from grid operators

to charge or discharge based on real-time demand conditions, offering added flexibility

and supporting grid stability. By participating in the demand response programs, ESSs

help balance grid demand during peak periods while also providing financial benefits and

operational flexibility.

Additionally, ESSs can perform energy arbitrage by charging when electricity prices

are low and discharging when prices are high, creating opportunities for cost savings and

revenue generation, especially in deregulated markets where electricity prices frequently

fluctuate.
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1.4.1.5 Ancillary services provision

ESSs can support a wide range of ancillary services, such as spinning reserve, black start

capability, and contingency reserve, which are generally provided by conventional power

plants. By offering these services, ESSs enhance the operational flexibility and reliability

of distribution networks while reducing reliance on conventional, often fossil-fuel-based

sources. Moreover, as DERs become more common, ESSs offers a decentralized approach

to delivering ancillary services, aligning well with the shift toward smart grid applications

and distributed grid management.

Figure 1.7: The significance of ESSs in diverse power networks and their role in facilitating
ancillary services across various sectors

As discussed in detail in Section 1.4, the role of ESSs in various power system sectors

enables the provision of energy and ancillary services alongside the contributions of RESs.

In the subsequent Chapters 2, 3, and 4, we will explore how energy and ancillary services

are delivered through MGs, considering the role of control and optimization methodologies

both with and without the integration of storage systems.



Chapter 2

Demand Response Management

The previous chapters provided an overview of energy and ancillary services, highlighting

the role of energy storage systems (ESSs) in supporting these services within power

distribution, both for isolated and grid-connected Microgrid (MG)s, as well as in multi-

energy storage systems. Furthermore, the previous studies were purely theoretical and did

not incorporate the optimization program within a practical framework, such as integration

into control architecture.

This chapter presents novel optimal control methodologies for demand response man-

agement in MGs and Multi-microgrids (MMGs), incorporating both open-loop and closed-

loop formulations. These algorithms aim to optimize the operation of distributed energy

resources (DERs) within MGs to manage demand response effectively, while also robustly

attenuating the impacts of time-varying parameter variations and mitigating the effects of

the variable nature of renewable energy sources (RESs) and load fluctuations. Similar to

the approach discussed in previous chapters, this chapter addresses the optimal control

architecture, developed using real-time data from a small Italian nanogrid-based building

and a Chinese MMGs infrastructure, aimed at enhancing demand response management

for end-users.

Nomenclature

ui, si Vectors contain all continuous and integer control variables

gi, hi Sets of equality and inequality constraints

pi, Set of input profile

Cbuy Buying and selling cost of energy in e/kWh

35
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Csell Selling cost of energy in e/kWh

ηAC/DC Efficiency of the bidirectional AC/DC converter

ηDC/AC Efficiency of the bidirectional DC/AC converter

Pmax
sell Maximum permissible power injection

Pmax
buy Maximum allowable power purchase

ηchar Charging efficiency

ηdis Discharging efficiency

α, β Weighting factors

SoCmax Maximum state of charge

SoCmin Minimum state of charge

R1, R2, and R3 Number of ranges

Ψt
B Buying price

Ψt
S Selling price

Ct
bat,i Overall charging and discharging cost of battery

Pt
char,i Charging power of the BESS at time interval t

Pt
dis,i Discharging power of the BESS at time interval t

αt
char,i Boolean variable regarding the charging power state of the BESS

αt
dis,i Boolean variable regarding the discharging power state of the BESS

∆t Scheduling time interval

Cday
sub,i Subsidy provided by the governmental policies

Csup Subsidy unit price value

F t
i Cost function

γ Weighting factor

|β| Number of participants in the subset β

Dt
b/s,i Binary variable for power flow control

ϕt
b/s,i Binary variable for power flow control

ϕt
mS Forecasted selling price of electricity

ϕt
mb Forecasted purchasing price of electricity

Dt
S,i Selling electricity, decision variable

Dt
b,i Buying electricity, decision variable

ω Auxiliary state variable

A,B,E,W Constant matrices

Cb Battery aging cost

Cgi(t) Generation cost
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σ Auxiliary decision variable

Eb Battery capacity

ζ State variable

Erated Rated capacity

Y Admittance matrix

Cik Auxiliary variable

Sik Auxiliary variable

Γ Robustness factor

2.1 Optimal control algorithm for residential hybrid AC-

DC nanogrid

The depletion of conventional energy sources and the growth of renewable distributed

sources are rapidly shifting attention toward new smart systems and solutions to enhance

energy efficiency and reduce energy costs in the residential sector, enabling the end-user to

save more while managing the demand response [86, 87]. To meet these needs, a model

predictive control-based energy management algorithm has been proposed and applied

to a residential hybrid nanogrid in this section. Residential hybrid alternating current

(AC)-Direct Current (DC) nanogrid is characterized by an innovative conductive flat tape,

while a mixed-integer linear programming approach has been considered in the design

of the proposed algorithm. Furthermore, simulation tests have been performed to check

the effectiveness of the proposed algorithm for residential hybrid AC-DC nanogrid by

considering various kinds of AC and DC loads.

Furthermore, incorporating a DC nanogrid into residential buildings can enhance the

efficiency of the electrical system and reduce costs. However, implementing a hybrid AC-

DC nanogrid often requires extensive and costly renovations. This challenge is addressed

in the literature in [88], who propose a hybrid AC-DC MG architecture that avoids the need

for a complete system redesign. Additionally, building modernization can be supported by

new technologies, components, and cloud-based energy management systems with multi-

protocol gateways, enabling compatibility with legacy devices. This section of the chapter

presents an model predictive control (MPC) algorithm for optimal energy management in

residential buildings with hybrid AC-DC nanogrids. The proposed optimization algorithm
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Figure 2.1: The AC-DC hybrid architecture of the residential building under investigation

is designed to maximize self-consumption and minimize energy purchases from the utility

grid.

2.1.1 Residential hybrid AC-DC nanogrid architecture

This subsection outlines the architecture of the residential building that serves as the basis

for this work, as depicted in (Fig. 2.1).

2.1.1.1 Optimization problem

The optimization problem begins at the start of the controlled time window T. By defining

the number of time-steps in an hour as n (i.e. 12 with 5-minutes time-step), the opti-

mization algorithm seeks to minimize operating costs and maximize self-consumption

while adhering to technical constraints. Thus, a discrete predictive optimal management

problem is formulated, assuming that state and control variables remain constant over

each i-th time-step. The calculated optimal set points are then supplied to a real-time

control layer. With a moving time window T of the fixed 24-hour duration, the proposed

optimal control methodology allows for updating the optimal set-points every m hours.

The iterative control scheme can be summarized as follows:

1. the index k, indicating the k-th hour, is initialized to 0;
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2. the battery’s state is initialized at the beginning of the optimization time window T;

3. formulation and solution of the discrete optimal control problem in the time window

T = [tk, tk+24] and determination of the set-points for all the controllable resources

for each i-th time-step in that interval (24 ·n time-steps);

4. application of the set-points and real-time operation during the time interval [tk, tk+m]

and acquisition of sate of charge (SOC) state at the end of the interval (SoCk+m);

5. shifting of the optimization time window: k is incremented by m and move to step 2.

The described recursive control scheme compensates for discrepancies between forecasts

and real-time behavior. During operation, the optimal set points are applied to the actual

system, where energy balance must be maintained despite unexpected net-load fluctuations.

2.1.1.2 Predictive optimal dispatch problem formulation

For each optimization time window T, the discretized optimal control problem can be
formulated as follows:

min
u,s

F = min
u,s

24·n

∑
i=1

fi(ui,si,pi), (2.1)

subject to

gi(ui,pi) = 0; (2.2a)

hi(ui,si,pi)≤ 0, (2.2b)

where for each i-th time-step within T, gi and hi represent the sets of equality and inequality

constraints, respectively. The vectors ui and si contain all continuous and integer control

variables, respectively, which are used to linearize the system formulation, while pi holds

the forecasted input profiles. The variables u, p and s have been selected based on the

architecture shown in Fig. 2.1.

The proposed optimal control methodology also aims to optimize hot water consump-

tion, the AC-DC nanogrid under consideration includes an AC boiler that can only be

switched on twice a day during specific time intervals. For each i-th time-step in T, the

set of control variables ui consists of the following: the electric power purchased from

and sold to the utility grid, denoted as ui
buy and ui

sell , respectively; the powers exchanged

between AC and DC buses, represented by ui
AC/DC

and vice versa ui
DC/AC

; the BESS charging

power ui
cha and discharging power ui

dis; and the power demand variations ui
1,AC

, ...,ui
nAC,AC

for the nAC loads connected to the AC bus, as well as ui
1,DC

, ...,ui
nDC,DC

of the nDC loads
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connected to the DC bus. As the optimization time window advances, the 24 h period can

encompass two occurrences of either the first or second time slot designated for activating

the boiler. Consequently, different control variables have been introduced to differentiate

the control actions scheduled for the first and second slots over two consecutive days:

ui
boil,1′ and ui

boil,2′ represent the boiler’s power consumption in the first time slot of the

current and following solar day, respectively, while ui
boil,1′′ and ui

boil,2′′ denote the power

consumption of the boiler in the second time slot of the current and subsequent solar day,

respectively.

Furthermore, to account for all the elements that introduce discontinuities in the

formulation, the integer variable collected in si for each i-th time step are as follows:

si
buy is 1, if power is purchased/bought from the grid, and 0 if it is sold; si

AC/DC
is 1, if

power flows from the AC bus to the DC bus, and 0 otherwise; si
cha is 1, when the battery

energy storage systems (BESS) is in charging mode, and 0 when it is in discharging mode;

si
boiler,1′,s

i
boiler,2′,s

i
boiler,1′′ ,s

i
boiler,2′′ are each 1, if the boiler is on, and 0 if it is off during

the respective time intervals indicated by the indices (1′, 2′, 1′′ and 2′′). Finally, at each

i-th time step, the set of input profiles pi consists of the following forecasted powers: the

production from photovoltaic (PV) modules pi
PV , the demand profiles pi

1,AC
, ..., pi

n,AC
for

the nAC AC loads, the demand profiles pi
1,DC

, ..., pi
n,DC

for the nDC DC loads, and the demand

profile pi
f ,l for a DC fixed load, such as freezer.

2.1.1.3 Objective function

The proposed optimal control methodology seeks to optimize power exchange with the

grid over a designated time window T. The objective function to be minimized, consisting

of two components, is formulated as shown in Eq. (2.3). The first term indicates the

income from energy sales normalized against the maximum remuneration from PV power

generation, assigning fixed unit costs cbuy and csell (e/kWh) to the purchased and sold

energy, respectively. The second term accounts for the system self-consumption index

(SSCI), as indicated in [89, 90]. This index is calculated as the ratio of the amount of

generated PV power that supplies the nanogrid loads (including both AC and DC devices)

and charges the battery to the total amount of generated PV power.

F = α ·

24·n

∑
i=1

cbuy ·ui
buy − csell ·ui

sell

24·n

∑
i=1

csell ·ηDC/AC · pi
PV

+β ·

24·n

∑
i=1

min
(

pi
eq,DC

+ui
cha; pi

PV

)
24·n

∑
i=1

pi
PV

, (2.3)
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with

pi
eq,DC

=

nAC

∑
j=1

(
pi

j,AC
−ui

j,AC

ηDC/AC

)
+

2

∑
j=1

(
ui

boil, j′ +ui
boil, j′′

ηDC/AC

)

+

nDC

∑
j=1

(
pi

j,DC
−ui

j,DC

)
+ pi

f ,l. (2.4)

At a specific i-th time step, the equivalent total power demand pi
eq,DC

(kW) is calculated

as shown in Eq. (2.4). The two components are weighted by factors α and β. A higher

α relative to β, will favor maximizing energy sales; whereas a higher β, the solution will

promote increased self-consumption.

2.1.1.4 Constraints in the optimization problem

1. DC-bus and AC-bus energy balances: Assuming injected power is positive, the

energy balance for the DC bus at each ith time step within the time window T is as

follows:

ηAC/DC ·u
i
AC/DC

+ui
dis + pi

PV =

nDC

∑
j=1

(
pi

j,DC
−ui

j,DC

)
+ui

cha +ui
DC/AC

+ pi
f ,l . (2.5)

The energy balance for the AC bus is formulated, as follows:

ηDC/AC ·u
i
DC/AC

+ui
buy =

nAC

∑
j=1

(
pi

j,AC
−ui

j,AC

)
+ui

sell +ui
AC/DC

+ui
boil,1′ +ui

boil,2′ +ui
boil,1” +ui

boil,2”,

(2.6)

where ηAC/DC , and ηDC/AC represent the efficiency of the bidirectional converter for

power flowing from the AC bus to the DC bus and vice versa, respectively.

2. Power interaction between AC bus and DC bus: At each i-th time step, the limits
on maximum power flow from the AC bus to the DC bus, and vice versa, are taken
into account as:

0 ≤ ui
AC/DC

≤ si
AC/DC

·Pmax
AC/DC

; (2.7a)

0 ≤ ui
DC/AC

≤
(

1− si
AC/DC

)
·Pmax

DC/AC
, (2.7b)

where Pmax
AC/DC

, and Pmax
DC/AC

(kW) are maximum powers set for the bidirectional con-

verter.

3. Power exchange with grid: At each i-th time step, Eq. (2.8) restricts the power



Chapter 2. Demand Response Management 42

bought from the utility grid to a range of 0 to Pmax
buy (kW), which represents the

maximum allowable electric power purchase at the point of common coupling (PCC)

as specified in the energy supply contract.

0 ≤ ui
buy ≤ si

buy ·Pmax
buy . (2.8)

Similarly, at each i-th time step, Eq. (2.9) limits the power sold to the grid from 0 to

Pmax
sell (kW), which represents the maximum permissible power injection at the PCC.

0 ≤ ui
sell ≤

(
1− si

buy
)
·Pmax

sell . (2.9)

4. Battery energy storage system: Assuming storage efficiency is independent of

state and control variables, the energy stored (kWh) at the start of each i-th time step

is calculated as follows:

Qi
b(u) = Qk

b +
i−1

∑
j=k

(
ηcha ·u j

cha −
u j

dis
ηdis

)
·∆t, (2.10)

where Qk
b (kWh) is the energy stored at the beginning of the optimization time

window T , ηcha and ηdis are the charge and discharge efficiency, respectively.

At each i-th time step, Eqs. (2.11) and (2.12) accounts for the maximum charging

and discharging powers, respectively, and Eq. (2.13) considers the minimum and

maximum capacity of the BESS.

0 ≤ ui
cha ≤ Pmax

b · si
cha; (2.11)

0 ≤ ui
dis ≤

(
1− si

cha
)
·Pmax

b ; (2.12)

Qmin
b ≤ Qi

b(u)≤ Qmax
b ; (2.13)

Qmin
b = SoCmin ·Qn , Qmax

b = SoCmax ·Qn. (2.14)

In equations (2.11)-(2.12) the factor Pmax
b (kW) represents the rated power of BESS,

while Qmin
b (kWh) and Qmax

b (kWh) in equations (2.13)-(2.14) denote the minimum

and the maximum storable energy, respectively. These values correspond, through

(2.14), to the minimum (SoCmin) and maximum (SoCmax) state-of-charge conditions

(%) for a BESS with rated capacity of Qn (kWh).

5. Boiler management: Assuming that the boiler requires always its rated power Pboil

when is on, the constraints (2.15) have been considered:



Chapter 2. Demand Response Management 43

ui
boil,w = si

boil,w ·Pboil . (2.15)

In this context, w represents the time slots during which the boiler can be activated,

labeled as 1′, 2′, 1′′, and 2′′. As mentioned above, the boiler is allowed to switch

on only twice a day, within designated time intervals, for a fixed duration Ton (i.e.

4.5 hours) to sufficiently heat water for domestic use. Given the start hour hs,w and

end hour he,w for each possible activation, various conditions must be incorporated

into the optimization problem based on its start time. Although this part of the

formulation is not given here in order to be concise, it is explained, and its impact is

demonstrated through the simulation results.

On the current day (when w is either 1′ or 1′′), if the optimization start hour k falls

within the range [hs,w, he,w], the optimization algorithm first checks whether the

boiler is already on. If so, it defines a time step interval R during which the boiler

must remain on to satisfy the required duration Ton. In this interval, the boiler’s state

variable is set to 1, while for all other time steps, it is set to 0. If the condition is

false or if the start hour of the optimization k is outside the range [hs,w, he,w], the

proposed optimal control methodology defines three distinct time-step intervals:

• R1: an interval during which the boiler must remain off (state variable set to 0).

• R2: a range during which the boiler can be switched on.

• R3: a range in which the boiler’s state variable must equal 1 for at least one

time step, ensuring that the boiler can remain for the fixed duration Ton within

the specified time slot. Within this interval, the following inequality constraint

is applied.

∑
i∈R3

si
boil,w ≥ 1. (2.16)

By defining these ranges and conditions, all potential activation times for the boiler

are accounted for, allowing the optimization methodology to select the optimal start

time. Activation times on the following day ( when 0 w can be equal to 2′ or 2′′) are

handled similarly. However, only the ranges R1 and R2 are defined for any given k.

The range R3 and constraint (2.16), are included in the optimization methodology

only if the time he,w −Ton falls within the time window T .
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6. Load power optimization: At each i-th time step, for each j-th DC-connected load

(nDC in total), eq. (2.17) limits the power demand variations. Positive values indicate

a reduction, in power demand, while negative values cause an increase in the j-th

load’s consumption. The upper limit is set to a fraction f j of the forecasted consump-

tion for the j-th load, whereas the lower limit permits an increase in consumption by

a fraction f j of the difference between the maximum Pmax
j,DC

(kW) and the forecasted

demand of the j-th load.

− f j ·min
(
Pmax

j,DC
− pi

j,DC
, pi

j,DC

)
≤ ui

j,DC
≤ f j · pi

j,DC
. (2.17)

Likewise, at each i-th time interval, Eq. (2.18) constraints the power demand

variations for each j-th PV-connected load (with nAC in total) with a maximum

demand of Pmax
j,AC

(kW).

− f j ·min
(
Pmax

j,AC
− pi

j,AC
, pi

j,AC

)
≤ ui

j,AC
≤ f j · pi

j,AC
. (2.18)

2.1.2 Simulation results and discussion

The effectiveness of the proposed MPC-based energy management was evaluated through

interactive simulations involving an optimization methodology and a real-time control

layer model. The optimization problem is solved using the GUROBI linear optimization

solver within the YALMIP platform. The electrical system model was based on an actual

implementation of a residential nanogrid, developed through a rapid and non-invasive

refurbishment using innovative conductive tapes, allowing for integration without replacing

any existing devices. Referring to the architecture shown in Fig. 2.1, the AC/DC converter

is a 230/48 V bidirectional converter with a rated power exceeding 10 kW. The PV system

and the BESS have capacities of 9 kWp and 5/7 kW/kWh, respectively. The AC bus can

exchange active power with the utility grid up to 9.9 kW, accounting for the 10% tolerance

on the 9 kW energy supply contract.

The investigation began with the potential forecasted power profiles for the AC and

DC loads and the PV system of the residential nanogrid. These data profiles were utilized

to achieve an optimal power dispatch of energy sources aimed at minimizing the total

power supply cost and maximizing the SSCI. Small load variations and optimal BESS

set-points, derived from the optimization problem solutions, were applied to the real-time

control layer for a duration of m = 4 hours. The real-time SOC of the BESS was then

used for further optimization to provide updated set-points for the real-time control of the
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MPC implementation. The data profiles examined in this study span six consecutive days,

however, for brevity, only the analysis from the first day is presented in detail.

For this day, the power balance for the base test case without optimization, as well as

for open-loop optimization and post-optimization scenarios, is illustrated in Fig. 2.4. The

no-optimization case is based on a real-time rule-based energy management strategy for

commercial devices: the PV power is first utilized to supply the loads, with any surplus

energy stored in the BESS. If there is additional power, it is sold to the utility. Conversely,

if the PV power is insufficient, the remaining load is met by the energy stored in the

BESS or, if necessary, supplemented by the utility grid. The boiler was activated during

designated time slots, specifically from 2:30 to 7:00 AM and from 11:30 AM to 4:00 PM.

Following this strategy, in the base test case, the BESS, starting with an initial SOC of

50%, is charged during the early hours when the PV generates enough energy to supply

the loads and charge the BESS. This stored energy is not utilized again until around 5:00

PM when the BESS discharges to meet the loads due to insufficient PV energy. In this

scenario, the total energy cost for the day amounted to e 17.23. In Fig. 2.2, and Fig. 2.3

the load power demands (dashed lines) are compared to the actual power consumption

(solid lines) for both AC and DC loads. The optimization algorithm activates the boiler

from 1:55 am to 6:25 am and again from 9:40 am to 2:10 pm, starting earlier than the fixed

time slots in the non-optimized case.
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Figure 2.2: AC loads profiles

For the open-loop optimization, the same problem outlined in Section 2.1.1.1 was

utilized, but without applying the MPC approach. The optimal set points for the nanogrid’s

resources were established at the beginning of the day. The weights and parameters set
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Figure 2.3: DC loads profiles

for the optimization problem are as follows: α = 1.00, β = 1.00, f1 = 0.33, f2 = 0.30, f3

= 0.32, f4 = 0.10, and f5 = 0.26. With the optimization algorithm, the BESS is utilized

more effectively to maximize self-consumption and minimize the overall energy cost. As a

result, the overall energy cost with optimization is reduced to e 13.77, reflecting a savings

of approximately 20% compared to the base test case. When applying the proposed MPC

approach, the energy cost for the same day is further reduced to e 13.51, slightly lower

than that of the open-loop optimization, resulting in a savings of 21.6% compared to the

base test case, with a remaining SOC of about 32% at the end of the day. This residual

energy stored in the BESS is beneficial for supplying loads during the early hours of the

next day when PV generation is unavailable. Over the six consecutive days simulated,

optimization resulted in a total overall cost savings of 21.1% (total cost of e 68.68), while

open-loop optimization achieved a savings of 18.6% (total cost of e 70.85) compared to

the base test case (total cost of e 87.00).

The final activation is triggered by the PV plant’s power production which is already

substantial by 9:40 am (Fig. 2.4). Consequently, the optimization algorithm immediately

switches on the boiler and increases the energy consumption of other controllable loads to

maximize self-consumption.

This research activity concludes with the development and testing of an MPC algorithm

for optimal energy management in a hybrid AC-DC residential nanogrid. The results

demonstrate that the proposed optimization methodology effectively identifies the ideal

times to activate the boiler and manages both the BESS and controllable loads to maximize

energy self-consumption and minimize overall energy costs. Future work may focus
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Figure 2.4: (a) Total power balancing without optimization (b) in the case of proposed controller.

on refining the methodology to reduce BESS charging/discharging cycles. Additionally,

subsequent studies may explore integrating artificial neural network algorithms with MPC

to forecast and manage large PV datasets for applications in historical and industrial

buildings.

2.2 Optimizing cooperative alliance transactive energy

framework for PV-based MMGs

As mentioned in Section 2.1, the variability and uncertainty of RESs can pose significant

challenges, especially when combined with load variations. Consequently, a key issue
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facing power distribution networks is managing energy consumption, particularly due to

the integration of PV-based MG clusters on the distribution network side [91, 92]. To

tackle these challenges and encourage greater self-consumption of PV energy—thereby,

reducing the impact of PV-based MMGs on the main power grid—this section introduces

an optimized cooperative alliance transactive energy framework. This proposed framework

seeks to reduce the overall operational costs of the system while ensuring equitable benefits

for all contributors. To achieve more effective scheduling of their operations, optimal

scheduling has been implemented, incorporating the mathematical modeling of MGs.

Additionally, a cooperative alliance framework based on the Shapley value method has

been utilized to fairly distribute the benefits among all participants. The Time of Use

(TOU) electricity pricing mechanism is employed to compare electricity prices for both

independent and cooperative alliance operations of MGs during peak, valley, and flat

conditions.

Figure 2.5: Control architecture of MMGs

2.2.1 Architecture of MMG

This section investigated a Chinese grid-connected PV-based MMGs model. Fig. 2.5 de-

picts the control architecture of PV-based MMGs. The proposed MMGs model comprises

PV panels for power generation, the BESS, and loads with varying capacities. Each MG

can communicate with the main power grid through an energy router and can also share

power with other MGs within a cooperative alliance. At any given time interval t, the

transaction electricity prices between the main power grid and the MG are denoted by
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Ψt
B and Ψt

S, respectively. Here, Ψt
B refers to the buying price at which the MG purchases

electricity from the main grid, while Ψt
S indicates the selling price at which the MG sells

electricity back to the main power grid [8].

Figure 2.6: Transactive energy framework of MMGs

2.2.1.1 Energy transaction model of MMG

This subsection explains the energy transaction model for PV-based MMGss. Fig. 2.6

presents the proposed model for energy transactions in PV-based MMGss. During the same

dispatch period, different MGs may experience varying conditions, leading to different

net power outcomes for each MG. Furthermore, multiple MGs can operate under different

conditions, either independently or cooperatively. In independent operation, an MG is

considered self-sufficient and does not interact with other MGs. However, in cooperative

mode, an MG can supply or share surplus energy with other MGs that are power-deficient

and can also sell energy back to the main power grid. Thus, within the proposed framework,

residual energy is efficiently utilized, reducing the electricity cost for each MG and

generating additional revenue through the cooperative alliance model.

2.2.2 Mathematical formulation of MMG model under analysis

This subsection describes the modeling of PV systems, BESS, loads, and energy trading

within the MMGs model being examined.
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2.2.2.1 PV and load modeling

In this study, PV systems are treated as a source of clean, renewable energy. Since PV

is a renewable resource, the costs associated with power generation from PV are not

included in the analysis. Let PPV,i = {P1
PV,i,P

2
PV,i,P

3
PV,i,P

4
PV,i.....P

T
PV,i} denote the set of

PV power generation values for the ith MG over the period from 1 to T . Similarly, let

PL,i = {P1
L,i,P

2
L,i,P

3
L,i,P

4
L,i.....P

T
L,i} represent the set of load power values for the ith MG

model during the same time period T .

2.2.2.2 BESS modeling

This subsection presents the modeling of the BESS for the system being analyzed. The

cost function of the BESS is given by the following expression:

Ct
bat,i =Cbat(Pt

char,i.η+
Pt

dis,i

η
), (2.19)

where Pt
char,i and Pt

dis,i represent the charging and discharging power of the BESS at time

interval t, respectively, while η denotes the efficiency of the BESS. Additionally, Ct
bat,i

indicates the overall charging and discharging cost of the BESS, measured in RMB/kWh.

Due to the uniform scheduling interval ∆t for BESS across multiple MGs, the BESS

can only operate in one mode/state at a time, either charging or discharging state. Boolean

variables have been introduced to indicate the BESS’s operational state. The equation

representing the storage capacity of the BESS during the scheduling time interval ∆t can

be expressed as follows:

ξ
t+1
i = η∆tαt

char,iξ
t
iP

t
char,i −

Pt
dis,iα

t
dis,i∆t

η
, (2.20)

where αt
char,i and αt

dis,i are the boolean variables indicating the charging and discharging

power states of the BESS, respectively, and let ξi represents the remaining storage capacity

of BESS. The scheduling time interval ∆t is considered to be 0.5h in this study.

The BESS must satisfy both the upper and lower limits, along with the constraints on



Chapter 2. Demand Response Management 51

charging and discharging power. The initialization of the BESS is as follows:

0 ≤ Pt
char,i ≤ Pmax

char,iα
t
char,i; (2.21a)

0 ≤ Pt
dis,i ≤ Pmax

dis,iα
t
dis,i; (2.21b)

ξmin ≤ ξ
t
i ≤ ξmax; (2.21c)

α
t
char,i +α

t
dis,i ≤ 1; (2.21d)

ξ
0
i = ξ

T
i , (2.21e)

where Pmax
char,i and Pmax

dis,i denote the maximum charging and discharging power of the BESS

in kW, respectively. Meanwhile, ξmax and ξmin represent the maximum and minimum

storage capacity values of the BESS in kWh, and T indicates the scheduling period in

hours.

2.2.3 Energy trading modeling with distribution network

The PV-based MG model used in this study is built on a framework that prioritizes local

load demand. In this model, the independent MG is connected to the distribution network

through power lines to maintain the power balance within the proposed network. The

cumulative power balance between the distribution network and the MG can be defined as

follows:

Pt
accu,i = Pt

L,i +Pt
char,i −Pt

PV,i −Pt
dis,i, (2.22)

where Pt
accu,i represents the cumulative energy transition between the independent MG and

the power distribution during the dispatching time interval t. According to the proposed

trading criteria, if Pt
accu,i > 0 then the MG will purchase electricity from the power dis-

tribution network. Conversely, if Pt
accu,i < 0, the MG will sell power to the distribution

network to meet load demands.

Furthermore, within the same scheduling interval, only one transaction state can occur

at any given time. To distinguish between selling and purchasing, the proposed study

introduces an auxiliary variable that includes the following constraints in the transaction
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model:

Pt
accu,i = Pt

B,i −Pt
S,i; (2.23a)

0 ≤ Pt
B,i ≤ Pmax

accu,iα
t
B,i; (2.23b)

0 ≤ Pt
S,i ≤ Pmax

accu,iα
t
S,i; (2.23c)

α
t
B,i +α

t
S,i ≤ 1, (2.23d)

Eq.( 2.23a) illustrates the relationship between the accumulative power and the power

bought and sold by the MG, where Pt
B,i denotes the power bought by the MG and Pt

S,i

represents the power sold by the MG. Eqs.( 2.23b) to ( 2.23d) illustrate the maximum

power capacity of the MG power line, and the boolean variables αt
B,i and αt

S,i represent the

buying and selling states of the MG power, respectively.

At present, many countries are accelerating the adoption of PV-based MGs by promot-

ing sustainable energy and providing economic incentives, such as subsidies [93]. In this

study, we applied the subsidy factor as follows:

Cday
sub,i =

T

∑
t=1

(λdis,i(t).Pdis,i(t)).Csup, (2.24)

where Cday
sub,i represents the amount of subsidy provided by the governmental policies,

λdis,i(t) represents the discharging rate of BESS, and Csup denotes the subsidy unit price

value.

2.2.4 Independent operation of MG

In the proposed MG model, the operation cost is split into two components: the cost

associated with energy transactions with the distribution network and the cost of optimizing

the ESSs. The operational cost function of the MG is expressed as follows:

F t
i = Ψ

t
SPt

S,i −Ψ
t
BPt

B,i −Ct
bat,i, (2.25)

where F t
i represents the cost function, while Ψt

B and Ψt
S denote the electricity buying and

selling prices for the MG, respectively. Given the independent operation of the MG, it

interacts with the main power grid rather than engaging in the cooperative framework of

MMGs.
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In the independent operation of the MG, day-ahead forecasted data is used to minimize

operational costs over the dispatching period T . The objective function is given by:

min
Pt

char,i,P
t
dis,i,α

t
char,i,α

t
dis,i

F T
i =

T

∑
t=0

F t
i , (2.26)

s.t = (1)− (7),

Equation ( 2.26) outlines the optimization objective of minimizing the operational cost

for the independent operation of the MG and is formulated as a mixed integer linear

programming (MILP) problem.

2.2.5 Cooperative Alliance framework of MMGs based on the cooper-
ative game theory

This section presents a cooperative alliance framework for multiple MGs based on a

cooperative game approach. During a uniform dispatch time, MGs may operate under

varying conditions: one may have surplus energy, while another may face a power shortage.

By joining this cooperative alliance, MGs can exchange power among themselves, allowing

them to meet load demands more efficiently, reduce operational costs, and increase revenue

through the cooperative framework. For MGs to participate in this alliance, the total

collective profit generated by all participants must be greater than the benefits they would

achieve individually. This condition is represented by the following relation:

F ({1})+F ({2})+F ({3})+F ({4})+ .......+F ({n})> F ({N}), (2.27)

where F represents the cost function, and let 1,2,3,4...n denote the participants in the

cooperative alliance framework. The objective function for the cooperative alliance frame-

work of MMGs can then be expressed as follows:

minF T
N =

n

∑
i=1

T

∑
t=0

F t
i , (2.28)

where n denotes the total number of participants, and F T
N represents the cost of the

cooperative alliance.
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2.2.5.1 Shapely Value method

To ensure fair benefit distribution among all participants in the cooperative alliance frame-

work, we used the Shapley value method from cooperative game theory. This approach

allocates benefits based on each participant’s marginal contribution within the alliance

framework [94–96].

For the calculation of the revenue, the calculation formula is considered as follows:

γ(|β|) =
(
|β|−1

)
!
(
n−|β|

)
!

n!
; (2.29a)

σi = ∑
βεN

γ(|β|)[σ(β)−σ(β−{i})], (2.29b)

where γ(|β|) denotes a weighting factor, where |β| denotes the number of participants in

the subset β. The total number of members is denoted by n, while N represents the total

number of subsets in the cooperative alliance framework that include the i-th MG. The

benefit of the i-th MG is denoted by σi, and σ(β) refers to the revenue of the subset β.

2.2.6 Simulation results and discussion

In this section, we examine a configuration of four interconnected MGs that exchange

power and communicate with each other, as well as with the main grid, through an energy

router. The MG transmission line has a power capacity of up to 400 kW, while the energy

storage system offers a storage capacity of 100 kWh and operates at an efficiency of 95%.

The energy cost factor is set at 0.3 RMB/kWh, with a maximum charging and discharging

power of 60 kW across all MGs.

To address the optimal scheduling problem, we utilized software tools including

MATLAB and the Gurobi Optimizer solver, implemented via the YALMIP platform,

to determine the optimal solution. This study adopts an optimization interval of 0.5

hours within a one-day optimization cycle, spanning a 24-hour optimization horizon.

For enhanced performance analysis, real-time PV data from a specific region in China

is integrated into the cooperative alliance framework, aiding in maximizing revenue

generation. Fig. 2.7 illustrates the PV generation data and load profiles for all the MGs

for the typical consideration of a day. Table 2.1 represents the Time of Use (TOU) index

pricing for the Chinese region, along with a constant on-grid electricity pricing.

To underscore the importance of this research, we analyzed two modes of MG operation:

independent operation and the cooperative alliance framework. In independent operation,
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Table 2.1: Time of use electricity price index

Operational Mode Time/h Cost of Electricity
(RMB/kWh)

7-8, 11-13, 16-18 Flat: 0.8

Grid electricity price 8-11, 13-16, 18-22 Peak: 1.34

0-7, 22-24 Valley: 0.31

On-Grid electricity price 0-24 0.21

Table 2.2: Cost analysis for independent Operation and Cooperative alliance framework for MGs

Operational Mode/
cost analysis MG1 MG2 MG3 MG4 Accumulative

Independent operation/ RMB 881.17 518.62 908.45 932.37 3240.61

Cooperative alliance/ RMB 745.19 425.42 879.47 895.76 2945.84

each MG aims to minimize its own operational costs without interacting with other MGs,

though it trades energy directly with the main grid. In contrast, within the cooperative

alliance framework, we applied cooperative game theory to establish an alliance focused

on minimizing total operational costs. This approach facilitates energy trading among the

MGs and with the main grid, enhancing overall revenue generation.
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Figure 2.7: PV generation data and load profiles

Fig. 2.8 depicts the power distribution across each BESS along with the corresponding
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Figure 2.9: Independent and cooperative alliance operations of MGs

SOC levels based on the optimization results. This figure demonstrates that each MG in the

cooperative alliance complies with SOC constraints while meeting the load requirements.

Additionally, the cooperative alliance framework enables the MGs to support each other,

during low demand periods, the BESS primarily charges, while at peak times, with higher

energy prices, optimal scheduling facilitates BESS discharge, to support MG operations

and reduce overall operational costs. Fig. 2.9 illustrates the power exchange between the

MMGs and the main power grid under two operational modes: independent and cooperative

alliance. From this figure, it is evident that, compared to the independent operations of all

MGs, the cooperative alliance mode allows for better absorption of surplus energy during
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periods of low load demand at lower prices. Additionally, optimizing the alliance reduces

interactions with the main power grid during high PV production, as each MG operates

independently of the main grid. Consequently, this proposed cooperative transactive

alliance framework reduces the MMGs impact on the main power grid, increases revenue,

and ensures fair profit distribution among the participants. To further demonstrate the

advantages of the proposed study, Table 2.2 presents a numerical cost analysis for both

modes of MG operation. This table shows that in the cooperative alliance mode, operational

costs are notably lower due to the mutual coordination among all MGs, compared to the

independent operation mode.

The MMGs are connected to the main power grid via an energy router, and a cooperative

game-based Shapley value method is used to fairly distribute benefits among all participants.

Optimization results show that the PV-based MG cooperative alliance improves power

utilization through mutual support while also providing greater economic advantages.

2.3 Optimization of MMGs Energy Trading in Distribu-

tion Networks

As discussed in the previous section 2.2, the optimization of MMGs distribution net-

works faces several challenges due to the integration of RESs and load variations. These

challenges include balancing supply and demand across the MGs, optimizing economic

dispatch to minimize costs, and ensuring fair benefit distribution among the MGs [97–99].

In this section, we build upon the study presented in section 2.2 by introducing and ana-

lyzing another optimization methodology, the master-slave game approach. This proposed

optimal control strategy plays a critical role in tackling both demand response management

and energy trading challenges in distribution networks. Initially, the energy storage output

and transaction status for each MG are determined through a single MG optimization

strategy. These optimized results are then shared with the DSO, and a master-slave game

model is developed, utilizing internal electricity prices and dispatchable energy as the

decision-making strategies.

2.3.1 MMG energy trading system structure

The MMGs energy trading system proposed in this paper is depicted in Fig. 2.10, consisting

of three main components: the power grid, the DSO, and the MGs. Each MG is equipped
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Figure 2.10: Energy trading model of MMGs

with its own independent energy management system, capable of optimizing the power

output of each unit within the MG. The DSO enables the creation of a power market

among the MGs by receiving and processing their interactive data. It is also responsible

for setting the purchase and sale prices within the market and generating revenue from the

price differences. In any scheduling period t, the purchase and sale price in the electricity

market are denoted by φmb, and φms,t , respectively. Meanwhile, φDb,t and φDs,t represent

the electricity prices at which the DSO trades with the grid.

2.3.1.1 Master-slave game approach

In the game mode proposed in this paper, the DSO and the MG operate as independent

stakeholders. Acting as the leader in the master-slave game, the DSO is primarily respon-

sible for collecting data from the MG, establishing the power market, and optimizing its

buying and selling price strategy to maximize its own profits. The MG, as the follower,

responds to the DSO’s pricing strategy by managing its distributed energy resources to

minimize its operational costs. Thus, the DSO’s pricing strategy must consider both its

own objectives and the responses of the MG, capturing the master-slave game dynamics

between these two entities [100–102].

In the proposed master-slave game model, the interaction is defined by the transaction

volume between the MG and the DSO, with the DSO’s pricing strategy influencing the

MG’s response decisions. Using day-ahead forecast data, the MG optimizes its energy

storage scheduling to maximize operational benefits over a set timeframe, determining its

role in electricity market transactions. In the DSO model, a master-slave-based energy
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transaction model is established using information from the MG along with grid pricing,

to optimize internal purchase and sale prices. This information is then relayed to the MG,

guiding it to adjust its energy scheduling for the next period based on the DSO’s decisions.

2.3.1.2 MG optimization model

1. Distributed generator: The operational cost function for a dispatchable distributed

generator is formulated mathematically as follows:

Ct
DG,i = α1((Pt

DG,i)
2 +α2((Pt

DG,i)+α3δ; (2.30)

0 ≤ Pt
DG,i ≤ Pmax

DG,i, (2.31)

where Ct
DG,i denotes the operating cost of the distributed generator in MG i during

dispatching time t, while Pt
DG,i represents the output power of the distributed genera-

tor in i-th MG at the same dispatching time t. α1, α2, and α3 correspond to the cost

factors of the distributed generator, and δ is a binary variable.

2. Energy storage system: Define Et
s,i represents the remaining capacity of the energy

storage system within the scheduling time t of the ith MG. Pt
bat,i represents the charge

and discharge power of the energy storage system in the scheduling time t of i-th

MG, when Pt
bat,i > 0, the energy storage system is in the charging state and the

energy storage system is in the discharge state when Pt
bat,i < 0. The mathematical

model of energy scheduling of the energy storage system is shown as follows:

∆Pt
S,i∆t = Et

S,i −Et−1
S,i . (2.32)

The ESSs must define upper and lower limits for both capacity and charging/discharging

power constraints. Furthermore, to ensure sustainable MG scheduling, the initial

state of the energy storage system should be equal to its capacity at the end of

the scheduling cycle. Consequently, the energy storage system must adhere to the

following constraints:

ES,i ≤ Et
S,i ≤ ES,i; (2.33a)

Pbat,i ≤ Pt
bat,i ≤ Pbat,i; (2.33b)

E0
S,i = ET

S,i. (2.33c)



Chapter 2. Demand Response Management 60

3. PV and load: Since photovoltaic power generation is a renewable energy source

that does not rely on fossil fuels for MG energy trading, its generation costs are

disregarded. Let PPV,i = {P1
PV,i,P

2
PV,i,P

3
PV,i,P

4
PV,i.....P

T
PV,i} denote the set of PV power

generation values within the i-th MG. Similarly, let PL,i = {P1
L,i,P

2
L,i,P

3
L,i,P

4
L,i.....P

T
L,i}

represent the set of load demand within the i-th MG.

2.3.1.3 Optimal scheduling objectives of MG

In the MMGs energy transaction model proposed in this section, the PV and distributed

generators of an individual MG prioritize meeting the local load demand. When the

generated energy exceeds local load requirements, the surplus is either stored or sold to

DSO through power lines. The energy transaction volume between i-th MG and the DSO,

denoted as Pt
net,i, is given by:

Pt
net,i = Pt

DG,i +Pt
PV,i −Pt

bat,i −Pt
PL,i, (2.34)

where Pt
net,i represents the energy transaction volume between i-th MG and DSO during

dispatch time t, when Pt
net,i > 0 then i-th MG sells electricity to DSO and i-th MG purchase

electricity from DSO when Pt
net,i < 0.

Within the same scheduling time in each scheduling time interval, only one transaction

state is allowed—either a power purchase state or a power sale state. Therefore, auxiliary

variables are introduced to impose the following constraints on Pt
net,i, as follows:

Pt
net,i = Pt

S,i −Pt
b,i; (2.35a)

0 ≤ Pt
S,i ≤ Dt

S,iP
t
net,i; (2.35b)

0 ≤ Pt
b,i ≤ Dt

b,iP
t
net,i; (2.35c)

Dt
B,i +Dt

S,i ≤ 1, (2.35d)

where Pt
s,i and Pt

b,i denote the electricity purchased and sold, respectively, while Pnet,i

represents the maximum power that can be transacted with the grid. The binary variable

Dt
b/s,i is used to control the direction of power flow. For an MG, its operational benefits

primarily consist of economic gains from local electricity consumption, energy transactions

with the DSO, and the costs associated with distributed generation within the MG. Its
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mathematical expression is as follows:

fm,t = ln(1+Pt
L,i)

ki + ϕ̂
t
mSPt

S,i − ϕ̂
t
mbPt

b,i −Ct
DG,i, (2.36)

where ln(1+Pt
L,i)

ki represents the benefits from the internal load within MG i, where ki

denotes the income coefficients. Additionally, ϕ̂t
mS indicates the forecasted selling price of

electricity in the i-th MG at time t, and ϕ̂t
mb represents the anticipated power purchase for

the MG within the dispatch period t.

In the MG optimization phase, utilizing day-ahead forecast data, the aim is to maximize

operational benefits over the scheduling period T . The objective function is formulated as

follows:

max
Pt

DG,i,P
t
bat,i,D

t
S,i,D

t
b,i

fm =
t+k∆t

∑
t=0

fm,t , (2.37)

s.t = (2.30)− (2.36),

where in Eq. 2.37, the optimization goal is for the MG to maximize its self-benefit during

the time period K∆t. The allocation of output for each unit within the MG is framed as

a mixed-integer quadratic programming problem. This optimization objective function

is solved using the Gurobi optimizer solver within MATLAB software. Through MG

optimization, the energy transaction is preliminarily optimized, and the decision variable

Dt
S,i, Dt

b,i and ∆Pt
S,i are output to DSO, to determine the role of MG in the DSO optimization

stage and energy storage scheduling.

2.3.2 Distribution system optimization model

The DSO collects information on transaction statuses, energy storage optimization results,

photovoltaic generation, and load consumption for each MG across different scheduling

periods to create an intra-MG power market. Within this established market for a group

of MGs, the DSO facilitates energy transmission among the MGs and reduces energy

exchanges with the main grid by setting purchase and sale prices. The operating income is

generated from the difference between electricity buying and selling prices in the market.

1. DSO objective function: By gathering data from all MGs, the DSO designates roles

for power buyers and sellers within the power market, then calculates the energy

demand Et
S and energy surplus Et

b for the market during a scheduling period t. The
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expression is as follows:

Et
S = ∑

i∈I,Dt
b,i

Pt
b,i; (2.38a)

Et
b = ∑

i∈I,Dt
S,i

Pt
S,i, (2.38b)

where I represents the set of MGs. To maintain the power balance constraints for

the entire MG group, the DSO must also conduct energy transactions with the main

power grid. During any given scheduling period t, the DSO’s internal energy can

only be in one state: either an energy demand or an energy surplus. To model this,

an auxiliary state variable, ω is introduced, as follows:

ω = 0, Et
S ≥ Et

b; (2.39a)

ω = 1, Et
S ≤ Et

b, (2.39b)

From Eqs. (2.39a), and (2.39b) when ω is 0, the energy sold by the DSO exceeds

the energy purchased, indicating that the distribution network draws energy from

the grid to meet the MG group’s demand. On the other hand, when ω is 1, the

DSO purchases more energy than it sells, causing the distribution network to supply

surplus energy to the grid. To ensure rational transactions, the market price must

comply with the following constraints:

ϕ
t
DS ≤ ϕ

t
mS ≤ ϕ

t
mb ≤ ϕ

t
Db. (2.40)

The objective function representing the DSO’s operational benefit can be written as:

max
ϕt

mS,ϕ
t
mb

fD,t = ϕ
t
mSEt

b −ϕ
t
mbEt

S +ϕ
t
Db(E

t
b −Et

S)(1−ω)+ϕ
t
DS(E

t
b −Et

S)(ω), (2.41)

s.t = (2.39a)− (2.40).

2. Master-slave game model: In the master-slave game outlined in this subsection,

the DSO functions as the leader, and the MG acts as the follower. The leader makes

decisions driven by its own objectives, while the follower’s decisions are shaped by

the leader’s actions [7].

The MG and DSO optimize their respective benefits through strategic decision-
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making. Therefore, a feasible solution to this game is the Nash equilibrium, where

the leader sets the optimal purchase price, accounting for the follower’s best response,

and the follower determines the optimal operational benefit. In this strategy, neither

the leader nor the follower can unilaterally alter their approach to gain a higher

benefit. If there is a Nash equilibrium solution in game L, then there is a unique set

of strategies {Pt
DG,i,

∗,ϕt
mS

∗,ϕt
mb

∗} that satisfy the following inequalities:

f t
m(P

t
DG,i,

∗
,ϕt

mS
∗
,ϕt

mb
∗
)≥ f t

m(P
t
DG,i,

∗
,Pt

DG,−i,
∗
,ϕt

mS
∗
,ϕt

mb
∗
), (2.42)

∀i ∈ I ∀Pt
DG,i ∈ Pt

DG,i.

f t
D(P

t
DG,i,

∗
,πmS,t

∗,πmb,t
∗)≥ f t

D(P
t
DG,i,

∗
,ΠmS,t ,Πmb,t), (2.43)

∀ΠmS,t ∈ πmS,t ∀Πmb,t ∈ πmb,t .

where Pt
DG,i denotes the set of optimal policies for all followers, while Pt

DG/i repre-

sents the optimal policy set for all followers except follower i.

3. Master-slave game solving: Based on the above content, the optimization decision

variables for the MG during the game stage are the generator power Pt
DG,i, while the

optimization variables for the DSO are the market selling price ϕt
mS and the market

purchasing price ϕt
mb. Given that there are various transaction states in the game

stage, the MG is categorized and discussed accordingly.

Pt
net,i = Pt

DG,i +Pt
PV,i −Pt

bat,i −Pt
PL,i ≤ 0, Dt

b,i = 1; (2.44a)

Pt
net,i = Pt

DG,i +Pt
PV,i −Pt

bat,i −Pt
PL,i ≥ 0, Dt

S,i = 1, (2.44b)

Thus, the benefit function of the MG can be expressed as follows:

f t
m = ki ln(1+Pt

L,i)
ki + ϕ̂

t
mb(P

t
DG,i +Pt

PV,i −Pt
bat,i −Pt

PL,i)−Ct
DG,i, Dt

b,i = 1;

(2.45a)

f t
m = ki ln(1+Pt

L,i)
ki + ϕ̂

t
mS(P

t
DG,i +Pt

PV,i −Pt
bat,i −Pt

PL,i)−Ct
DG,i, Dt

S,i = 1

(2.45b)
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By taking the first partial derivative with respect to Pt
DG,i, we have

Pt
DG,i =

ϕt
mb −α2

2α1
, Dt

b,i = 1; (2.46a)

Pt
DG,i =

ϕt
mS −α2

2α1
, Dt

S,i = 1. (2.46b)

Now by considering the working range of the generator set under different working

conditions:

0 ≤ Pt
DG,i ≤ min(Pt

bat,i +Pt
PL,i −Pt

PV,i +Pt
DG,i), Dt

b,i = 1; (2.47a)

max(Pt
bat,i +Pt

PL,i −Pt
PV,i,0)≤ Pt

DG,i ≤ Pt
DG,i. (2.47b)

By following the steps mentioned above, we can determine the values of Et
S
∗, and Et

b
∗,

as well as the optimal generator power values corresponding to different purchase

prices.

Table 2.3: TOU electricity price

Operational Mode Time/h Cost of Electricity
(RMB/kWh)

7-8, 11-13, 16-18 Flat: 0.65

Purchasing price 8-11, 13-16, 18-22 Peak: 1.25

0-7, 22-24 Valley: 0.35

Feed-in tariff 0-24 0.30

Table 2.4: Analysis of the benefit of MGs

Operational Mode/
cost analysis MG1 MG2 MG3 DSO benefit

First operation/ RMB 5150.6.17 4637.4 5872.1 -

Second operation/ RMB 5197.5 4622.5 5897.7 242.4
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Figure 2.11: The power generation data for all the PV systems and the load profiles

2.3.3 Analysis of Simulation results and discussion

To explain the simulation results for the MG group power market developed in this study,

a distribution network with three MGs is considered, where energy trading occurs through

the power market established by the DSO. For the parameter settings, the MMGs energy

trading system proposed in this paper is simulated and analyzed using a typical region in

China as an example. Fig. 2.11 shows the photovoltaic power generation data and the load

profile for a selected typical day in the MG. The MG transmission line has a maximum

power capacity of 550 kW, with a generator output limit of 110 kW. The energy storage

system is rated at 100 kWh, with a maximum charge and discharge power of 50 kW, and a

load benefit factor of 60. The cost coefficients for the distributed generator, α1, α2, and α3,

are set to 0.015, 0.35, and 0.75, respectively. The optimization step is set at 0.5 hours, with

an optimization period of one day and a rolling horizon of 8 hours for the MG optimization.

Based on the actual electricity prices in the typical region, the power grid selling price

is categorized into three levels: peak, shoulder, and valley times. The on-grid electricity

price is a constant value, while the TOU tariff is provided in Table.2.3.

The comparison between the electricity purchase and sale prices in the MG group

electricity market and the grid electricity price set by the DSO, under the internal electricity

price optimization strategy, is shown in Fig. 2.12. This figure indicates that during the

periods from 0:00 to 9:00 and 20:00 to 24:00, when photovoltaic power generation is

limited and load demand is relatively high, the MG is mostly in a power-purchasing

state. As a result, the internal electricity price closely aligns with the grid electricity price,

preventing the DSO from adjusting the internal price or incentivizing MGs to engage in

power market transactions. However, from 9:00 to 20:00, when MGs generate surplus
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Figure 2.12: Outcomes of optimizing the internal electricity price

energy due to high photovoltaic output, they participate in power market transactions.

During this period, the DSO encourages such transactions by raising the electricity purchase

price and lowering the sale price. This strategy not only reduces the operating costs for

MGs but also allows the DSO to earn operational profits from the price differentials.

Figure 2.13: Optimization of the distributed generator

Table.2.4 presents the operating benefits of the MG under different strategies. By

combining Table.2.4 with Fig. 2.13, it is evident that under strategy 2, the output of the

distributed generators within the MG is optimized. Additionally, as the MG participates

in internal power market transactions, the benefits are significantly improved, and the

operating costs are reduced compared to direct interaction with the grid during certain

periods.
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2.4 Robust optimization-based energy management for

the optimal economic dispatch

In prior sections, an optimal control methodology was proposed and examined for residen-

tial building-based nanogrids, MMGs, and DSO-based transactional energy frameworks,

enabling end-users to enhance demand response management and reduce overall costs,

while sharing equal benefits among them.

The economic dispatch (ED) problem in larger power systems remains a key focus as it

aims to minimize generation costs while satisfying demand and adhering to generation unit

constraints. However, the increasing integration of RESs, like photovoltaic (PV) systems,

introduces unprecedented challenges due to their inherent variability and uncertainty, espe-

cially when combined with fluctuations in loads [103, 104]. These challenges can reduce

the effectiveness of economic dispatch solutions and compromise the power system’s

reliability. This section illustrates a two stage robust optimization (TSRO) based energy

management methodology designed to achieve optimal economical dispatch. The objective

function aims to minimize the overall generation cost and mitigate the BESS aging cost

through economically optimized battery scheduling while addressing the uncertainties of

the system. An iterative column and constraint generation (C&CG) algorithm has been

used to solve the TSRO. A customized IEEE-9 bus system is utilized as a case study to

analyze the effectiveness of the proposed robust optimal methodology. Additionally, a com-

parison has been made by considering the cases with and without BESS, to demonstrate

the superiority of the proposed methodology in reducing the generation costs.

A column and constraint generation (C&CG) algorithm, an iterative algorithm the

problem into the dual-stage, namely as master and subproblem for each scenario [105, 106]

has been chosen, to solve the proposed TSRO approach to deploy the economic dispatch

operation. Additionally, a comparison of scenarios with and without BESS installation is

conducted to evaluate the superiority of the proposed robust optimal control methodology

and to analyze the economic benefits and their impacts on the power system.

2.4.1 Two-stage robust optimization problem

This section outlines the TSRO methodology. In this TSRO framework, the second stage

problem addresses the decision-making based on the decision variables determined by

the master problem. Set points for all the resources within the customized IEEE-9 bus
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system are obtained through the quadratic constraint linear programming (QCLP). A 15-

minute real-time extended framework is used for the optimization problem. The primary

objectives of the TSRO approach are to minimize overall generation costs and reduce the

daily charging and discharging cycling of BESS, thereby lowering battery aging costs,

while accounting for the economic scheduling of BESS amidst system uncertainties.

Then the general formulation of the proposed TSRO can be described in the form of:

min
v

cT v+max
u ∈ µ

min
γ∈ F(γ , u)

qT
γ ;

s.t.Bv ≤ n;

F(v,u) = {Aγ ≤ h−Ev−Wu},

(2.48)

where v and γ denote the first- and second-stage decision variables, respectively, with

constraints relevant to v specified by the above formulations (specified by eq. (1)). Addi-

tionally, the constraints associated with the γ and u are linked, where A, B, n h, E and W are

the corresponding constants matrices. The first stage seeks to minimize (min) the first-stage

costs by optimizing the decision variables set as v. The sub-problem (second-stage) is

based on "max-min" to address the uncertain variables u within the polyhedral uncertainty

set µ to balance the uncertainty level and to minimize the auxiliary storage costs ensuring

robustness in the second stage. The three different types of variables in Eq. 2.48 are

classified as follows: v denotes the decisiveness variables in the first stage problem, γ

denotes the decisiveness variables in the second stage, and µ is polyhedral uncertainty set

based on uncertainty variables u.

2.4.1.1 Column and Constraint generation algorithm

The proposed two-stage robust C&CG algorithm is illustrated as follows:

• set the lower limit as lower bound (LB)=−∞ and upper limit as upper bound

(UB)=+∞
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• first stage problem (master-problem) perchance solved by successive steps;

min
v

cT v+σ

s.t. Bv ≤ n

σ ≤ qT
γ

l where l = 1,2...

Ev+Aγ
l ≤ h−Mul where l = 1,2...

and ∀ ≤ d σ ∈ R

(2.49)

• derive the best possible solution by accounting for the above Eq. 2.49 constraints

and updating the LB.

• solve the second stage problem (max-min problem) according to the successive

Eq. 2.50 and update the UB.

Q(k) = max
u ∈ µ

min
γ

qT
γ : Aγ ≤ h−Ev−Wu (2.50)

• if UB-LB ≤ ε, return to v∗d+1 and terminate. if not then continue,

(a) if Q(v∗d+1) < + ∞, evaluate the variables γd+1 and updates the constraint as

follows;
σ ≤ qT vd+1

Ev+Aγ
d+1 ≤ h−Mu∗d+1

(2.51)

the above constraints should be fulfilled to update the master problem.

(b) if Q(v∗d+1) = + ∞ evaluate the variables γd+1 and update the following constraints

only;

Ev+Aγ
d+1 ≤ h−Mu∗d+1 (2.52)

min
v
(Cgi(t)∆t +Cb ∗nb)+ max

Ppv, Pload
min

γ∈ F(γ,u)
qT

γ (2.53)

Eq. 2.53, represents the two-stage optimization problem formulation according to our

proposed objectives. It can be observed that overall generation cost and battery aging

cost are minimized by considering the TSRO-based EMS approach through the first-stage

decision variables set v and second-stage decision variables set γ while the PPV and Pload

are the uncertainties variables of the system. Fig. 2.14 depicts the flow chart of the proposed

TSRO approach, based on the C&CG algorithm.
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Figure 2.14: Flow chart of TSRO approach, based on the C&CG algorithm

2.4.1.2 First stage/Master problem formulation

min(
T,N

∑
t=1,i=1

(Cgi(t)∆t)+Cb ∗nb)+σ, (2.54)

where Cgi(t) represents the generation cost, ∆t denotes the time step length in hours (∆t=

0.25h), T = 96 indicates the number of sampling points in a day, and N is the number of

generators. The parameter Cb is the battery aging cost, based on the battery’s rated capacity,

while nb denotes the daily number of battery cycles, and σ is an auxiliary decision variable

determined in the second stage. Accordingly, Cgi(t) can be expressed as follows:

Cgi(t) = ai +bi(Pgi)(t)+ ci(Pgi)
2(t); where (i = 1,2,3...N) (2.55)

where ai > 0, bi > 0, and ci > 0 are the coefficients of the thermal generation (based on
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natural gas) cost function.

The expression for calculating nb can be formulated as follows:

nb =

T
∑

t=1
(Pdisch

b (t)∆t)

0.8DOD
, (2.56)

where Pdisch
b denotes the discharging power of BESS, and DOD refers to the Depth Of

Discharge.

2.4.1.3 Generation constraints

The constraints presented in Eqs. (2.57a) to (2.57c) illustrate the ramping up/down con-

straints of the thermal generating units powered by natural gas, as follows:

Pgi,max ≥ Pgi ≥ Pgi,min ; (2.57a)

Pgi(t +1)−Pgi(t)≤ Pgi,up where (i = 1,2,3...N); (2.57b)

Pgi(t +1)−Pgi(t)≥ Pgi,down where (i = 1,2,3...N). (2.57c)

2.4.1.4 Battery power and SOC constraints

The appropriate constraints for battery power output, including its maximum supplying

and discharging capacity, as well as the SOC constraints, are outlined as follows:

Eb(t) = Eb(t −1)−P+
b (t −1)∆t.η ; (2.58a)

Eb(t) = Eb(t −1)−P−
b (t −1)∆t/η ; (2.58b)

Pb = ζP+
b +(1−ζ)P−

b . (2.58c)

where Eb denotes the battery SOC, P+
b and P−

b represent the discharging and charging

power values of the battery, respectively. Additionally, η indicates the efficiency of the
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battery, while ζ is the state variable of the battery, with ζ ∈ [0,1].

Eb,max ≥ Eb(t)≥ Eb,min; (2.59a)

Pb,max ≥ Pb(t)≥ Pb,min; (2.59b)

Emax = 0.9Erated; (2.59c)

Emin = 0.1Erated. (2.59d)

where Erated denotes the battery rated capacity, Eb,max and Eb,min are the uppermost

(maximum) and lowermost (minimum) SOC conditions. If Pb is positive, it means the

battery is supplying the power (discharging mode) and if Pb has a negative value, the

battery is storing the power (charging mode). To consider the balance between the charging

and discharging operations of the battery, another constraint is considered in the following

manner:

Eb(0) = Eb(T ), (2.60)

where T represents a time interval typically for one day.

Now in order to get the value of σ, the following relationship is used:

σ ≥ qT .γ where σ ≥ 0. (2.61)

2.4.1.5 Nodal power balance constraints

The nodal power balance equality constraints are represented as follows:

Pgi −Pdi =Vi

n

∑
k=1

Vk(GikCosθik +BikSinθik); (2.62)

Qgi −Qdi =Vi

n

∑
k=1

Vk(GikSinθik −BikCosθik), (2.63)

where i = 1,2,3....n, Yik=Gik + jBik is the (i,k) entry of the bus admittance matrix (Y),

while G represents the conductance and B indicates the susceptance of the bus admittance

matrix and θik = θi −θk.
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2.4.1.6 Security constraints

To ensure security, the following constraints regarding the voltage level at load buses and

the line flow constraints are taken into account, as follows:

Vi,min ≤Vi ≤Vi,max; (2.64)

and,

|Pik| ≤ Pik,max; (2.65a)

|Qik| ≤ Qik,max. (2.65b)

To address the master problem, a Gurobi optimizer solver was utilized. For this purpose,

a Jabr relaxation approach was employed [4], to achieve the second-order cone relaxation

by introducing auxiliary variables defined as, Cik = |Vi||Vk|Cos(θik), Sik = |Vi||Vk|Sin(θik),

Vi
(2) = |Vi|2 and Vk

(2)=|Vk|2. The Jabr relaxation approach helps to remove the non-convex

problems of sine and cosine and assists in adding the rotating cone constraints for the

optimal power flow (OPF) solution. Thus Eqs. 2.62 and . 2.63 becomes:

Pik = Gii||Vi|2 +GikCik +BikSik; (2.66a)

Qik = Bii||Vi|2 −BikCik +GikSik; (2.66b)

C2
ik +S2

ik ≤Vi
(2).Vk

(2) (for every branch ik). (2.66c)

where Cik and Sik are the auxiliary variables, utilized in the Jabr relaxation approach to

address the non-convex issues associated with sine and cosine in Eq. (2.66c).

2.4.1.7 Second stage/Sub-problem

After solving the first-stage problem, the decision variable values obtained are utilized in

the second-stage (sub-problem). The objective of the second-stage problem is to manage

the uncertainties in the system based on the results from the first-stage problem ensuring

the system’s robustness. The sub-problem can be expressed, as follows:

max
u ∈ µ

min
φ

qT |φ|. (2.67)
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The polyhedral uncertainty set considered is based on the uncertainties associated with PV

generation and load variations, and it can be expressed as follows:

µ = {ui ¯|ui ≥ ui ≥ ui, ||u||1 ≤ Γ} where (i = 1,2,3...); (2.68)

s.t. φu ∈ µ = u−P∗
gi∈Γ −P∗

b ,

where ||u||1 denotes the first norm of the uncertainty set, while ’Γ’ represents the robustness

factor in Eq. (2.68).

2.4.1.8 Linearization

The absolute value in Eq. 2.67 is nonlinear, making it essential to linearize the absolute

value of φ using linear programming through decomposition to solve the second-stage

optimization problem, as follows:

max
u ∈ µ

min
γ

qT
γ; (2.69a)

γ ≥ φ and γ ≥−φ. (2.69b)

2.4.1.9 KKT duality problem

To address the duality problem, the KKT duality theory is employed to solve the max-min

problem as follows:

min(−qT
γ); (2.70a)

γ ≥ φ and γ ≥−φ. (2.70b)

The matrix A, which is the parametric matrix of decision variables γ, is involved in

solving the problem, as follows:

AT
α ≤ q, (2.71)
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where α is a duality transformation parameter.

(γi −φ).αi = 0 where (i = 1,2,3...); (2.72a)

(q−AT
α).γi = 0 where (i = 1,2,3...); (2.72b)

(γi)≥ 0 and (αi)≥ 0 where (i = 1,2,3...). (2.72c)

Table 2.5: Parametric data about generators and battery

Sources Parameters Values

G1

Pg1,max 247.5 MW

Pg1,min 100 MW

Pg1,up(ramp) 49.5 MW/min

Pg1,down(ramp) -49.5 MW/min

G2

Pg2,max 192 MW

Pg2,min 80 MW

Pg2,up(ramp) 38.4 MW/min

Pg2,down(ramp) -38.4 MW/min

Battery Pb,max 150 MW

Pb,min -150 MW

Figure 2.15: Customized IEEE-9 bus power system with PV and BESS
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2.4.2 Analysis of simulation results and discussion

The effectiveness of the proposed TSRO approach is evaluated on the customized IEEE-9

bus system to assess its broader performance, however, this methodology is also applicable

to islanded MG models. The customized model under study includes two synchronous

generators, G1 and G2, connected to buses B1 and B2, respectively, as well as a PV system

connected to B3. The system comprises nine AC buses (B1 to B9), three loads (Load A,

Load B, and Load C), four transformers, and a DC bus that links the BESS module to B9

through an inverter, positioned close to the PV system, as shown in Fig. 2.15. The PV

system’s rated capacity is set at 85 MW. The proposed TSRO approach is solved using the

MATPOWER toolbox, and Gurobi optimization solver, implemented through the YALMIP

platform to achieve optimal economic dispatch results. In this study, we assume that

natural gas is utilized for power generation in the thermal generating units (G1 and G2).

Table 2.5 shows the parametric data about the thermal generating units and the BESS.

The performance of the proposed methodology is analyzed starting from the first

stage problem of the TSRO, focusing on the EMS operation within the customized IEEE-

9 bus system. A real-time 15-minute time interval is applied to determine the optimal

solution. The first-stage problem involves a mathematical model that considers the system’s

generation, BESS, and the battery’s cycle count in relation to the depth of discharge

constraints. A polyhedral uncertainty set denoted by µ is used, to account for the uncertainty

in the variables Ppv and Pload . The first-stage problem sends dispatch results for the thermal

generating units and battery, represented by the decision variables (P∗
g and P∗

b within set v),

to the second stage. The second-stage problem is constructed based on the outcomes of the

first stage, integrating the polyhedral uncertainty set, and an additional auxiliary variable

(φ) to address the level of uncertainties, thereby ensuring the systems’s robustness.

Fig. 2.16 presents the bar graphs illustrating each of the three individual loads, the net

load, and the active power output of the PV generation in MW. Fig. 2.17 shows the total

active power generated by thermal generating units (G1 and G2), alongside the battery

output power, as well as the total load and PV generation, all measured in megawatts

(MW). From Fig. 2.17, it is evident that between 5:25 AM to 6:45 PM, during periods of

high PV power generation, the TSRO approach provides an optimal energy management

solution to meet load demands. This approach prioritizes power supply more from PV

and partially from the BESS, reducing the dependency on thermal generators (G1 and

G2) within this timeframe (5:25 AM to 6:45 PM). From 6:45 PM to 4:45 AM, when PV

power production ceases, the TSRO-based EMS methodology efficiently schedules BESS
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Figure 2.16: Active power of all the three connected loads, net load and PV in (MW)
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Figure 2.17: Total generation, battery power, PV and the total load demand in (MW)

discharge in coordination with thermal generating units (G1 and G2) to meet load demands,

and to minimize generation costs. It also manages the storage capacity with regular charge

and discharge cycles, adjusting for load demand variations.

Fig. 2.18 illustrates the OPF results as three voltage magnitudes (V2, V4, V6) across

the three connected loads of the IEEE-9 bus system, revealing that these voltages remain

within permissible limits, ensuring system security.

Fig. 2.19 shows the optimized result of SOC of the BESS. This figure, reveals that by the

end of the day (after 24 hours), the battery’s SOC remained charged (as specified in eq. 16).

Additionally, Fig. 2.19, illustrates that the EMS methodology has enabled more efficient
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Figure 2.18: OPF-based voltage magnitudes in p.u. at three different nodes

Table 2.6: Parametric data about costs
Sources Parameters Values

G1

a1 2000
b1 30
c1 0.15

G2

a2 2600
b2 20
c2 0.11

BESS Rated capacity (Erated) 150 MWh
Total number of cycles (nt) 5000
Depth of discharge (DOD) 80%
Efficiency (η) 95%

Figure 2.19: BESS SOC (%)
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Figure 2.20: C&CG Convergence

management of supplying and draining cycles of the BESS. This is important, because if

there are more frequent charging and discharging cycles, then it leads to increased aging

costs. These results are attributed to the economic scheduling of the BESS (charging and

discharging events) achieved by applying the TSRO within the EMS approach. Fig. 2.20

displays the convergence results of the C&CG algorithm, showing that it achieves smooth

and rapid convergence. Table. 2.6 provides parametric data for the thermal generation cost

coefficients and BESS aging cost parameters.

Figure 2.21: Generation costs ($/MWh) with and without BESS, along with total load demand
(MW)

Fig. 2.21 demonstrates that generation cost is lower when BESS is installed, compared



Chapter 2. Demand Response Management 80

to a scenario without BESS installation. The inclusion of BESS along with its economically

optimized scheduling, has significantly helped to reduce the overall thermal generation

cost. From the results, it can be analyzed that with BESS, the average generation cost

across both thermal units is 55.0520 ($/MWh). In contrast without BESS consideration,

the average generation cost increases to 64.9943 ($/MWh) over the course of a day. Finally,

the simulation results show that the inclusion of BESS and its economically optimized

scheduling has contributed significantly to reducing the overall thermal generation cost

compared to not considering the BESS. In future works, the multi-time scale-based dy-

namical robust optimization approach can be utilized for the DERs to enhance the power

system flexibility and reliability.



Chapter 3

Frequency Regulation and Inertia
Control

The variability of renewable energy sources (RESs) like photovoltaic (PV) systems, com-

bined with fluctuating load demands, can cause passive power fluctuations due to power

converter control actions, which compromise system reliability, stability, and security.

Additionally, small, non-synchronous islands with inherently low inertia will face increas-

ing challenges in the coming years as they integrate larger amounts of renewable energy,

further reducing system inertia. To address these challenges, implementing frequency

regulation and inertia control services in power distribution networks is essential, as these

services are crucial for maintaining stability and reliability. Moreover, integrating a hybrid

energy storage systems (HESS) that includes a Unitized regenerative fuel cell (URFC) with

real-time operational constraints can facilitate long-term, economical, and secure energy

dispatching.

This chapter presents a study on frequency regulation and inertia control in Microgrid

(MG), aimed at enhancing network reliability and stability by ensuring consistent voltage

and frequency supply, even amidst varying load demands.

3.1 Frequency regulation in islanded microgrids incorpo-

rating RESs and HESS using a disturbance observer

This section discusses a robust Integral terminal sliding mode control (ITSMC) control

methodology combined with a disturbance observer (DO) to enhance power balance and

81
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frequency regulation in islanded MGs, accounting for uncertainties and incorporating the

participation of HESS. Additionally, using the ITSMC enhances the performance of the

secondary controller in MG operations, further enhancing the system’s flexibility and sta-

bility under sudden load variations and changing weather conditions. A genetic algorithm

has been employed to optimally tune the gains of the proposed control approach and the

performance of the proposed controller has been analyzed using MATLAB/Simulink.

Figure 3.1: Schematic diagram of the islanded MG model under study

3.1.1 Mathematical Modeling of Islanded Microgrid

The islanded MG configuration considered in this study is illustrated in Fig. 3.1. It includes

two different RESs, namely a PV and a wind turbine generator (WTG), along with DGs and

HESS comprising a flywheel energy storage system (FESS) and a battery energy storage

systems (BESS), as well as fuel cell (FC), all incorporated to meet the load demands.

Fig. 3.2 depicts the control architecture of the proposed model, while Fig. 3.3 shows

the frequency response of the MG model under study. The entire islanded MG model is

represented by the following differential equations, which are designed based on the study

discussed in [107].
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Figure 3.2: Control architecture of the proposed control methodology

∆Ḟ =− D
2H

− 1
2H

∆Pg −
1

2H
∆PFC − 1

2H
∆PBESS

− 1
2H

∆PFESS −
1

2H
∆PDist ; (3.1a)

∆ṖFESS =− 1
TFESS

∆PFESS +
1

TFESS
∆F ; (3.1b)

∆ṖBESS =− 1
TBESS

∆PBESS +
1

TBESS
∆F ; (3.1c)

∆Ṗg =− 1
Tt

∆PBESS +
1
Tt

∆Xg; (3.1d)

∆Ẋg =− 1
Tg

∆Xg −
1

R.Tg
∆F +

1
Tg

u; (3.1e)

∆ṖFC =− 1
Tc

∆PFC +
1
Tc

∆XFC; (3.1f)

∆ẊFC =− 1
Tinv

∆XFC +
1

Tinv
∆Tinv; (3.1g)

∆Ṫinv =− 1
TFC

∆Tinv +
1

TFC
u, (3.1h)

where ∆F to ∆Tinv represent the system states which include frequency deviation, out-

put active power variations of FESS, BESS, generator, FC, and the variations in their

corresponding reactances and inverter function.

Eqs. (3.1a) to (3.1h) can be reformulated by the state space model as mentioned in Eqs.
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Figure 3.3: Frequency response of MG model, under study

(3.4a) (3.4b) to rewrite the system equations in the matrix form as follows:

Ẋ = AX +Bu+Bud, (3.2)

where X = [∆F,∆PFESS,∆PBESS,∆Pg,∆Xg,∆PFC,∆XFC,∆Tinv] are the system states, u de-

notes the control input of the system and the d represents the disturbance of the system

and can be defined as variation in solar irradiance or wind speed or load variation. The

system output is denoted by Y . Assume that disturbance meets the following condition as,

||d||< h, where h is the upper bound of the disturbance. The Eq. (3.2) can be rewritten in

the matrix form as follows:

A =



− D
2H − 1

2H − 1
2H − 1

2H 0 − 1
2H 0 0

1
TFESS

− 1
TFESS

0 0 0 0 0 0
1

TBESS
0 − 1

TBESS
0 0 0 0 0

0 0 0 − 1
Tt

1
Tt

0 0 0

− 1
R.Tg

0 0 0 − 1
Tg

0 0 0

0 0 0 0 0 − 1
Tc

1
Tg

0

0 0 0 0 0 0 − 1
Tinv

1
Tinv

0 0 0 0 0 0 0 − 1
TFC


, B =



0

0

0

0
1
Tg

0

0
1

TFC


, Bu =



− 1
2H

0

0

0

0

0

0

0


(3.3)

By considering Eqs. 3.2 and 3.3, we can reformulate the state space equation as follows:
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ẋ1 = α11x1 +α12x2 +ζd; (3.4a)

ẋ2 = α21x1 +α22x2 +Bu, (3.4b)

where (α11)
(1×1), (α12)

(1×7), (α21)
(7×1) and (α22)

(7×7) are the system matrices and their

corresponding elements values are defined in Table 3.1, respectively. The power balance

equation can be written as follows:

∑P = ∆PPV +∆PWT G +∆Pg +∆PFC ±∆PFESS

±∆PBESS −∆PLoad = 0.
(3.5)

3.1.2 Proposed robust control methodology design

This section illustrates the design formulation of the proposed controller by considering

the integrated effect of the proposed DO and the ITSMC on achieving the defined control

objectives.

3.1.2.1 Design of disturbance observer

This subsection demonstrates the design formulation of the DO that is utilized to estimate

the disturbance effect on the MG model, under study. The time domain equations of the

DO can be written as follows:

Q̇ =−PBd(Q+Px)−P(αx+Bu); (3.6a)

d̂ = Q+Px, (3.6b)

where Q is the inertial variable vector of the observer, while P is the vector used to drive

estimation error, which is defined as

ed = d̂ −d, (3.7)

where d̂ is the estimated disturbance. The derivative of Eq. (3.7) is taken and compensated

by considering Eq. (3.2), we can write the derivative of estimation error ed as follows:

ėd =−PBded − ḋ. (3.8)



Remark 1: In the study, we assumed that ||d|| ≤ h, and ||d̂|| ≤ ĥ are the upper bounds

for the disturbance and estimated disturbance, respectively.

Remark 2: We considered that the derivative of disturbance in the MG model, under

study, is bounded and satisfies the condition ||ḋ|| ≤ ḣ, with lim
t→∞

˙||d|| = 0. Under this

condition, the estimated disturbance appears asymptotically stable, and the error satisfies

the lim
t→t1

||ed|| = 0. By considering this assumption, the vector P is effectively chosen,

such that −PBd is Hurwitz. This ensures the finite-time convergence of the disturbance

estimation error.

3.1.2.2 Design of robust ITSMC Integrated with disturbance observer

For the sake of designing an ITSMC-DO, the initial step is to introduce the tracking error

e1 as follows:

e1 = ydist − y, (3.9)

where e1 is the error between the actual frequency and frequency deviation and y represents

the output. Taking the time derivative of Eq. 3.9, we get

ė1 = ẏdist − ẏ. (3.10)

Now consider the terminal sliding surface as follows:

S = ξx1 + γx2 + e1 +h1

(∫ t

0
e1dt

) p1
q1
+ d̃, (3.11)

where ξ, h1 are the constant numbers and γ(1×7) is the constant vector that is designed for

the system stability. p1, q1 are the odd numbers and their values are chosen as 1<p1/q1<2,

while d̃ shows the estimated disturbance.

We obtain the values of x1 from Eq. 3.11 by considering S = 0 as follows:

x1 =− γ

ξ
x2 −

e1

ξ
− h1

ξ

(∫ t

0
e1dt

) p1
q1
− 1

ξ
d̃. (3.12)
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Now by putting the value of x1 into Eq. (3.4), we have

ẋ1 = α11

(
− γ

ξ
x2 −

e1

ξ
− h1

ξ

(∫ t

0
e1dt

) p1
q1
− 1

ξ
d̃
)

+α12x2 +ζd; (3.13a)

ẋ2 = α21

(
− γ

ξ
x2 −

e1

ξ
− h1

ξ

(∫ t

0
e1dt

) p1
q1
− 1

ξ
d̃
)

+α22x2 +Bu. (3.13b)

Taking the time derivative of Eq. 3.11, we get

Ṡ = ξẋ1 + γẋ2 + ė1 +h1e1

(
p1

q1

)(∫ t

0
e1dt

) p1−q1
q1

+ ˙̃d. (3.14)

Now by considering the Lyapunov candidate function to ensure the asymptotic stability

of the entire system as

V1 =
1
2

ST S. (3.15)

Taking the time derivative of Eq. 3.15 , we have

V̇1 = ST Ṡ. (3.16)

Putting the value of Ṡ from Eq. 3.14 into Eq. 3.16, we have

V̇1 = ST
[

ξẋ1 + γẋ2 + ė1 +h1e1

(
p1

q1

)(∫ t

0
e1dt

) p1−q1
q1

+ ˙̃d
]
. (3.17)

After putting the values of ẋ1, ẋ2 into Eq. 3.17 , we have

V̇1 = ST

[
ξ

(
α11

(
− γ

ξ
x2 −

e1

ξ
− h1

ξ

(∫ t

0
e1dt

) p1
q1
− 1

ξ
d̃
)

+α12x2 +ζd

)
+ γ

(
α21

(
− γ

ξ
x2 −

e1

ξ
− h1

ξ

(∫ t

0
e1dt

) p1
q1

− 1
ξ

d̃
)
+α22x2 +Bu

)
+ ė1 +h1e1

(
p1

q1

)(∫ t

0
e1dt

) p1−q1
q1

+ ˙̃d

]
. (3.18)
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To ensure the asymptotic stability of the system, it is considered that the conditions

described in remarks 1 and 2 are satisfied. From Eq. (3.18), we obtained the control law as

follows:

u =
1

γB

{(
−ξA12 +α11γ−α22γ+

γα21γ

ξ

)
x2 +

(
h1α11+

γα21h1

ξ

)(∫ t

0
e1dt

) p1
q1
+

(
α11 +

γα21

ξ
−h1

(
p1

q1

)
(∫ t

0
e1dt

) p1−q1
q1

)
e1 − ė1 +

γα21

ξ
d̃ − ˙̃d −Ksgn(S)−λS

}
, (3.19)

where K and λ are the switching gains and u is the required control law obtained from the

proposed ITSMC-DO controller. To ensure the stability of the system, by putting the value

of Eq. 3.19 into Eq. (3.18) and by some simplifications, we have

V̇1 = ST (−Ksgn(S)−λ(S)+ξζd −α11d̃), (3.20)

where α11 =− D
2H , ζ =− 1

2H , and ξ = D. By putting these aforementioned values into Eq.

(3.20) and after some simplifications, we get

V̇1 =−ST Ksgn(S)−ST
λ(S)−ST D

2H
ed; (3.21a)

V̇1 ≤−K|S|−λ||S||2 −ST D
2H

ed. (3.21b)

By taking into account the K ≥ D
2H , the derivative of the Lyapunov function at the finite

time will become as follows:

V̇1 ≤−λ||S||2 −KSsgn(S). (3.22)

Eq. (3.22) ensures the asymptotic stability of the system.

Table 3.1: Parametric data about MG model and controller

Specifications Values
System Parameters TPV (s) TWT G(s) TFESS(s) TBESS(s) Tg (s) TFC(s)

1.8 1.5 0.01 0.1 0.08 0.26
- H(pu)(s) Tinv(s) Tc(s) D(pu/Hz) Tt(s) R(Hz/pu)

0.0833 0.04 0.004 0.015 0.4 3
Controller Parameters K λ p1/q1 h1 - -

1e−3 1e−4 1.001 1e−4 - -

The efficiency of the proposed robust ITSMC-DO is evaluated in MATLAB/Simulink.
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This software is compatible with Power hardware-in-the loop (PHIL) real-time setup too,

installed at LabZERO, Politecnico di Bari, Italy. Table 3.1 presents the design parameter

values of the proposed controller.

Figure 3.4: Solar irradiance changing pattern

Figure 3.5: Wind speed changing pattern

Figure 3.6: Load Variation
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3.1.2.3 Robust ITSMC-DO performance analysis and results discussion

This section illustrates the results obtained from the ITSMC-DO and Integral sliding mode

control (ISMC)-DO. The ISMC-DO is introduced solely for comparison purposes with

the ITSMC-DO. Fig. 3.4 represents the solar irradiance variation pattern, while Fig. 3.5

shows the wind speed changing pattern, and Fig. 3.6 depicts the load variation pattern of

the system. These variations are adopted as disturbances to test the validity and robustness

of the proposed controller.

Figure 3.7: Frequency deviation (p.u) under load variations

From Fig.3.7 and Fig.3.8, it can be seen that under the effects of aforementioned

disturbances, the ITSMC-DO provides robust frequency regulation with a better and faster

response as compared to the ISMC-DO. This subsection compares the performance of

the proposed ITSMC-DO controller with ISMC-DO and literature-suggested controllers,

namely PID and fuzzy logic-based PID. From Fig. 3.7, the simulation behavior of frequency

regulation of islanded MGs under external disturbances can be analyzed for both ITSMC-

DO and ISMC-DO. The figure shows some overshoots/undershoots in the frequency signal

at various time intervals due to sudden load variations. These fluctuations occur in both

ITSMC-DO and ISMC-DO, but their magnitudes are lower in the case of the proposed

ITSMC-DO controller, which also provides fast and finite time convergence.

From Fig. 3.8, it can be observed how the frequency of the islanded MG varies under

the effects of RESs uncertainties such as wind speed and solar irradiance at different time

intervals, which are also linked with the changing patterns of power generation from the

PV and WTG. Overall, the frequency is robustly regulated with ITSMC-DO compared to

ISMC-DO and the other literature-suggested controllers.

A numerical comparison between the proposed controllers and literature-suggested con-

trollers is provided based on the performance index as mentioned in Table. 3.2, considering

disturbance effects. The performance index
∫ t

0 |∆F |2dt, where ∆F represents frequency
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Figure 3.8: Frequency deviation (p.u) in the case of wind speed and solar irradiance variation

Table 3.2: Comparison analysis on the basis of performance index

Control techniques Performance index

[108] Conventional PI 0.00024

[108] Fuzzy-based PI 0.00020

[109] Fractional-order type-2 fuzzy 0.00011

ISMC-DO 3.1587e−6

ITSMC-DO 2.0893e−8

deviation is considered, and calculated based on load variations. From Table. 3.2, it can

be seen that the performance index value for frequency deviation is 2.0893e−8 for the

ITSMC-DO controller, while it is 3.5187e−6 for the ISMC-DO controller. The performance

index values are higher for the conventional proportional integrator (PI), fuzzy-based PI,

and Fractional-order type-2 fuzzy at 0.00024, 0.00020, and 0.00011, respectively. This

comparison allows us to conclude that compared to ISMC-DO, conventional PI, fuzzy-

based PI, and Fractional-order type-2 fuzzy, the ITSMC-DO controller provides better

control performance by attenuating the effects of parametric uncertainties and external

disturbances.

In conclusion, this study presents a robust ITSMC controller integrated with a DO

to accurately estimate the impacts of mismatch uncertainties and external disturbances,

ensuring effective frequency regulation in the islanded MG. The proposed ITSMC-DO

approach achieves fast and finite convergence while addressing system disturbances and

uncertainties, all without inducing the chattering phenomenon.
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3.2 A novel hierarchical control framework for frequency

regulation of islanded microgrids

The variability of RESs, such as PV, along with fluctuating load demands, can result in

passive power fluctuations due to power converter controllers, which may compromise

the EMS and pose security risks. Therefore, following the development and analysis

of a robust nonlinear controller with a DO for frequency regulation in islanded MGs

in Section 3.1, this study expands to address these challenges across all three control

layers. Recent trends in designing microgrid secondary controllers focus on distributed

controllers that rely on information sharing among entities. While this approach enhances

scalability, it necessitates robust communication networks, advanced algorithms, and

careful consideration of trade-offs between local and global system objectives.

This section introduces a novel multi-time scale, centralized hierarchical control ap-

proach to improve stability, security, and reliability in power dispatch tracking within

islanded microgrids. The proposed framework incorporates grid-forming control behavior

across primary, secondary, and tertiary control layers, each with distinct optimization

goals and constraints in a convex model, to achieve stable and reliable power tracking

alongside frequency and voltage regulation. Additionally, it ensures secure and economical

long-term energy dispatching through a HESS that includes a URFC with real-time opera-

tional constraints. In this framework, the secondary layer utilizes MPC to correct power

tracking deviations from grid-forming control actions and handles voltage and frequency

regulation, while the tertiary layer employs mixed integer linear programming (MILP) to

adjust power references according to economic and security constraints. The effectiveness

of this framework is validated through MATLAB/Simulink simulations.

The main contributions of this research study are;

• In this research, an MPC approach with a novel cost function—incorporating

the weighted difference between output power and the tertiary control reference

value—has been implemented in the secondary control layer to effectively manage

power tracking deviations while stabilizing frequency and voltage. This approach

enhances the security of power dispatch operations within the proposed methodology.

• The tertiary control layer, guided by the EMS, introduces a new modeling strategy

that accounts for various primary control layer behaviors. For grid-forming units,

the proposed EMS integrates power and capacity margin constraints with penalty
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factors, along with the N-1 principle, to ensure the reliability and security of the

entire power system.

• Additionally, precise power tracking in grid-following units enhances economic

dispatch value. Economic considerations are addressed innovatively, factoring in

variable operating efficiency based on working conditions, real operational con-

straints like turn-off latency during URFC mode conversion, and other economic

elements to ensure cost-effective scheduling that minimizes the system’s overall

operational costs.

Figure 3.9: Architecture of islanded microgrid under study

3.2.1 Problem formulation and physical Dynamics of AC islanded
microgrids

In this section, as illustrated in Fig.3.9, the islanded microgrid model includes a diesel

generator and battery controlled as voltage source converter (VSC), while PV and URFC

are controlled as current source converter (CSC). Fig.3.10 presents the proposed hierarchi-

cal control framework for the islanded microgrid. Although URFC has some limitations,

such as low power output and round-trip efficiency, it holds significant value for islanded

microgrids due to its compact size and bidirectional power flow capability [110]. This

paper focuses on addressing security, stability, and power-tracking challenges. Traditional

EMS models mainly consider DERs characteristics but often overlook the associated

control strategies. Here, additional security constraints for VSC are introduced to en-

hance microgrid security. Furthermore, this paper examines the URFC model, which is

underexplored in the literature, as a current source, acknowledging its power fluctuations
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that significantly impact efficiency across different operating points. Unlike conventional

secondary control, which typically aims only to restore frequency and voltage, this study

tackles power tracking deviations resulting from passive power fluctuations.

3.2.1.1 Primary control layer utilizing a grid-forming controller

In this study, DERs with rapid response capabilities and physical inertia characteristics,

such as BESS and diesel generators, are chosen for grid-forming control to maintain

transient power quality in the islanded microgrid. Conversely, units more sensitive to

output fluctuations and aimed at maximizing utilization, such as PV and URFC, are selected

for grid-following control to optimize economic performance. In the primary layer of the

proposed framework, droop control is implemented in the VSC to enable grid-forming

control, while the grid-following unit uses a current-voltage dual-loop control to respond

directly to power dispatch commands from the upper EMS layer. The primary control loop

dynamics for all vs ∈ V are expressed as follows:

Ωvs(t) = Ω0 − kdP,vs

(
Pvs(t)−Pre f

vs (t)
)
+Ωs,vs(t), (3.23a)

Vvs(t) = V0 − kdQ,vs

(
Qvs(t)−Qre f

vs (t)
)
+Vs,vs(t), (3.23b)

where Pre f
vs and Qre f

vs represent the reference values of active and reactive power, which

are time-varying because the EMS constantly updates them. Additionally, Vs,vs and ωs,vs

represent the secondary control layer signals for the voltage and frequency restoration,

facilitating the tracking of active and reactive power.

3.2.1.2 AC power flow dynamics with a unitary power angle

To obtain the relationship between the power generation among the DERs with their

power angle derivation, the formulation for calculating active and reactive power based

on the power transferred, the coupling induction across the voltage source is employed

Bvs = 1/(LvsΩo) as mentioned in [111], as follows:

Pvs(t) = BvsVvs(t)V̂ α
vs(t)sin(∆ζvs(t)), (3.24a)

Qvs(t) = Bvs[Vvs
2
(t)−Vvs(t)B̂α

vs(t)cos(∆ζvs(t))], (3.24b)

∆ζvs(t) = ζvs(t)− ζ̂
α
vs(t) =

∫ t

0

(
Ωvs(τ)− Ω̂

α
vs(τ)dτ

)
dt. (3.24c)
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From Fig. 3.10, it can be observed that the LCL filter is connected to the DGs and is

composed of the components Lvs, Cvs, and other Lvs. The values of the frequency Ωvs,

voltage Vvs, current ivs, and phase angle ζvs are measurable across the filter capacitor.

Furthermore, a reduced-order observer as mentioned in [112], is considered to estimate

the value of voltage V̂ β
vs, where Lvs = α at the adjustment measurement node across Lvs,

whereas Ω̂α
vs and ζ̂α

vs are calculated through the phase locked loop (PLL) as mentioned in

[113].

Figure 3.10: Centralized hierarchical control framework of islanded microgrid

3.2.2 Mathematical framework for the proposed control approach

This section illustrates the secondary control layer and tertiary control layer discrete

modeling of the chosen objective function, in which the secondary control layer introduces

power tracking on the basis of compensating frequency and voltage, and the tertiary control

layer considers the secure and economic constraints to enhance the overall reliability of

the system.

3.2.2.1 Secondary layer with MPC

This subsection details the design formulation of the MPC, introducing the objective

function and constraints necessary for integrating the secondary control layer into the

hierarchical control framework. Fig. 3.11 illustrates how MPC functions within the unified

control architecture, embedded in the secondary control layer. The EMS-based tertiary

control layer operates with a 24-hour prediction horizon and sends updated reference

power values to the MPC every 15 minutes as the droop control target. The MPC optimizes
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Figure 3.11: A unified control architecture for MPC design

the secondary control layer signal with a step size of 0.01 seconds and a prediction

horizon of 0.1 seconds. Meanwhile, the primary control layer adopts a 50 ms sampling

interval, typical in real-world applications, and updates the secondary control layer at

the start of each MPC optimization period. As outlined, this integration is designed to

effectively address discrepancies in power tracking along with voltage and frequency

regulation. The predictive model, formulated as a quadratic program using the finite

difference method, estimates future states within each sampling time Ts to meet the
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objective function requirements, expressed as follows:

Ωvs (tn+l) = Ωvs (tn+l−1)+ kdP,vs

[(
Pvs (tn+l)−Pvs (tn+l−1)

)
−
(
Pre f

vs (tn+l)−Pre f
vs (tn+l−1)

)]
+Ωs,vs(tn+l−1); (3.25a)

Vvs (tn+l) = Vvs (tn+l−1)+ kdQ,vs

[(
Qvs (tn+l)−Qvs (tn+l−1)

)
−
(
Qre f

vs (tn+l)−Qre f
vs (tn+l−1)

)]
+Vs,vs(tn+l−1); (3.25b)

∆ζvs(tn+l) = ∆ζvs(tn+l−1)+Ts

[
Ωvs (tn+l)− Ω̂

α
vs(tn)

]
; (3.25c)

Pvs (tn+l) = Pvs (tn)+
[
∆ζvs(tn+l)−∆ζvs(tn)

]
×BvsVvs(tn)V̂ α

vs(tn)cos(∆ζvs(tn))

+
[
Vvs(tn+l)−Vvs(tn)

]
BvsV̂ α

vs(tn)sin(∆ζvs(tn)); (3.25d)

Qvs (tn+l) = Qvs (tn)+
[
∆ζvs(tn+l)−∆ζvs(tn)

]
×BvsVvs(tn)V̂ α

vs(tn)sin(∆ζvs(tn))

+
[
Vvs(tn+l)−Vvs(tn)

]
×Bvs

[
2Vvs(tn)− V̂ β

vs(tn)
]
cos(∆ζvs(tn)); (3.25e)

Ωvs (tn+Ne) = w0, Vvs (tn+Ne) = V0, (3.25f)

where tn = nTs, n ∈ Z+ and Ne denotes the prediction horizon. It is composed as: equality

constraints in the form of Eqs. (3.25a) to (3.25e) are given based on Eqs. (3.23a), (3.23b),

(3.24a), (3.24b), and (3.24c) respectively. It is worth noting that the system at each end of

the optimization horizon tn+Ne should be required to achieve convergence, as constrained

by Eq. (3.25f).

The output of the MPC model is the incremental values of frequency and voltage at

each sampling time, corresponding to ∆Ωs,vs and ∆Vs,vs, respectively. In order to eliminate

steady-state errors, they are added as compensation signals to the new frequency and

voltage reference values onto the primary control layer after an integration process, as
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follows:

Ωs,vs =
∫ t

0
∆Ωs,vs(τ)dτ,Vs,vs =

∫ t

0
∆Vs,vs(τ)dτ. (3.26)

The optimal cost function is chosen as illustrated in Eq. (3.27) and is composed of

five terms with weight parameters γ1, . . . ,γ5 ∈ R +. Among these terms, the difference

in frequency, voltage, and power differences with their reference values underweight,

are minimized, while also minimizing the incremental control action. Minimizing the

frequency and voltage deviations, as well as the control increment, ensures the stability

of the system. On the other hand, minimizing the power tracking difference ensures the

security and economic efficiency of the system. This is because the power reference values

in the tertiary control layer are determined according to the economic and safety constraints

and objectives, thus representing optimal economic and secure indicators as follows:

J(tn) = ∑
vs∈V

Ne

∑
l=1

γ1,vs(Ωvs (tn+l)−Ω0)
2

+ γ2,vs(Pvs (tn+l)−P0 (tn+l))
2 + γ3,vs(∆Ωs,vs(tn+l−1))

2

+ γ4,vs(Vvs(tn+l)−V0)
2
+ γ5,vs(∆Vs,vs(tn+l−1))

2
, (3.27)

where γk,vs(k = 1, ...,5) ∈ R + are the optimizations weight factors.

Simultaneously altering the power angle of all VSCs to achieve power tracking through

the secondary control layer is undesirable, as it would change the steady-state operating

frequency of the islanded microgrid. Therefore, in the proposed study, the secondary

control layer optimizes the VSC performance by assigning different αk,vs values to ensure

the security, stability, and economic operation of the islanded microgrid. Additionally,

this work places a stronger emphasis on the power tracking of the battery rather than the

diesel generator, especially when accounting for prediction errors in islanded microgrids.

Accurate power tracking of the BESS ensures that the actual SOC consistently aligns with

the predicted curve, staying within the upper and lower limits, which mitigates security

risks, extends lifespan, and improves the reliability of future optimization outcomes. In

contrast, although adjusting the steady-state power set point of a diesel generator impacts

economic factors like fuel costs, it does not violate any EMS model constraints, as detailed

in the following subsection 3.2.3.
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3.2.3 Tertiary layer with EMS

This subsection presents the mathematical model of the EMS and introduces a strategy to

differentiate the models of VSC and CSC, ensuring both economic and secure scheduling

outcomes. It outlines the power margin, capacity margin, and N-1 emergency constraints

for the islanded microgrid. Furthermore, to achieve optimal economic scheduling while

maintaining security, the EMS fully leverages the HESS for the efficient operation of

the islanded microgrid. The subsection also provides a comprehensive analysis of the

URFC, examining how the operating point affects electric-hydrogen conversion efficiency

and addressing the real-world physical constraints of URFC mode switching in practical

applications.

3.2.3.1 Design of EMS objective function

The purpose of the tertiary layer is to achieve accurate power scheduling based on the

objective of EMS, written as follows:

minF (t) =
T

∑
t=1

(
∑

vs∈V

(
Cvs (t)+ξ

m
vsSvs (t)

)
+ ∑

cs∈C
Ccs (t)

)
. (3.28)

This objective considers both the economy and security of the grid-forming VSC and

the economy of the grid-following CSC, where Cvs and Ccs represent the economic cost

of the VSC and CSC, respectively. ξm
vs and Svs denote the weight parameters and security

penalty factor, while the superscript m distinguishes between different margins, specifically

referring to power margin and capacity margin in this proposed study.

3.2.3.2 Design of diesel generator

The quadratic cost function for the diesel generator is written as follows:

CDies(t) = boP2
Dies(t)+b1PDies(t)+b2δDies(t), (3.29)

where CDies(t) is the generation cost of the diesel generator with cost coefficients b0,b1,b2 ∈
R +. Since the diesel generator operates as a voltage source in the proposed study, the

security margin has been constrained by ensuring that the output power of the generator
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has sufficient margin to ramp up or ramp down as follows:

SDies (t) = ξ
pow
Dies

(
PDies (t)−

1
2
(
Pmax

Dies(t)−Pmin
Dies(t)

))2

, (3.30)

where ξ
pow
Dies denotes the penalty weight coefficient.

A piecewise affine function as mentioned in [? ], is utilized to linearize the nonlinear

terms in Eqs. (3.29) and (3.30) and to construct the formulation, thereby improving the

solving speed by considering the function as follows:

Paux
Dies (t) =

P2
Dies (t) and

Paux
Dies (t)≥ max j∈J

{
k jPDies (t)+o j

}
,

(3.31)

Eq. (3.31) guarantees that Paux
Dies must be greater than or equal to the piecewise affine

function which approximates the tangent P2
Dies at every discrete point in the feasible region.

This approach is also used in the following quadratic terms to construct a model, it will

not be repeatedly mentioned.

The power limits and ramping speed of the diesel generator are given as follows:

Pmin
Dies∆Dies (t)≤ PDies (t)≤ Pmax

Dies∆Dies (t) , (3.32a)

PRD
Dies∆T ≤ PDies (t)−PDies (t −∆T )≤ PRU

Dies∆T. (3.32b)

Eqs. (3.32a) and (3.32b) denote constraints for the diesel generator to adjust its power PDies

on the lower and upper limits, ramping up and ramping down superscripts (as mentioned

in nomenclature) to adjust the speed of diesel generator, respectively. ∆T represents the

optimization step.

3.2.3.3 Development of a unitized regenerative fuel cell

Recently, fuel cell and electrolyzer manufacturers have increasingly focused on the lifespan

of these systems, expressing their longevity in terms of operating hours, as noted in [114].

This is due to the fact that start up (SU) and start down (SD) cycles of the URFC, coupled

with load demand fluctuations, can impact the functionality of these systems. Eq. (3.33)

represents the URFC cost function, accounting for the life cycle, switching status, and
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power fluctuations, as follows:

Cur f c (t) = ζur f cδur f c (t)∆T +CSU
ur f cγ

on
ur f c(t)

+CSD
ur f cγ

o f f
ur f c(t)+C f lu

ur f c

(
Pur f c (t)

−Pur f c (t −∆T )
)2

, (3.33)

where ζur f c = C Ins
ur f c/LH2 , while Cur f c denotes the cost coefficients for installation (Ins),

and power fluctuations (flu) of the URFC. LH2 is the life span in hours. Γon
ur f c(t) and

Γ
o f f
ur f c(t) are the auxiliary logical variables that denote the SU and SD states, respectively,

and are defined as:

Γ
on
ur f c(t) = max{∆ur f c (t)−∆ur f c (t −∆T ) ,0}, (3.34a)

Γ
o f f
ε (t) = max{δur f c (t −∆T )−∆ur f c (t) ,0}

∣∣∣∣
ε=ur f c,Elz.

(3.34b)

To avoid impacting the life span of the catalyst in the URFC, a standby period of 10-20

minutes is considered during the mode of the conversion process from the electrolyzer to

the FC [114]. Using the Karnaugh map rules, Eqs. (3.34a) and (3.34b) can be expressed as

a mixed logical dynamic (MLD) formulation in the form of

Γ
on
ur f c(t) = ∆ur f c (t)∩

(
¬∆ur f c (t −∆T )

)
, (3.35a)

Γ
o f f
ε (t) = ∆ε (t −∆T )∩ (¬∆ε (t))

∣∣∣∣
ε=ur f c,elz.

(3.35b)

To achieve a unified framework considering the evolution from an MLD to inequality

constraints, as mentioned in [115], we incorporate based on the discrete-time system as
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shown in Eqs. (3.36a) to (3.36f) below:

−∆ur f c (t)+Γ
on
ur f c(t)≤ 0, (3.36a)

−
(
1−∆ur f c (t −∆T )

)
+Γ

on
ur f c(t)≤ 0, (3.36b)

∆ur f c (t)+
(
1−∆ur f c (t −∆T )

)
−Γ

on
ur f c(t)≤ 1, (3.36c)

−∆ε (t −∆T )+Γ
o f f
ε (t)≤ 0

∣∣∣∣
ε=ur f c,Elz,

(3.36d)

− (1−∆ε (t))+Γ
o f f
ε (t)≤ 0

∣∣∣∣
ε=ur f c,Elz,

(3.36e)

∆ε (t −∆T )+(1−∆ε (t))−Γ
o f f
ε (t)≤ 1

∣∣∣∣
ε=ur f c,Elz,

(3.36f)

The power limitations and standby constraints of the URFC are defined as follows:

∆ur f c (t) = ∆ f c (t)+∆elz (t) , (3.37a)

Pur f c (t) = Pf c (t)−PElz (t) , (3.37b)

Pmin
FC ∆FC (t)≤ PFC (t)≤ Pmax

FC ∆FC (t) , (3.37c)

Pmin
Elz ∆Elz (t)≤ PElz (t)≤ Pmax

Elz ∆Elz (t) , (3.37d)

PFC(t)≤ Pmax
FC (1−Γ

o f f
Elz (t −∆T )), (3.37e)

PFC(t)≤ Pmax
FC (1−Γ

o f f
Elz (t)), (3.37f)

in which Eqs. (3.37a) to (3.37d) represent the power limitation across the URFC and

its switching states, while Eqs. (3.37e) and (3.37f) denote the standby constraints for the

URFC when switching from the electrolyzer to the FC.

To describe the working state of the hydrogen storage tank, the pressure of tank (POT)

is considered according to the Ideal Gas Law as follows:

ρElz =

(
∆T

PElzηElz

3.55×Vm
RTk

)
VT , (3.38)

where Vm represent molar volume of gas, 22.4L/mol, VT is the volume of the hydrogen

tank, R and Tk denote the gas constant, 8.314J/(mol·K) and temperature in Kelvin, respec-

tively. The term PElz ·ηElz/3.55 indicates the volume of hydrogen that can be produced

by the corresponding power of the electrolyzer after considering hydrogen production

efficiency and specific data, as mentioned in [116].
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The working efficiency of the electrolyzer and changes dynamically with power

fluctuations, impacting the economy of the system. Therefore, the power and efficiency

curves are linearized as affine functions based on real experiment results, as given in

Eqs. (3.39a) to (3.39c). Pressure conditions of the hydrogen tank, upper and lower limits,

and equality of the pressure at time terminals during optimized horizon constraints are

represented in Eqs. (3.39d) to (3.39f).

ηElz =
(
PElz −PElz,r

)
kη,Elz +ηElz,r, (3.39a)

ρFC =
1

ηFC
PFC ×ρFC,r, (3.39b)

ηFC = (PFC −PFC,r)kη,FC +ηFC,r, (3.39c)

POT (t) = POT (t −∆T )+ρElz −ρFC, (3.39d)

POTmin ≤ POT (t)≤ POTmax, (3.39e)

POT (1) = POT (T ). (3.39f)

3.2.3.4 Design of battery energy storage system

The aggregated cost function for battery installation and degradation costs is formulated as

follows:

Cb (t) =
1

2×DoD

(
ζbErPchar

b (t)∆T

)
+C deg

b

(
Pchar

b
2
(t)+Pdis

b
2
(t)
)
, (3.40)

where ζb = C Ins
b /Lb, while Cb denotes the overall cost of the battery, with C Ins

b and C deg
b

denoting the installation and degradation costs of the battery, respectively, while DOD

indicates the Depth of Discharge rate of the battery.

The battery works as a voltage source due to its fast response speed. Therefore, the

charge and discharge power of the battery, as well as its capacity, are subject to security

constraints to ensure enough margin to react during emergencies. This security constraint

can be expressed as follows:

Sb (t) = ξ
pow
b

(
Pb (t)−

1
2
(
Pmax

b −Pmin
b
))2

+ξ
cap
b

(
SOC (t)−SOCre f

)2
, (3.41)

where Sb(t) represents the security constraint for the battery, formulated by considering
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both the maximum power Pmax
b and minimum power Pmin

b of the battery, along with its

reference state of charge SOCre f . The power limitations and security constraints of battery

charging and discharging are considered as follows:

SOC (t) = SOC (t −∆T )+
∆T
Er

(3.42a)

×

(
Pchar

b (t) ·ηchar −Pdis
b (t) ·ηdis

)
,

Pb (t) = Pdis
b (t)−Pchar

b (t) , (3.42b)

∆
char
b (t)+∆

dis
b (t)≤ 1, (3.42c)

0 ≤ Pchar
b (t)≤ Pmax

b ·∆char
b (t) , (3.42d)

0 ≤ Pdis
b (t)≤−Pmin

b ·∆dis
b (t) , (3.42e)

SOCmin ≤ SOC (t)≤ SOCmax, (3.42f)

SOC (1) = SOC(T ). (3.42g)

in which Eq. (3.42a) represents the battery SOC conditions. Eqs. (3.42b) to (3.42e) denote

the limitation on the upper and lower power of the battery, and ensure that the battery

cannot charge and discharge simultaneously. Eqs. (3.42f) and (3.42g) indicate the upper

and lower limits of battery capacity and the balance between the charging and discharging

operations of the battery.

3.2.3.5 Design of N-1 principle of the system

In this study, ensuring the security of islanded microgrids is crucial. We incorporate the

N-1 principle as mentioned in [117], as a constraint to guarantee that the secure power

supply of the microgrid remains unaffected in the event of any DERs existing due to

failures. It is important to note that islanded microgrid exits due to failures. It is worth

noting that only VSC has the ability to dynamically participate in power compensation

when N-1 events occur. Therefore, the constraints are expressed as follows:

∑
vs∈V \u

(Pmax
vs −Pvs (t))≥ Pu (t) , (3.43a)

∑
vs∈V \u

(
Pvs (t)−Pmin

vs
)
≥−Pu (t) , (3.43b)
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where u ∈
{

V ∪C
}

indicates the unit that is out of operation due to a fault or other

reasons. Eqs. (3.43a) and (3.43b) describe the security constraints when they are cut off as

power generation units or power supply units, respectively. Finally, to ensure the smooth

operation of the proposed centralized hierarchical control framework while meeting the

load demands, the power balance equation is expressed as follows:

Pl (t) = Pur f c (t)+PDies (t)+Pb (t)+Ppv (t) . (3.44)

Remark: The EMS optimization results in this subsection will be sent to the primary

control layer control loop and secondary control layer, as shown in Fig. 3.10, and are used

in Eqs. (3.25a) and (3.27).

Table 3.3: Parametric data about diesel generator and BESS

Energy Sources Parameters

Diesel Generator Pmax
Dies Pmin

Dies PRU
Dies PRD

Dies bo b1 b2

17kW 2kW 4kW -4kW 0.3 0.6 0.04

Battery Storage Pmax
b Pmin

b Er ηb Lb SOCmax SOCmin

11kW -11kW 11kWh 95% 3000 cycles 0.8 0.2

Table 3.4: Parametric data about URFC (Fuel cell and Electrolyzer)

Energy Sources Parameters

Fuel cell Pmax
FC Pmin

FC PFC,r ηFC,r ρFC,r kη,FC LH2 VT

8kW 3kW 3.9kW 0.8 140kpa 0.068e−3 60kWh 0.01m3

Electrolyzer Pmax
Elz Pmin

Elz PElz,r POTmax POTmin ηElz,r kη,Elz R Tk

20kW 4kW 9.5kW 1Mpa 1atm 0.875 -0.0066e−3 8.314 J/(mol.K) 298K

3.2.4 Analysis of Simulation results and discussion

Following the full design and analysis of the problem formulation and the proposed

hierarchical control methodology for frequency regulation, the results are presented and

discussed. Tables 3.3 and 3.4 represent the main data about the DERs with hydrogen

energy components (fuel cell and electrolyzer), respectively. Table. 3.5 presents the data

about the islanded microgrid model under study and the weighting parameters that are

chosen. The effectiveness of the proposed methodology has been evaluated by considering
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Table 3.5: Data related to the microgrid and the weighting combinations

Categories Description Values

Nominal frequency f =50Hz

Nominal voltage Vm=311V, Vrms=220V

Parametric data
of microgrid LCL filters R=0.1Ω, L=3.5mH, C=0.5µF

Droop coefficients of P KdP,diesl=1e−5, KdP,bat=3e−5

Droop coefficients of Q KdQ,diesl1e−5, KdQ,bat=3e−5

Switching frequency fs=10kHz

Weighting
combinations αk,dies 10, 1, 1.5, 5, 1.5

αk,bat 10, 1, 1.5, 5, 1.5

Matlab/Simulink. A Gurobi optimization solver, implemented via the YALMIP platform,

is employed to solve the EMS-based optimization work.

This subsection demonstrates the simulation results of the proposed EMS approach.

The EMS generates the references of the active and reactive power (Pre f
vs ,Qre f

vs ) for both

VSC and CSC, which are sent to the primary control and secondary control layers in

the proposed hierarchical control framework. The sampling time Fig. 3.12 depicts the

day-ahead prediction results of the PV and the load demands in the form of active power

utilized in the EMS framework.

Figure 3.12: Prediction results of the PPV and PLoad
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Figure 3.13: EMS dispatch results for the PDies, Pb and Pur f c

Furthermore, Fig. 3.13 shows the EMS based optimal dispatch results of PDies, Pb and

Pur f c. Analysis of both figures, (Fig. 3.12 and Fig. 3.13) reveals that the EMS approach

efficiently prioritizes the utilization of more power from the PV during the time interval of

higher production of power from PV (5:30 AM to 19:30 PM). During this time, the URFC

operates in electrolytic mode, storing hydrogen in a tank for use at night. From 19:30

PM to 5:00 AM, when there is no PV power production, the proposed EMS approach

economically schedules the URFC in coordination with the battery to discharge and meet

the load demands alongside the diesel generator, thereby reducing the overall operational

cost in terms of both voltage sources and current sources.

It is worth mentioning that the simulation results illustrated in Fig. 3.13, show that the

output power of the generator and the battery power are flattened within a certain power

range, ensuring a sufficient power margin for emergencies. From these results, it can be

analyzed that when the load and PV fluctuated, the BESS adjusted its output power more

significantly than the diesel generator to achieve better economic benefits.

Figure 3.14: EMS results for the SOC and POT

Fig. 3.14 depicts the EMS-based optimized results of the pressure of tank (POT) and
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SOC of the model under study. From Fig. 3.14, it can be observed that the optimized

SOC results indicate that the proposed EMS approach efficiently operates by adhering

to the constraints specified in Eqs. (3.42a) to (3.42f). This ensures better management

of the battery charging and discharging cycles, thereby maintaining the battery life span

and preventing the increased battery degradation costs from frequent cycling. Meanwhile,

constrained by security considerations as outlined in Eq. (3.41), which incorporate the

penalty factor of the battery SOC and power operation point, the battery does not reach

the upper and lower limits as specified by Eq. (3.42f), thus providing additional margin to

enhance the security.

Moreover, as shown in Fig. 3.14, the optimized POT results for the URFC demonstrate

that the EMS-based optimization effectively manages POT while enhancing efficiency.

This is achieved by satisfying the constraints specified in Eqs. (3.39a) to (3.39f). In terms

of economic costs analysis, to consider the economic benefits from the EMS, we have

considered the following costs CIns
b = 185$/kWh, CIns

ur f c = 600$/kW, CSU
ur f c = 1.5$/kW, CSD

ur f c

= 1.5$/kW and C f lu
ur f c = 0.6$/kW for the proposed model under study.

3.2.5 Discussion on actual power dispatch from MPC

The MPC-based secondary control is proposed not only to enable the VSC to maintain the

stability of the entire system while regulating the voltage and frequency of the system but

also to accurately track the reference power from EMS under study according to different

weight factors as specified in Eq. (3.27).

Figure 3.15: Results of the ωDies and ωb with and without MPC consideration

Fig. 3.15 shows the actual control dispatch results of all the DERs, both with and

without consideration of the MPC, and the comparison with the reference values. From
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Fig. 3.15 it can be analyzed that the actual load demand in real-time, compared to the

predicted value, considering two fluctuations at 5s and 15s over the simulation horizon.

Over the 20-second simulation horizon, the actual power required by the system does not

equal the predicted load demand from 0-5s and 15-20s (compare the zoomed-in window

mentioned in Fig. 3.12 and the highlighted load variation areas in Fig. 3.15).

As demonstrated in Fig. 3.12, the PV fluctuated from 14s to 16s. Therefore, we

simulated the EMS updating the reference value at 10 seconds to analyze the dynamic

changes of the entire system under the control of EMS and MPC. As shown in Fig. 3.15, the

CSC maintains accurate tracking of the power reference because, in this study, the current

sources are considered to operate in grid-following mode with double-loop PI control. This

enables URFC and PV to adhere to EMS instructions. The MPC in the secondary layer,

which is employed for the VSC, successfully achieves frequency and voltage restoration.

Among VSCs with MPC control, as shown in Fig. 3.15, the battery not only continuously

tracks its active power even in power imbalance scenarios, but also dynamically adjusts its

transient output power at 5s, 14s, and 15s when the PV and load power fluctuate due to the

primary control layer behavior. On the other hand, the diesel generator with MPC control

handles the steady-state power deviation during power imbalance scenarios as shown in

Fig. 3.15, thus supporting the power balance in the islanded microgrid. This ensures the

security, stability, and economic operation of the islanded microgrid.

Figure 3.16: Results of the ωDies and ωb with MPC consideration

Moreover, in the case without MPC consideration, as demonstrated by the results

in Fig. 3.15, neither the diesel generator nor the battery can accurately follow the EMS

scheduling instructions, rendering the EMS scheduling results meaningless. The system can

still ensure the power balance under the control of the primary control layer, however, the

security, capacity margin, and better economy of the power dispatch cannot be guaranteed.
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In terms of frequency regulation, Fig. 3.16 compares the frequencies of the battery and

the diesel generator in the proposed MPC scenario, where the stable state frequencies are

both maintained at 50Hz. This proves that the proposed MPC-based secondary control

layer strategy can compensate for the steady-state error. From the results, it can be analyzed

that among both VSCs, the battery shows larger frequency control action when power

fluctuations and reference values are updated. This is because MPC provides a large

secondary control signal ∆ωs to maintain a significant power angle on the battery side

VSC, ensuring EMS reference power tracking. In contrast, MPC imposes greater frequency

stabilization requirements on the diesel generator, with its frequency curve exhibiting more

robust frequency recovery.

Figure 3.17: Results of VSC-based battery and diesel, and CSC-based URFC and PV

Fig. 3.17 (a) demonstrates the dynamic allocation curves of reactive power for DERs

under the proposed control framework due to the involvement of power electronic control

actions (VSCs and CSCs). The VSC distributes reactive power based on the droop control

with the given reference value from EMS and supports the voltage of the islanded microgrid

to improve the stability of the system. Fig. 3.17 (b) shows the voltage of VSC nodes under
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the proposed methodology. From the voltage tracking result, it can be analyzed that the

steady-state operating point of the diesel generator primarily equals the rated voltage under

the proposed control architecture. The VSC node of the battery maintains a stable voltage

difference from the rated voltage to ensure accurate power tracking.

3.3 Development of the modified Bolza optimal control

approach and its applications in microgrid frequency

regulation

The integration of RESs requires power converter control actions, such as enhanced grid-

forming control in islanded MGs, to stabilize node voltages and frequency. However, as

discussed in Section 3.2, the control actions of power converters within MGs, together

with the presence of RESs and load variations, can lead to passive power fluctuations.

These fluctuations may impact frequency and voltage regulation in the MG, potentially

compromising the system’s reliability and operational security. Although various studies

in the literature propose converter-level optimization control for voltage and frequency

regulation in MGs [118–121], these methods, while acceptable within certain limits, may

not fully capture the actual system dynamics and could limit the scalability of control

methodologies for similar challenges.

In this section, we formulate the novel modified Bolza problem with regularity and

boundary conditions derived from the variational control problem to address complex

power and frequency interactions in differential equations and to resolve issues related

to passive control in grid-forming. We then examine its applications in MG frequency

regulation.

The main contributions of this research work are;

• This research proposes a novel modified Bolza problem formulation that includes

derivative terms in both the Hamiltonian functions and terminal constraints, making

it suitable for optimizing control problems in power electronics.

• This study utilizes variational calculus to obtain a globally optimal solution. The

regularity and boundary conditions for the proposed modified Bolza problem are de-

fined and can be extended to other optimal control problems, including Pontryagin’s

principle, thereby expanding the range of potential applications.
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• Furthermore, this study presents a methodology for developing an affine function

substitution in the proposed case study, addressing the issue of initializing the multi-

plier at the start of the optimization process, while also simplifying the solution’s

dimensionality.

• To validate the performance of the proposed novel optimal control methodology,

a MG with hybrid battery-hydrogen storage is applied, focusing on the frequency

regulation of the system.

3.3.1 Problem Formulation

Consider a grid-forming droop control integrated with a secondary control for frequency

recovery, as follows:

Ω = Ω0 −KD(P−Pre f )+
∫ tq

t0
(Ω0 −Ω)dt, (3.45)

which enables the distributed resources to operate as a voltage source. However, the lack of

control inputs limits it to passive control. In some studies [122], variable droop coefficient

regulation in primary control and rolling optimization strategies, such as MPC in secondary

control, are employed to enhance frequency response and provide more flexible power

scheduling for distributed power supplies. Now, consider adding a control signal u to form

a controllable system, as follows:

Ω̇(t) = q
(
Ω(t), Ṗ(t),u

)
= Ω0 −Ω−KPṖ+u. (3.46)

In real-world applications, control behavior can become more complex, such as re-

quiring the battery to maintain zero power output in a balanced power system during

steady-state conditions. Alternatively, when tracking the power reference value provided

by a higher-level energy management system, the control system may be reset, yet it can

still be represented using a standard model as follows:

F (ẋ(t),x(t),u, t) = ẋ(t)−q(ẋ(t),x(t),u, t) = 0, (3.47)

where, x ∈ Rv, u ∈ Rs, q ∈ Js(Rv), s ≥ 1.

In practical applications, our goal is to minimize transient fluctuations in both frequency

and voltage. We also aim to minimize the deviation between active and reactive power and
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their reference values. To achieve this, the proposed study formulates the system as an

optimization problem and outlines a solution approach. Specifically, the model examined

in this work is similar to the Bolza problem [123], as described in Eq. (3.48) and Eq. (3.49).

However, the standard Bolza problem does not account for the inclusion of derivative terms

in the Hamiltonian function. Thus, this paper introduces a modified version of the Bolza

problem and demonstrates its validity through a case study. The general form of the Bolza

problem, including the Hamiltonian function, is expressed as follows:

J = ϕ
(
x(tq), tq

)
+

∫ tq

t0
D[x(t),u(t), t]dt, (3.48)

such that,

ẋ(t) = q
(
x(t),u(t), t

)
. (3.49)

3.3.2 Modified Bolza problem accessibility

Building on the original problem defined in Eqs. (3.50) and (3.51), we include the derivative

term of the decision variable to formulate the modified Bolza problem as follows:

J = ϕ
(
ẋ(tq),x(tq), tq

)
+

∫ tq

t0
D
[
ẋ,x,u, t

]
dt,

s.t. F
(
x(t), ẋ(t),u(t), t

)
= 0. (3.50)

where ϕ,D ∈ Rs, x(t0) = x0, and the ending ẋ(tq), x(tq) is met as mentioned below:

E
(
ẋ(tq),x(tq), tq

)
= 0, (3.51)

where E ∈ Ra, a ≤ q.

Problem: Identify the optimal control u that minimizes J = Jmin as the system transi-

tions from the initial state x(t0) to the final state x(tq).

The Lagrange multiplier method is used to formulate the unconstrained optimization

problem, as described below:

J′ = ϕ
(
ẋ(tq),x(tq), tq

)
+ζ

T E
(
ẋ(tq),x(tq), tq

)
+

∫ t

0

{
D
[
ẋ,x,u, t

]
+σ

T(q− ẋ
)}

dt.

(3.52)
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Let the Hamiltonian function H be defined as follows:

H[ẋ,x,u,σ, t] = D[ẋ,x,u, t]+σ
T q. (3.53)

∆J′ = ∆ẋT (tq)
∂ϕ

∂ẋ(tq)
+∆xT (t f )

∂ϕ

∂x(tq)
+∆tq

∂ϕ

∂tq

+∆ẋT (tq)
∂ET

∂ẋ(t f )
µ+∆xT (tq)

∂ET

∂x(tq)
ζ+

∂ET

∂(tq)
ζ

+∆µT E +
∫ tq

t0

{
∆ẋ

∂H
∂ẋ

+∆xT ∂H
∂x

+∆σ
T ∂H

∂x

+∆µT ∂H
∂µ

−∆σ
T ẋ−∆ẋT

λ

}
dt +Htqδt f −σ

T (tq)

× ẋ(t f )∆tq, (3.54)

where, Htq = H( ˙x(tq),x(tq),u(tq),σ(tq), tq), and

ẋ(tq)tq = x(tq)−∆x
∣∣
tq
.

Proof of Remark 1: From Fig. 3.18, we observe that BD = FC−UC, where BD

denotes the variation at time T , represented as ∆x
∣∣
tq

. In this context, FC corresponds to the

variation at the end point tq, i.e., ∆x(tq), which is the difference between the function values

at the finishing terminal point. On the other hand, UC denotes the function’s increment at

time tq, given by ẋ(tq)∆tq. Consequently, ∆x
∣∣
tq
= ∆x(tq)− ẋ(tq)∆tq.

∆J′ = ∆ẋT (tq)

{
∂ϕ

∂ẋ(tq)
+

∂ET

∂ẋ(tq)
ζ

}
+δxT (tq)

{
∂ϕ

∂x(tq)

−σ(tq)+
∂ET

∂x(tq)
ζ

}
+∆tq

{
∂ϕ

∂tq
+

∂ET

∂tq
ζ+Htq

}

+∆ζ
T E +

∫ tq

t0

{(
−∆xT d

dt
∂H
∂ẋ

+∆xT ∂H
∂x

+∆xT

× σ̇

)
+

(
δσ

T ∂H
∂σ

−∆σ
T ẋ
)
+δζ

T ∂H
∂ζ

}
dt +∆xT

× ∂H
∂ẋ

∣∣∣∣tq
t0
−δxT

σ

∣∣∣∣tq
t0
+δxT

∣∣∣∣
tq

σ(tq),
(3.55)
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Figure 3.18: A graphical representation of the mathematical formulation

∆J′ = ∆ẋT (tq)

{
∂Φ

∂ẋ(tq)
+

∂ET

∂ẋ(tq)
ζ

}
+∆xT (tq)

{
∂ϕ

∂x(tq)

−σ(tq)+
∂ET

∂x(t f )
ζ

}
+δtq

{
∂ϕ

∂tq
+

∂ET

∂t f
µ+Htq

}

+∆ζ
T E +

∫ tq

t0

{
∆xT

(
λ̇+

∂H
∂x

− D
dt

∂H
∂ẋ

)
+∆σ

T

×
(

∂H
∂σ

− ẋ
)
+∆uT ∂H

∂u

}
dt +

[
∆xT ∂H

∂ẋ

]t f

t0
+∆xT

σ

∣∣∣∣
t0
. (3.56)

The canonical form of the proposed modified Bolza problem is presented below:

J′ = ϕ

[
ẋT (tq),xT (tq), tq

]
+ζ

T E
[
ẋT (tq),xT (tq), tq

]
+

∫ tq

t0

{
H −σ

T ẋ

}
dt. (3.57)
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∆J′ = ∆ẋT (tq)

{
∂ϕ

∂ẋ(tq)
+

∂ET

∂ẋ(tq)
ζ

}
+∆xT (tq)

{
∂ϕ

∂x(tq)

−σ(tq)+
∂ET

∂x(t f )
ζ+

∂H
∂ẋ(t f )

}
+∆tq

{
∂ϕ

∂tq
+

∂ET

∂tq

×ζ+Htq

}
+∆ζ

T E +
∫ tq

t0

{
∆xT

(
σ̇+

∂H
∂x

− d
dt

×
(

∂H
∂ẋ

)
+∆σ

T
(

∂H
∂σ

− ẋ
)
+∆uT ∂H

∂u

}
dt +

[
∆xT

×σ−∆xT ∂H
∂ẋ

]
t0
, (3.58)

Using Eq. (3.58), we establish the regularity and boundary conditions necessary for the

objective function to achieve its minimum value, ∆J′ = 0, for arbitrary variations ∆x,δσ,

and ∆u, as follows:

σ̇+
∂H
∂x

=
d
dt

(
∂H
∂ẋ

)
,

∂H
∂σ

= ẋ,

∂H
∂u

= 0, (3.59a)



x(t0) = x0,

∂ϕ

∂ẋ(tq)
+

∂ET

∂ẋ(tq)
µ = 0,

E
(
ẋ(tq),x(tq), tq

)
= 0,

σ(tq) =
∂ϕ

∂x(tq)
+

∂ET

∂x(tq)
ζ+

∂H
∂ẋ(tq)

, (3.59b)

{
∂ϕ

∂tq
+

∂ET

∂tq
ζ+Htq = 0, (3.59c)

Eq. (3.59a) presents the regularity condition for the modified Bolza problem, while Eqs.

(3.59b) and (3.59c) define the boundary condition and the end time. This formulation

provides a wider range of applications compared to the traditional Bolza problem and

offers a more precise description of the problem.
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3.3.3 A case study: Application of a modified Bolza problem for
frequency regulation in a microgrid with integrated hybrid
battery-hydrogen storage

The interaction between reference power tracking and frequency and voltage recovery

in grid-forming converters is mutually dependent. This study examines battery control

within a hydrogen-battery hybrid energy storage system, using it as a case study. The MG

architecture and battery control hierarchy are illustrated in Fig. 3.19. In this system, the

hydrogen FC acts as a virtual synchronous generator to handle steady-state loads, while the

battery, governed by a droop controller, addresses transient loads, with both components

operating under grid-forming control. The battery’s fast response to power imbalances

during transients, on the order of milliseconds, introduces an optimization challenge in

balancing power offset with frequency recovery as load variations arise.

To address this challenge, this study proposes a hierarchical control system for energy

storage batteries that incorporates power reference adjustments, load variations, and other

practical considerations encountered in real-world applications.

Figure 3.19: Architecture of the microgrid model under study
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3.3.3.1 System constraints and functional performance

The control structure is illustrated in Fig. 3.20. At the primary level, grid-forming droop

control is employed, while the optimized control signal u, obtained from the modified

Bolza problem, is applied before determining the reference frequency. The modified Bolza

problem collects real-time electrical data from the converter through secondary control to

calculate the optimal control signal. Tertiary control is tasked with continuously updating

the power reference values. Typically, tertiary control manages power optimization and

scheduling over longer time horizons in discrete intervals based on day-ahead predictions.

However, this paper concentrates on optimization within the differential equations that

govern the system’s dynamic behavior. By integrating a simple reference power update

strategy into tertiary control, we implement a governor-like control, as described by the

following equation:

Pr
β
= P0

β
− kD

(
kw

p
(
Ω

∗−Ω0
)
+ km

i

∫ t

t0

(
Ω

∗−Ω0
)
dt
)
. (3.60)

Figure 3.20: Hierarchical control diagram of storage units

In the lower layer, a grid-forming droop control integrated with an integral-type

secondary control for power and frequency recovery is considered, with the addition of a
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control signal u:

Ω
∗ = Ω0 −

1
kd

(
Pβ −Pr

β
+ kpow

i

∫ t

t0
Pβdt

)
+

∫ t

t0
udt; (3.61a)

ω
∗ = Ω0 −

1
kd

(
Pβ + kpow

i

∫ t

t0
Pβdt −P0

β

+ kd
(
km

p (Ω
∗−Ω0)+ km

i

∫ t

t0
(Ω∗−Ω0)dt

))
+

∫ t

t0
udt; (3.61b)

Ω
∗−Ω0 =− 1

kD(1+ kp)

(
Pβ + kpow

i

∫ t

t0
Pβdt

)
−

km
i

(1+ km
p )

∫ t

t0

(
Ω

∗−Ωo

)
dt +

∫ t
t0 udt

(1+ km
p )

. (3.61c)

The predictive relationship model between active power and node frequency deviation

[124] is expressed in the following equation, as

Pβ = BVβV̂ B
β
.sin

(∫ t

t0

(
Ω

∗(t)− Ω̂
B)dt

)
. (3.62)

To construct the modified Bolza problem, we make the following substitutions:

∫ t

t0
(Ω∗(t)− Ω̂

B)dt = Ω
∗; (3.63a)∫ t

t0
Pβ(t)dt = Pβ. (3.63b)

Hence, we have

Ω
∗−Ωo = Ω̇

∗
(t)− (Ω0 − Ω̂

B); (3.64a)

Pβ(t) = Ṗβ(t). (3.64b)

By substituting Eqs. (3.63a), (3.63b), (3.64a), and (3.64b) into Eqs. (3.61) and (3.62),
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respectively, we can express the equations as follows:

Ω̇
∗
(t) =− 1

kd(1+ km
p )

(
BVbV̂b

B sin(ω∗(t))+ kpow
i Pβ(t)

)

−
km

i
(1+ km

p )

(
Ω

∗(t)− (t − t0)(Ω0 − Ω̂
B)

)
+

u
(1+ km

p )
+
(
Ωo − Ω̂

B); (3.65a)

Ṗβ(t) = BVβV̂β

B sin
(
Ω

∗
(t)
)
. (3.65b)

We replace Eqs. (3.65a) and (3.65b) with the following formulas to simplify the system

Ẋ1 = ω̇
∗
(t), Ẋ2 = Ṗb(t),

A1 =− 1
kD(1+ km

p )
BVβV̂β

B
,A2 =−

kpow
i

kD(1+ kw
p )
,

A3 =−
km

i
(1+ km

p )
, A4 =

km
i

(1+ km
p )

(Ω0 − Ω̂
B),

A5 =
1

(1+ km
p )

, A6 =−
km

i
(1+ km

p )
(Ω0 − Ω̂

B)t0 +(Ω0 − Ω̂
B),

B1 = BVβV̂β

B
.

Thus, we can express the state formulation in the form of constraints as follows;

Ẋ1 = A1 sinX1 +A2X2 +A3X1 +A4t +A5u+A6 = q1; (3.66a)

Ẋ2 = B1 sinX1 = q2. (3.66b)

The objective function accounts for frequency and active power deviations, seeks to

minimize control effort, and addresses the recovery time of the frequency, as described

below:

J =
∫ tq

t0

(
µ1P2

β
(t)+µ2

(
Ω

∗(t)−Ω0
)2

+µ3u2

)
dt +µ4tq2. (3.67)
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By substituting the replaced system variables ω̇ and Ṗβ into Eq. (3.67), we obtain

J =
∫ T

0

(
µ1Ṗβ

2
(t)+µ2

[
ω̇

2∗
(t)+2c1ω̇

∗
]
+µ2c2

1 +µ3u2
)

dt

+ξ4t f
2, (3.68)

where c1 = Ω̂B −Ω0 represents the frequency difference between the grid-forming con-

verter and the connection node at each optimized time point.

In addition, extend Eq.(3.64) to a terminal condition, that is:

Ω̇
∗
(tq)− (Ω0 − Ω̂

B) = 0. (3.69)

Note that both Eqs. (3.68) and (3.69) contain derivative terms, which cannot be solved

directly by the traditional Bolza problem or other optimization control methods.

3.3.3.2 Solution using modified Bolza Problem

The case study presents a problem with a derivative term in the objective function, which

also appears in the Hamiltonian function. This requires solving it using the modified Bolza

problem. The Hamiltonian function is defined as:

H = µ1Ẋ 2
2 +µ2

(
Ẋ 2

1 +2c1Ẋ1
)
+µ2c2

1 +σ1q1 +σ2q2

+µ3u2.
(3.70)

According to the regularity condition given in Eq. (3.59), the optimal control can be

obtained as follows:

σ̇1 +σ1
∂q1

∂X1
+σ2

∂q2

∂X1
=

d
dt
(2ξ2Ẋ1 +2ξ2c1);

σ̇2 +σ1
∂q1

∂X2
+σ2

∂q2

∂X2
=

d
dt
(2ξ1Ẋ2);

Ẋ1 = q1 = A1 sinX1 +A2X2 +A3X1 +A4t +A5u+A6;

Ẋ2 = q2 = B1 sinX1;

u =−σ1A5

2µ3
.

(3.71)

From Eq. (3.71), the optimal control signal can be determined by solving the corre-

sponding set of equations, and this paper provides an example of solving such problems.
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Given that the Hamiltonian function is linear with respect to the Lagrange multiplier, we

can construct an affine function in terms of σ:q1 = Ẋ1 = G1 −aσ1;

q2 = Ẋ2 = G2,
(3.72)

where, G1(x, t) = A1 sinX1+A2X2+A3X1+A4t+A6, a = A5
2

2µ3
, while G2(x, t) = B1 sinX1.

Thus, 
(1+2aµ2)σ̇1 +σ1

∂G1

∂X1
+σ2

∂G2

∂X1
−2µ2Ġ1 = 0;

σ̇2 +σ1
∂G1

∂X2
+σ2

∂G2

∂X2
−2µ1Ġ2 = 0.

(3.73)

It is noted that

Ġ1 =
∂G1

∂X1
Ẋ1 +

∂G1

∂X2
Ẋ2 +

∂G1

∂t
, (3.74a)

however,

Ġ1 =
∂G1

∂X1
(G1 −aσ1)+

∂G1

∂X2
G2 +

∂G1

∂t
. (3.74b)

similarly,

Ġ2 =
∂G2

∂X1
Ẋ1 +

∂G2

∂X2
Ẋ2 +

∂G2

∂t
, (3.74c)

thus,

Ġ2 =
∂G2

∂X2
(G1 −aσ1). (3.74d)

By substituting Eq. (3.74) with Eq. (3.73), we get

σ̇1 =−∂G1

∂X1
σ1 −

1
β

∂G2

∂X1
σG +

2
β

µ2
∂G1

∂X1
G1 +

2
b

µ2
∂G1

∂X2
G2

+
2
b

µ2
∂G1

∂t
; (3.75a)

σ̇2 =−
(

∂G1

∂X2
+2µ1a

∂g2

∂X1

)
σ1 −

∂G2

∂X2
σ2 +2µ1

∂G2

∂X1
G1, (3.75b)
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where, b = 1+ 2aµ2. The above equations can be simplified to a state-space form as

follows:

σ̇1 = A11σ1 +A12σ2 +B11; (3.76a)

σ̇2 = A21σ1 +A22σ2 +B21; (3.76b)

where, 
σ̇ = A(x, t)σ+B(x, t);

Ai, j = Ai, j(X1,X2, t) = Ai, j(X , t);

Bi,1 = Bi,1(X1,X2, t) = Bi,1(X , t);

(3.77)

x = (X1,X2)
T . Thus,

σ(t) = e
∫ t

t0
A(x(τ),τ)dτC+

∫ t

t0
e−

∫ s
t A(x(τ),τ)dτB(x(s),s)ds. (3.78)

By substituting Eq. (3.78) into Eq. (3.71), we obtain an expression for the control variable

u, at this point, the solution to the modified Bolza problem in this case study is complete.

Proof of Remark 2: The solution of the differential equations mentioned can be

obtained using mathematical software such as Maple or MATLAB to drive the expression

for the control input u. However, the initial condition of σ(t0) is unknown, which influences

the outcome of the homogeneous solution. To address this issue, this paper introduces a

method for constructing affine functions of decision variables X . We further substitute Eq.

(3.72) into Eq. (3.76) as follows:

σ2 =
1

A12
(B11 −

ġ1 − ẍ1

a
−A11

G1 − ẋ1

a
) (3.79)

By Substituting Eq. (3.79) to Eq. (3.76) to derive the differential equation set that
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includes only the state variable X , we have

− Ȧ12

A12
2 (B11 −

Ġ1 − Ẍ1

a
−A11

G1 − Ȧ1

a
)

+
1

A12
(Ḃ11 −

G̈1 −
...
X 1

a
− Ȧ11

G1 − Ẋ1

a
−A11

Ġ1 − Ẍ1

a
)

+A21
G1 − Ẋ1

a
+

A22

A12
(B11 −

Ġ1 −
...
X 1

a
−A11

G1 − Ẋ1

a
),

= B21,

Ẋ2 = G2.

(3.80)

This formula eliminates the need for the initial condition of σ and is transformed into an

expression involving only the state variable X , whose standard form is shown below:
...
X 1 = h(Ẍ1, Ẋ1,X1,X2, t);

Ẋ2 = G2.
(3.81)

Thus, the constants C1,C2,C3,C4 can be determined by considering the initial value

conditions and the ending time conditions shown below:X1(0) = 0,X2(0) = 0,

Ẋ1(tq) = Ω0 + Ω̂
B , Ẋ2(tq) = 0.

(3.82)

Finally, the model was implemented in Maple software, invoked from MATLAB, and

the results were imported into Simulink for rolling optimization with a 0.1s sampling

interval, to verify the feasibility of the proposed approach.

3.3.4 Results analysis and discussion

Following the design and analysis of the novel modified Bolza problem based on variational

calculus, we examined the impact of the proposed optimal control methodology on the

islanded microgrid to enhance the system’s frequency regulation. Table.3.6 presents the

data associated with the microgrid model under study, along with the weighting parameters.

Additionally, three different weight combinations are designed to examine their effect

on power tracking and frequency recovery optimization control. These combinations are

substituted into Eq. (24), and the simulation results are displayed in Fig. 3.21. The three
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Table 3.6: Data pertaining to the microgrid and the weighting factors

Categories Description Values

Nominal frequency f =50Hz

Nominal voltage Vm=311V, Vrms=220V

Parametric data
of microgrid LCL filters R=0.1Ω, L=3.5mH, C=0.5µF

Droop coefficients KD=1e−5, KQ=3e−5

Switching frequency qs=10kHz

case 0 (ρ0) µ1=0, µ2=110, µ3=8, µ4=1

Weighting
combinations case 1 (ρ1) ξ1=100kd

2, ξ2=100, ξ3=8, ξ4=3

case 2 (ρ2) µ1=80kd
2, µ2=110, µ3=58, µ4=3

case 3 (ρ3) µ1=110kd
2, µ2=110, µ3=8, µ4=3

optimization results offer distinct power scheduling strategies, each with corresponding

frequency recovery capabilities. In the three cases, the frequency offset penalty weight

coefficient in case 2 (C2) is the highest relative to the power offset, indicating a priority on

frequency recovery. In contrast, case 3 (C3) focuses on ensuring the energy storage battery

tracks the reference power, minimizing power fluctuations caused by grid-forming control.

Fig. 3.21 shows the optimal control signal, which reflects the level of frequency

compensation provided by the modified Bolza problem from the secondary control side.

This signal can be either positive or negative depending on the imbalance between power

generation and load demand. From this figure, it can be analyzed that the signal curve

at 1sec, the optimization target’s weight influences the rate of change in the network-

controlled node reference frequency. In other words, when the decision maker prioritizes

power tracking over frequency recovery, the control signal intensifies frequency variations

to minimize power fluctuations. Conversely, when the focus is on frequency recovery, the

control signal slows the rate of change of frequency, enhancing the inertia and ensuring a

more stable node frequency.

As shown in Fig. 3.22, under the optimal control derived from the Bolza problem, case
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Figure 3.21: Patterns of the optimal control variableu

C2 demonstrates the smallest frequency fluctuation during load changes, although this

results in a longer battery output recovery time. In contrast, case C3 exhibits the smallest

output power deviation but experiences larger frequency fluctuations and significantly

slower recovery. The weight coefficient in case 1 (C1) strikes a balance between C2 and

C3, leading to a compromise in both the output power and frequency offset curves when

compared to the simulation results of C2 and C3.

Figure 3.23 illustrates that the proposed modified Bolza problem effectively reduces

frequency fluctuations caused by power imbalance. Additionally, the enforcement of

terminal condition constraints enables the system to transition from power tracking to

a steady state more quickly, compared to PI control. Finally, the simulation results

demonstrate that the proposed modified Bolza problem is optimized by incorporating real-

time converter parameters through secondary control, thereby transforming the original

passive control system into an active optimal control system. This method achieves the

optimal solution according to various predefined weightings. Therefore, it can be concluded

that the proposed novel modified Bolza optimal control problem improved the microgrid’s

response while ensuring efficient frequency regulation of the MG in conjunction with the

HESS.
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3.4 Design of a cost-effective controller for SI with DERs

and testing through power hardware-in-the-loop sim-

ulations

This research focused on developing and testing a low-cost controller capable of au-

tonomously measuring grid frequency, calculating frequency and rate of change of fre-

quency (ROCOF), and implementing a Synthetic inertia (SI) control law on remotely

controllable DERs [125]. As shown in Fig. 3.24, the controller was built using a Raspberry

Pi 4 Model B single-board computer, programmed in Python, and equipped with an Ana-

log to digital converter (ADC). The single-board computer also includes communication

modules for USB, LAN, wireless, and Bluetooth, along with a 0-3.3 V General Purpose

Input/Output (GPIO) interface for interaction with external devices.

Figure 3.24: Frequency measurement test of the low-cost controller

The controller was designed to be a low-cost device (100 $) capable of implementing

a Synthetic inertia (SI) control law on single-phase or three-phase remotely controllable

DERs, without the need to modify their existing management systems. Fig. 5 shows the

test bed architecture used to validate the SI controller.

Specifically, the blocks highlighted in green in Fig. 5 represent the key steps performed

by the controller to generate the SI control action. The proposed controller acquires

and samples a single-phase voltage waveform, which is first scaled by a transducer (e.g.,

1/100). The ADC then converts the voltage into a 10-bit digital signal. The asynchronously
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Figure 3.25: PHIL test set-up for the end-user controller validation

sampled data, x(t), are sent to the single-board computer via the GPIO interface. These

samples are resampled to create a regularly spaced signal, x(t), necessary for running

an autocorrelation algorithm that provides a fast and accurate frequency measurement.

The proposed frequency measurement method requires two full waveforms (two cycles)

for calculation. Once the voltage signal has been processed to obtain fk +wk, a moving

average filter is applied to remove residual noise (wk) from the frequency ( fk). Then, using

two consecutive frequency samples, fk and fk +1, the rate of ROCOF is calculated, and an

SI control action (y), proportional to the ROCOF signal, is sent to the controlled DERs.

The PHIL tests conducted at LabZERO were used to evaluate the performance of the

proposed controller and assess the impact of various design parameters, such as deadband,

filter, gain, and reporting time. These tests were performed with the actual physical con-

troller, which adjusted the active power setpoint of BESS 1. The setpoint was transmitted

via mode bus TCP/IP to the battery management system (BMS) of the controllable BESS.

As shown in Fig. 3.25, a real-time simulator emulated the electromechanical response

of a low-inertia power system. The simulator calculated the time-varying frequency sig-

nal, which was applied to the microgrid through the programmable power source and

its controller. Frequency excursions, caused by factors such as simulated contingencies

or sudden load changes, were physically applied to both the BESS and the proposed

controller. The controller then calculated the frequency and its derivative, generating an SI

control law applied to the BMS of the BESS. The power exchanged between the BESS and

the programmable power source was measured and sent back to the real-time simulator,

allowing the response of the physical BESS to be included in the simulation.
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Figure 3.26: System frequency behavior with SI contribution by low-cost controller

The tests conducted, as described in [126], demonstrated the proposed controller’s

ability to provide accurate and rapid SI action, reducing ROCOF and frequency excursions

during transients. For instance, Fig. 3.26 illustrates how the SI contribution from the

BESS, controlled by the developed low-cost controller, improves frequency behavior after

a load step disturbance. While the delays introduced by the entire measurement and control

chain reduced the initial ROCOF reduction compared to an ideal frequency controller, the

approach still resulted in a significant reduction in the nadir.



Chapter 4

Voltage Regulation

The integration of renewable energy sources (RESs), such as solar and wind, introduces

voltage fluctuations due to their intermittent and variable nature, which can destabilize

the voltage in Microgrid (MG)s. To maintain consistent voltage levels, advanced control

techniques are required. In MG with multiple distributed energy resources (DERs) (e.g.,

batteries, fuel cells, photovoltaic (PV) systems), coordinating voltage control becomes

complex, as each DERs has its own characteristics and control mechanisms that must be

synchronized to prevent voltage imbalances. Additionally, the use of power electronics and

inverters for voltage regulation presents challenges, including control delays, harmonics,

and non-linearities, all of which can impact the quality of voltage regulation. Voltage

regulation differs in grid-connected and islanded modes of operation: in islanded mode,

the MG must be self-sufficient in maintaining voltage, while in grid-connected mode, it

must harmonize with the external grid, which can affect voltage levels. Thus, achieving

stable voltage regulation in MGs, particularly with hybrid systems involving various

DERs, requires sophisticated control strategies capable of addressing dynamic power flow,

network topology changes, and system disturbances [127–129].

Extending the main grid transmission lines to electrify remote rural areas is often not

feasible due to high costs. As a more practical alternative, stand-alone MG, particularly

those powered by renewable energy sources like solar and wind, offer a viable solution

since these resources are abundant and environmentally friendly. This paper examines

the implementation of DC-MGs for off-grid communities. DC-MGs are preferred for

their efficient integration of various renewable generation units with DC outputs. Given

the intermittent nature of renewable energy and the unpredictable demand profiles in

islanded MG, a combination of energy storage systems and generation units is typically

131
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used to ensure a continuous energy supply. However, this chapter introduces the electric

spring—a smart demand-side management technique—as an alternative to traditional

storage systems, aiming to enhance the flexibility of DC-MGs in managing the common

bus voltage amid uncertainties. An adaptive droop control strategy is employed to ensure

accurate power sharing among energy units and achieve effective voltage regulation, even

under high-load conditions, while considering line impedances. This chapter discusses

the voltage regulation of stand-alone DC-MGs with the implementation of electric springs

alongside storage units.

4.1 Dcentralized control design

Voltage regulation in DC-MGs is crucial for maintaining system stability and ensuring the

efficient operation of connected loads and distributed generations (DG) units. Accurate

voltage control is required to prevent significant voltage fluctuations that could damage

critical loads and disrupt system performance. As noted earlier, effective voltage regulation

at the point of common coupling (PCC) ensures balanced power delivery between genera-

tion units and loads, which also helps extend the lifespan of end-user devices. In off-grid

MG, which operates independently of the main grid, voltage regulation becomes even

more challenging due to the intermittent nature of RESs and unpredictable load variations.

The control system must quickly adjust to fluctuating power inputs and dynamic load

demands, requiring effective algorithms. Therefore, a decentralized droop control strategy,

which operates without relying on communication links, presents a viable solution for

remote areas. The following subsections will present a modified decentralized droop-based

algorithm that utilizes a non-linear curve for the droop gain (virtual resistance) rather than

a linear approach. Fig. 4.1 depicts the schematic configuration of the ES integrated into an

isolated DC-MGs.

4.1.1 Adaptive droop control design formulation

Conventional droop control defines the relationship between voltage and current for each

unit with a straight decreasing line. This can be expressed mathematically as:

vn
re f =Vnom −Rn

dr.I
n
out , (4.1)
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Figure 4.1: Schematic diagram of standalone DC MG, under study

where vn
re f , Rn

dr, and In
out stand for the reference voltage, virtual resistance (droop gain),

and the terminal current of the n-th unit, respectively. The Vnom is the DC-MGs nominal

voltage. Not to mention that the value of Rn
dr, can be readily obtained, given that the utmost

voltage drop must not fall below its permissible margin (i.e., Vmin):

Rn
dr ≤

Vmax

In
nom

, ∆Vmax =Vnom −Vmin (4.2)

where In
nom denotes the nominal current of the n− th source.

To effectively evaluate the performance of a DC-MG, it is essential to consider such

aspects as voltage regulation, accuracy in current sharing with respect to units’ capability,

the overall power dissipation (mainly arising from lines impedance), and the destabilizing

impact of constant power loads (CPLs) on the system. The CPLs keep a fixed power even

as the voltage changes (e.g., converter-based devices with power regulation techniques).

It may also be worth mentioning that the stability challenge with CPLs stems from their

negative incremental resistance [130].

These aspects have been explored in the literature [130–132], and the outcomes demon-

strate that higher droop gains can result in more accurate current sharing and more effective

mitigation of CPLs’ destabilizing impact. Whereas, lower droop gains facilitate proper

voltage adjustment and reduce power losses.

Considering the points mentioned above, it can be inferred that during light loadings,

when the generation units’ maximum capacity is significantly greater than the demand,

the adverse impact of CPLs can be disregarded, and also, there is no serious concern
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about the units’ current contribution since they are well below their over-generation limits.

Furthermore, as just stated, utilizing a small droop gain is well-suited for voltage regulation

and minimizing power losses.

Turning to the opposite scenario, when demand approaches the maximum capacity of

the generation units and there might be a meaningful contribution from CPLs, it is more

prudent to choose a large droop gain. To conclude, it would be advisable to employ an

adaptive droop curve rather than a straight line with a constant slope, in a way that its gain

maintains small under light loads and increases gradually as the load grows. To do so,

Eq. (4.1) can be redefined by adding a logarithmic term as follows:

vn
re f =Vnom −Rn

dr ln
(

1+(
In
out

In
nom

)

)α

.In
out (4.3)

In Eq. (4.3), α is a positive coefficient that specifies the position of the droop curve in

the voltage versus current plane. This correlation is illustrated in Fig. 4.2. The value of

the α coefficient for each unit depends on that unit’s current contribution capacity and the

impedance of the connection line. The rest of this subsection will focus on calculating this

crucial quantity. As shown in Fig. 4.2, for the n-th unit and at each operating point, an

equivalent droop gain (Rn
eq) can be defined as the slope of a tangent line to the curve.

Figure 4.2: Schematic diagram of standalone DC MG, under study

Rn
eq =

dvn
re f

dIn
out

=−Rn
dr

[
α

(
In
out

In
nom

)α

In
nom

(
1+
(

In
out

In
nom

)α
) + ln

(
1+
(

In
out

In
nom

)α
)]

(4.4)
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Here, the negative sign solely denotes the descending slope. Referring to Fig. 4.2, at a

specific loading condition, the intersection of the Rn
eq line with the voltage axis should

indicate the required voltage shift ∆Vn to compensate for the voltage drop caused by

line impedance, and consequently, ensure the PCC voltage close to its desirable value.

Accordingly, based on the straight-line formula, this shift in the voltage can be estimated

as follows:

∆V n = Rn
dr.

[
α

(
In
out

In
nom

)α

In
nom

(
1+
(

In
out

In
nom

)α
)].In

out (4.5)

Notably, the ∆V n, which equals the voltage drop across the connecting line, reaches

its maximum value during heavy loading periods, when the source’s terminal current

approaches its nominal value (i.e.,In
out=In

nom). Given this fact, the maximum equivalent

droop gain (Rn
eq,max) could be determined as the slope of the tangent line at this operation

point. After estimating the (Rn
eq,max), the α coefficient can be achieved from Eq. (4.4)

considering the uppermost operating capacity of the n− th unit (i.e., In
out=In

nom):

α =

(
Rn

eq,max

Rn
dr

− ln(2)
)
.2.In

nom (4.6)

4.1.2 Voltage Regulation

Fig. 4.3 illustrates the block diagram of the proposed control scheme for the DC-MGs

units (i.e., DGs and ES), based on the equations discussed above. As shown in the figure,

the terminal voltages of the units are regulated using an inner current controller and an

outer voltage controller. The proposed method determines the reference voltage (vre f )

for the outer voltage control loop, as given in Eq. (4.3), under various loading conditions.

In over-current situations, the PI controller attempts to adjust the terminal voltage by

increasing its output, which could result in saturation. To prevent this, an anti-windup

mechanism, based on [133], is implemented to release the controller and avoid saturation.

The control mechanism of the adaptive algorithm consists of two stages. In the first

stage, the method is applied to the DG units to automatically regulate the PCC voltage

while ensuring accurate current sharing among the DGs, serving as the primary control for

the DC microgrid. In the second stage, if the DGs generation capacity is insufficient to meet

the demand and the voltage deviation at the common bus exceeds the permissible margin,

the ES is activated to meet the requirements using the same adaptive control method. The
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Figure 4.3: Control diagram of unit’s power converter

Table 4.1: Characteristics of the test DC-microgrid

Parameters Symbol Values

Nominal voltage Vnom f =50Hz

Min. Permissible Voltage Vnom Vm=311V, Vrms=220V

Nominal current
(DG1,DG2 & DG3) (Inom) 8A, 8A , 5A

Nominal current (ES) (Inom) 12A

Line resistance
(DG1,DG2 & DG3) (Rdg1, Rdg2, Rdg3) 0.15Ω, 0.3Ω , 0.3Ω

Total resistive constant loads Rl , 50Ω

main system parameters are listed in Table. 4.1, which also notes a permissible voltage

deviation of 5%. This mechanism will be further discussed in the following section.

In this study on voltage regulation for standalone DC-MGs, the proposed scheme’s

performance is evaluated using the test DC-MGs shown in Fig. 4.1, simulated within the

MATLAB® environment. The setup includes three distributed generation (DG) units: DG1

and DG2 represent two solar arrays with identical power ratings, while DG3 simulates

a small wind turbine. As outlined in the Introduction, the ES system uses a half-bridge

inverter, with its key characteristics provided in Table. 4.2.

4.1.3 Performance analysis of the proposed methodology

This proposed study compares two approaches: 1) the proposed adaptive droop control

scheme, and 2) conventional droop control with a constant virtual resistor. To facilitate
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Table 4.2: Characteristics of the electric spring

Parameters Symbol Values

Resistive non-critical loads Rnc, 15.6Ω

Switching frequency fsw 25kHz

Inverter circuit topology type Half-bridge

Output low-pass filter inductance L f 25kHz

Output low-pass filter capacitance C f 140µF

the comparison, two different modes for the conventional droop control are considered:

one with low gains (0.3 for DG1 and DG2, 0.4 for DG3, and 0.2 for ES) and another with

high gains (3 for DG1 and DG2, 4 for DG3, and 2 for ES). To verify the effectiveness

of the proposed method, an intermittent step pattern is applied, assuming the demand

profile stays within the DG generation capacity. In other words, it is assumed that the

DG units do not experience an overload condition (i.e., In
out ≤ In

nom ). Using the proposed

method, the terminal currents and voltages of the units at various loading levels are shown

in Fig. 4.4, demonstrating a fast response to step changes while keeping voltage deviations

within permissible limits. Additionally, the current is effectively shared among the DGs

at both low and high loading levels, proportional to a fraction of their nominal currents.

As shown in Fig. 4.4, the ES remains deactivated since the terminal voltages are above

the permissible voltage drop. A similar scenario was tested using conventional droop

control with low virtual resistances. The resulting output currents and voltages for this

control scheme are shown in Fig. 4.5. This figure reveals that, at various loading levels, the

voltage fluctuates above acceptable limits, and the current-sharing accuracy is sub-optimal.

Notably, there is a discrepancy between the output currents of DG1 and DG2, despite their

identical nominal values (as shown in Table. 4.1).

In contrast to the previous scenario, as shown in Fig. 4.6, using high virtual resistances

in the conventional droop method significantly improves current-sharing accuracy. How-

ever, this improvement comes at the cost of exceeding permissible voltage limits, which

activates the ES. Despite the ES activation, as indicated by Eq. 4.1, the high droop gain

causes a substantial deviation of the reference voltage (vre f ) preventing effective voltage

(vnom) adjustment by the ES. Additionally, it is notable that ES activation in this scenario
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Figure 4.4: DGs response to the variable demand profile (a) permissible output current (b)
permissible output voltage.

reflects poor management of stored battery energy, whereas, in both previous scenarios,

voltage regulation was achieved without additional energy from the batteries.

To further investigate, the proposed control method’s performance in voltage regulation

at the PCC is compared with that of the conventional droop method, which applies fixed

low and high droop gains regardless of load conditions. The following generic equation is

used for this comparison:

Vreg(%) =
Vnom −Vpcc

Vnom
×100 (4.7)

where the Vpcc is the measured voltage at the common bus under different loading condi-

tions. The results are shown in Fig. 4.7, as anticipated, using a constant high droop gain
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Figure 4.5: DGs response with conventional droop control(a) permissible output current (b)
permissible output voltage.

disrupts voltage regulation. In contrast, the proposed method maintains voltage levels

above the permissible threshold while providing a high equivalent droop gain under heavy

loading conditions. To assess proper power sharing among the sources, the current-sharing

error is defined as follows:

Ierr(%) =
|In

des − In
out |

In
des

×100 (4.8)

where In
des is denoted as the desired output current of the n− th unit, and can be defined as:

In
des =

In
nom

∑
Nu
n=1 In

nom
×100 (4.9)
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Figure 4.6: The response of the DG units with conventional droop control at high gain values (a)
permissible output current (b) permissible output voltage.

and,

In
Load =

Nu

∑
n=1

.In
out (4.10)

In Eq. 4.10, Nu represents the total number of units. Fig. 4.8 illustrates the average

current-sharing accuracy of the units across different operating modes. As shown in

Fig. 4.8, small droop gains do not provide acceptable accuracy. In contrast, the proposed

method achieves sufficient precision under high loading conditions, effectively meeting

the need for improved power-sharing accuracy as load power increases.

Fig. 4.9 shows the impact of three different droop-based scenarios on the total power

losses of the DC-MG, resulting from line resistances. As illustrated, at low load levels,
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Figure 4.7: Voltage regulation comparison of proposed adaptive control approach and conventional
droop control.

Figure 4.8: Comparison of the current-sharing error of the proposed control approach and that of
the conventional droop control

Figure 4.9: Comparison regarding total power loss in the case of the proposed methodology and the
conventional droop control

the total power dissipation across the different approaches shows negligible differences.

However, although smaller droop gains result in lower power dissipation at any load level,
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at higher load levels—where large droop gains are required for accurate current sharing

among units—the total losses with the proposed method are lower than those of a system

with a fixed large droop gain. Additionally, to examine the role of the ES in enhancing

the flexibility of the islanded DC-MG and maintaining voltage stability under overloading

conditions, an intermittent power profile is simulated to represent overloading scenarios.

In the first half of the test, a steady demand profile is assumed, matching the generation

capacity of the RESs. After a certain period (i.e., t=5 s), a dynamic load is added to the

DC-MG as an additional unscheduled load to simulate demand uncertainty, where demand

may exceed the DGs generation capacity.

As shown in Fig. 4.10(a), during the first half of the test scenario, the ES remains

inactive because the RES-based units are sufficient to meet the demand. After the dynamic

load is introduced, Fig. 4.10(b) illustrates the ES’s role in regulating the PCC voltage,

where it functions like a suspension spring, keeping the voltage above the permissible

limit. Furthermore, as demonstrated in Fig. 4.10(c), since the ES is connected in series

with non-critical (NC) loads, the power dissipation in these loads is effectively managed in

response to the intermittent power profile and the ES’s reactive behavior.

In conclusion, the proposed adaptive droop control scheme for voltage regulation in

remote islanded DC-MG is based on an effective power-sharing strategy among integrated

resources, such as DGs. This approach ensures precise current sharing, mitigates the

destabilizing effects of CPLs, improves voltage regulation, and reduces power losses by

enabling the droop gain to vary non-linearly. Simulation results confirm its effectiveness,

showing accurate load sharing among generation units with minimal voltage drop.



Chapter 4. Voltage Regulation 143

1 2 3 4 5 6 7 8 9 10

Time (s)

0

4

8
O

u
tp

u
t 

C
u

rr
e

n
ts

 (
A

)

DG
1

DG
2

DG
3 ES

(a)

ES activated

1 2 3 4 5 6 7 8 9 10

Time (s)

36

40

44

48

O
u

tp
u

t 
V

o
lt

a
g

e
s

 (
V

)

data5 data6 data7 data8 DG
1

DG
2

DG
3 ES

(b)

Permissible Voltage Drop = 5%

without ES

with ES

1 2 3 4 5 6 7 8 9 10

Time (s)

0

50

100

150

N
C

 L
o

a
d

 P
o

w
e

r 
(W

)

(c)

During ES activation, the NC load

power dissipation will be manupulated

Figure 4.10: Energy storage bouncing reaction for the voltage regulation (a) terminal currents (b)
terminal voltages (c) smart load power dissipation.



Conclusion

In this thesis, various control and optimization methodologies have been proposed to

facilitate the implementation of MGs in power systems, with a particular focus on enabling

the energy and ancillary services through MGs to enhance the reliability and stability of

the power systems.

The proposed studies address challenges faced by small islands and grid-connected

microgrids, which are characterized by high operational costs, heavy reliance on fossil fuels,

and issues related to energy consumption and demand response in MMGs infrastructure.

Additionally, high fuel costs and supply expenses create significant management challenges,

leading to increased energy costs for the entire population. Achieving decarbonization

and reducing greenhouse gas emissions in these regions is also a significant challenge.

Addressing these vulnerabilities within the country’s electricity system is a crucial step

toward effective decarbonization.

Integrating higher levels of renewable energy into these systems is a complex challenge.

It requires a thorough robust methodologies for system control, ensuring adequate resources

to manage the low inertia typical of these setups and sufficient operating reserves to address

the frequent and unpredictable fluctuations in renewable energy production.

This thesis proposes technical and methodological advancements in various aspects of

MGs. Firstly, it examines the role of ESSs in providing energy and ancillary services, as

well as the ENTSO-E and IEA standards for frequency and voltage regulation.

In all aspects and methodologies presented in this thesis, further studies and improve-

ments can be pursued. The impact of both the presence and size of a BESS in islanded MGs

can be evaluated using the approaches and methodologies outlined in Chapter 2. Subse-

quently, in Chapter 2, a real-time optimal control algorithm was proposed for a residential

hybrid nanogrid to enhance self-consumption of energy to minimize the operational cost

and maintain optimal operation for both AC and DC loads within the building, utilizing

both open- and closed-loop optimal control methodologies. To analyze the impact of the
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proposed robust optimization on high-voltage power systems, a robust optimal control

methodology for energy management has been developed. This methodology, based on

the column and constraint generation algorithm, aims to minimize operational costs while

reducing battery degradation expenses, all while accounting for the uncertainties of RESs

in the system under study.

In addition to these methodologies, Chapter 2 also proposes the Shapley value method

and master-slave optimal methodologies for demand response management among various

MGs. These approaches not only ensure load demand is met but also enable efficient energy

trading to maximize revenue, which is then fairly distributed among all participants. These

methodologies, developed as part of the doctoral research, involved in-depth modeling of

dynamic networks to analyze trends, identify criticalities, and evaluate the impact of the

proposed solutions

Chapter 3 presents a detailed study of frequency regulation and inertia control in

MGs. Several control strategies and power hardware-in-the-loop tests were performed to

evaluate the performance of isolated microgrids and to propose a cost-effective controller

formulation for frequency regulation and synthetic inertia implementation. A novel hierar-

chical control framework is proposed for islanded MGs to improve frequency regulation

and enhance energy management through multiple control layers. This chapter includes

extensive modeling and testing to design efficient networks and methodologies, enabling

real-time simulations and supporting power hardware-in-the-loop simulations.

Chapter 4 presents a thorough study of voltage regulation in DC-MGs, which is a

critical ancillary service for ensuring system stability and reliability. In conclusion, this

work aims to contribute to the technological advancement of these areas by supporting

the seamless integration of renewable energy sources into isolated MGs through BESS

and electric springs. The proposed study achieves precise current sharing, mitigates

destabilizing CPLs effects, enhances voltage regulation, and reduces power losses by

allowing the droop gain to vary non-linearly with loading levels.

Finally, by enhancing the stability and reliability of MGs operating in island mode, the

goal is to enable their integration into interconnected grids. Future studies will focus on

generalizing the methodologies proposed in this thesis for interconnected MGs and MMGs

systems. These advancements could explore the possibility of nested MGs communicating

to support the security of the national power system during severe contingencies. A

network of dispersed MGs could contribute to re-powering parts of the system after a

blackout, reducing downtime and improving service quality. In a future power system
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of interconnected MGs, power system management issues could be resolved using MG

resources, allowing for optimal reconfiguration or power flow solutions even when parts of

the system are isolated. This would broaden network management options, reduce costs,

and lower both MG implementation and electricity costs for end users.
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104, 105, 108, 110, 128, 129, 131

DG distributed generations. vi, 10, 82, 132, 135–140, 142

DO disturbance observer. 81, 85, 86, 88, 90–92

DOD depth of discharge. 71, 103

DR Demand response. 21

DSO Distribution system operator. 26, 27, 57–63, 65–67
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DTR Dynamic thermal rating. 25

ED economic dispatch. 67

EMS Energy management system. ii, v, 16, 18, 69, 76, 77, 79, 92–95, 98, 99, 105–110

ENTSO-E European Network of Transmission System Operators for Electricity. 20, 21,

144

ES Energy storage. 132, 135–137, 142

ESSs energy storage systems. 9, 12, 14, 19, 20, 28–30, 33–35, 52, 59, 144

EU European Union. 10, 11, 26

EV electric vehicles. 13, 20

FC fuel cell. 82, 83, 101, 102, 117

FCR Frequency Containment Reserve. 24

FESS flywheel energy storage system. 82, 83

FFR fast frequency regulation. 24

GHGs greenhouse gases. 10, 11, 18, 19

GPIO General Purpose Input/Output. 128, 129

HESS hybrid energy storage systems. ii, 30, 81, 82, 92, 99, 126

IEA International Energy Agency. 10, 144

ISMC Integral sliding mode control. 90, 91

ITSMC Integral terminal sliding mode control. 81, 82, 85, 86, 88, 90, 91

LB lower bound. 68, 69

LV low voltage. 12

MERGE Microgrids for Efficient, Reliable, and Green Energy. 14
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MG Microgrid. v, 6–10, 12–22, 24, 28–30, 34, 35, 37, 48–63, 65, 66, 76, 81, 82, 84–86,

90–92, 111, 112, 117, 126, 131–133, 135, 136, 140, 142, 144–146

MILP mixed integer linear programming. 53, 92

MLD mixed logical dynamic. 101

MMGs Multi-microgrids. ii, iv, 8, 9, 35, 47–49, 52, 53, 56–58, 60, 65, 67, 144, 145

MPC model predictive control. iii, v, 37, 44–47, 92, 95–97, 108–110, 112

MV medium voltage. 12

OPF optimal power flow. 73, 77

PCC point of common coupling. 42, 132, 135, 138, 142

PHIL Power hardware-in-the loop. 89

PI proportional integrator. 91, 135

PLL phase locked loop. 95

POT pressure of tank. 102, 107, 108

PV photovoltaic. ii, iv, v, 16, 29, 40, 44–52, 54, 55, 57, 60, 76, 81, 82, 90, 92–94, 106,

107, 109, 110, 131

QCLP quadratic constraint linear programming. 68

RESs renewable energy sources. ii, 6–8, 10–12, 18–22, 24, 28–30, 34, 35, 47, 57, 67, 81,

82, 90, 92, 111, 131, 132, 145

ROCOF rate of change of frequency. 24, 128–130

SD start down. 100, 101

SI Synthetic inertia. 128–130

SOC sate of charge. 39, 44–46, 56, 71, 72, 77, 98, 104, 108

SSCI system self-consumption index. 40, 44



Conclusion

SU start up. 100, 101

TOU Time of Use. 48, 54, 65

TSO Transmission System Operator. 23, 26, 27

TSRO two stage robust optimization. 67–69, 76, 79

UB upper bound. 68, 69

URFC Unitized regenerative fuel cell. v, 81, 92–94, 99–102, 107–110

V2G vehicle-to-grid. 29

VSC voltage source converter. v, 93, 94, 98, 99, 104, 106, 108–111

WTG wind turbine generator. 82, 90
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