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POLITECNICO DI BARI

Abstract

Department of Electrical and Information Engineering

Doctor of Philosophy

Integration of Terrestrial and Non-Terrestrial Technologies in IoT Networks

by Antonio Petrosino

In the rapidly evolving landscape of technological progress in next-generation telecommu-

nication networks, the integration of space-based innovations with terrestrial networks has

emerged as a central focus of research and development within the scientific community.

While the introduction of the Fifth Generation (5G) technology has brought massive improve-

ments in term of latency and data rate, the evolving challenges within the domain of the Inter-

net of Things (IoT) require for an in-depth exploration of cutting-edge solutions to cope with

the digital divide problem and the need for ubiquitous connectivity even in harsh region. To

bridge this gap, this work delves into the groundbreaking potential of Non-Terrestrial Network

(NTN), by emphasizing the indispensable role played by the Low Earth Orbit (LEO) Cube-

Sats. Furthermore, it also investigates terrestrial advancements in resource virtualization and

emerging communication technologies, such as Light Fidelity (LiFi), for their pivotal contri-

butions to the evolution of IoT. Finally, it showcases the immense potential of the integration

between non-terrestrial and terrestrial technologies within the IoT domain, highlighting their

capacity to serve as primary drivers of innovation.

HTTP://WWW.POLIBA.IT
http://dei.poliba.it
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Project Involvement

My research work is framed on the topic of "IoT Technologies for Secure Transport Manage-

ment Systems" and is funded by Istituto Italiano Ricerca e Sviluppo - (ISIRES). It focuses on

the development and analysis of innovative methodologies for Internet of Things (IoT) net-

work security in Transport Management Systems. Throughout the duration of this project,

alongside my Ph.D. research activities, I have also conducted research following the strate-

gic agenda of a prestigious company, known as Elettric80. Specifically, the primary goal of

this work is to develop a complete framework able to guarantee secure connectivity to vehi-

cle fleets equipped with IoT sensors, even in remote areas of the planet where the construc-

tion and installation of traditional terrestrial network infrastructure would not be economi-

cally feasible. Indeed, one of the objectives of future mobile networks is to use the so-called

Non-Terrestrial Network (NTN) to support such connectivity, which can also be utilized for

Transport Management Systems. To begin with, it has been necessary to study all the en-

abling technologies in the vast domain of IoT technologies. Furthermore, the performance

of each reference technology has been investigated based on three fundamental indicators:

coverage area, data rate, and latency. On the one hand, considering Fifth Generation (5G),

due to its high data rate and low latency, it is suitable for any type of service, even critical

applications. On the other hand, the coverage of this technology is not yet ubiquitous and

may never be, especially in rural scenarios where it would be an economically unviable in-

vestment. Indeed, in a scenario where the terrestrial coverage is lacking, it can be useful to

opt for something diametrically opposite (i.e., low data rate and high latency), such as NTN

NarrowBand IoT (NB-IoT).

Once a subset of suitable IoT radio access technologies have been chosen, the work has

been improved with a preliminary analysis of the Transport Management System. It is a key

service that enables companies to optimize logistics by facilitating the coordinated physical

movement of goods from suppliers to consumers. Specifically, a Transport Management Sys-

tem is often integrated into a much more complex system with various functionalities called

supply chain management. Indeed, the main objectives can be summarized in three categories,

as follows:

• Planning, that is the part that manages the shipment methods, aiming to minimize costs

associated with routes based on performance parameters such as distance and costs

generated.

• Execution, on the other hand, manages the interaction between various entities in the

entire chain, including carriers, distributors, warehouses, and most importantly, cus-

tomers. The goal is to provide all necessary information in an automated manner to

expedite procedures.

• Optimization is the process that gathers all the data necessary to measure specific per-

formance indicators and potentially display them in reports or detailed analyses. This

process facilitates overall management for the company, often leading to increased cus-

tomer satisfaction and, inevitably, increased sales.

Market evolution has driven an increasing demand for real-time information from cus-

tomers. Delivery in a few days is no longer sufficient, and there is even a demand for deliveries
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within hours of placing an order. To achieve real-time updates, one of the challenges to ad-

dress is the integration of Transport Management Systems with other technologies. Given the

enormous amount of data, this integration certainly cannot rely on manual processes through-

out the entire chain.

To this aim, the most significant and compelling integration within the Transport Manage-

ment Systems is undoubtedly the IoT. Specifically, the utilization of various devices, including

sensors, plays a pivotal role in monitoring critical factors. A paramount use case involves the

real-time monitoring of fleet vehicles, offering the benefits as previously discussed. These

sensors encompass a range of functionalities, from assessing the livability of the driver’s

cabin, to GPS for location tracking. Additionally, sensors for monitoring fuel and radiator

liquid levels, tire pressure, and vehicle battery voltage are essential components. Lastly, load

cells are employed to measure the quantity of goods being transported and contribute to op-

timizing weight distribution, thereby enhancing overall stability. While most of these sensors

exhibit minimal power consumption, it’s worth noting that gas detection sensors require effi-

cient management to prevent significant energy depletion. Finally, in situations where terres-

trial coverage is unavailable, the NB-IoT module can be leveraged to establish communication

with satellites in orbit, enabling the continued transmission of data to the central system.

In this context, it’s important to note that alternative energy sources from the vehicle itself

or support from solar panels can also be considered, always taking into account the average

power output, which can vary depending on the weather conditions in the areas where it will

be used. In addition, it has been decided that separate development boards with different

functionalities will be installed for the cabin and the semi-trailer. The cabin board will be

capable of acquiring data from the onboard diagnostic interface if necessary. Additionally,

a camera will be added inside the cabin for audio/video capture for traffic control, pointing

towards the road, or for emergency situations, pointing inside. In contrast, the semi-trailer

board will exclude the gas detection sensors, as they are not necessary for optimal energy

consumption. In the final application, it will be possible to associate these two boards to

allow them to collaborate.

In conclusion, studies have been conducted on the potential implementation of onboard

intelligence within the edge of the network to process sensor data, and various real-world

testbeds have been created using the following technologies: Arduino, Raspberry Pi, Open-

moteB, LoPy, Mosquitto, NodeRed, InfluxDB, and containers/docker.
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Introduction

Nowadays, in an era characterized by rapid technological evolution, the integration of space-

based technologies into terrestrial networks has emerged as a focal point of research and de-

velopment within the scientific community [1]. Although the advent of Fifth Generation (5G)

technology has brought about substantial enhancements in data rate and latency, it has also

given rise to new challenges and requirements. In particular, Internet of Things (IoT) net-

works, facilitating the interconnection of smart devices, assume a pivotal role in shaping the

future of telecommunication and connectivity. In fact, the widespread use of such devices,

which includes everyday items embedded with sensors and connectivity, along with the ris-

ing demand for seamless global connectivity, jointly propels the pursuit of the next-generation

network requirements [2]. As a result, 5G & Beyond (5G&B) networks are seen as a respon-

sive solution to society’s evolving telecommunication needs [3].

To address this gap, one of the most significant aspects of 5G&B is its emphasis on global

coverage, moving away from an exclusive focus on high-speed connections. Unfortunately,

closing the digital divide through terrestrial infrastructure alone is not economically feasible in

remote and uninhabited regions. In these areas, for instance, the use of IoT smart devices can

be essential, allowing for the monitoring of critical phenomena such as weather and climate

change. Utilizing satellite networks is a promising solution. Satellites have the exceptional

ability to reach remote and inaccessible areas, making them a crucial component in overcom-

ing the limitations of terrestrial infrastructure [4]. In the realm of IoT, establishing even min-

imal connectivity in remote and harsh environments with low data transmission requirements

and high latencies is still an extreme challenge [5]. In this context, Low Earth Orbit (LEO)

CubeSats have gained significant traction, driven by cost reductions in both launch and manu-

facturing processes. These reductions have largely been facilitated by standardization efforts

and pioneering aerospace companies like SpaceX. Consequently, this research aims to inves-

tigate the integration of space-based technologies, especially LEO CubeSats, into terrestrial

telecommunication architectures. The primary focus is on exploring the applications, advan-

tages, and disadvantages of Non-Terrestrial Network (NTN), with an emphasis on bridging

the digital divide and enabling widespread connectivity [6].

Furthermore, while enhancing network coverage is a primary objective of 5G&B, it’s es-

sential to maintain research efforts in cutting-edge technologies for the IoT, essential to meet

the demands of the ever-increasing number of users and requests. These technologies en-

compass resource virtualization for both terrestrial and NTN networks and the use of light

for data transmission to address limitations in the electromagnetic spectrum bandwidth, espe-

cially in indoor settings. Resource virtualization is a key aspect that can significantly impact

network development. For instance, the introduction of the Digital Twin as an enabling tech-

nology aims to create digital representations of physical entities or resources, blurring the

line between the virtual and physical worlds. This concept opens up novel opportunities for

human-machine interaction and the integration of intelligent services into daily life [7].

Moreover, due to the limited availability of the Radio Frequency (RF) spectrum, Visible

Light Communication (VLC) technology has emerged as an innovative solution for wireless

data transmission, with standardization under IEEE 802.11bb [8]. VLC, using Light-Emitting

Diode (LED) technology, has the potential to provide high-speed broadband internet services

while utilizing existing lighting infrastructure in various applications. This approach not only
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reduces deployment costs but also enhances energy efficiency, thanks to the extended lifespan

and reduced power consumption of LED lamps. Furthermore, VLC-based Indoor Positioning

Systems (IPSs) have gained attention due to their immunity to multipath phenomena and inter-

room interference, setting them apart from traditional RF technologies like Bluetooth and

WiFi. As a result, the development of VLC-based positioning algorithms has become a focal

point in both academic research and industry applications [9].

Finally, a concise overview of the thesis chapters is presented below. Chapter 1 pro-

vides a comprehensive examination of both terrestrial and non-terrestrial technologies suit-

able for the IoT domain. Furthermore, Chapter 2 delves into the adaptation of traditional

communication at the physical and link levels to enable satellite communication effectively.

Moreover, Chapter 3 introduces an open-source tool designed to assess NTN system-level

performance. Chapter 4 addresses space resource virtualization and their optimized alloca-

tion through heuristic methods. Hence, Chapter 5 presents an integrated IoT-Satellite and

Unmanned Aerial Vehicle (UAV) network that ensures fair energy distribution among net-

work sensors while maintaining fairness in data transmission rates. In addition, Chapter 6

offers an innovative perspective on terrestrial resource virtualization by introducing the con-

cept of Social Internet of Things (SIoT). Chapter 7 provides an extensive overview of VLC

capabilities closely related to the IoT domain. Then, Chapter 8 proposes a novel IPS system

using visible light technology and Intelligent Metasurface Reflector (IMR). Finally, the last

Chapter summarizes the work and outlines potential directions for future investigation.
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Chapter 1

Introduction to Terrestrial and

Non-Terrestrial Technologies in IoT

Networks

In an era marked by rapid technological advancement, the integration of space-based tech-

nologies into terrestrial networks has become a focal point of extensive research and devel-

opment. Despite significant progress brought about by 5G technology, new challenges and

requirements have arisen, particularly in the context of the IoT. The proliferation of IoT smart

devices and the growing demand for seamless global connectivity are driving the quest for the

next-generation network. Addressing the digital divide, especially in remote areas, requires

innovative solutions, including NTN, with low-latency, coverage, and accessibility advan-

tages. The resurgence of LEO CubeSats, driven by standardization and cost reductions, fur-

ther enhances space-based technology integration for ubiquitous connectivity. Additionally,

terrestrial advancements like resource virtualization and VLC play a crucial role in IoT evolu-

tion. VLC, standardized by IEEE 802.11bb and commonly referred to as Light Fidelity (LiFi),

offers high-speed data transmission through LED technology while utilizing existing lighting

infrastructure. This approach reduces deployment costs, enhances energy efficiency, and pro-

vides immunity to interference, making it valuable for IoT and IPS.

1.1 5G & Beyond: Innovation and Challenges

The advent of 5G mobile technology has brought revolutionary shifts beneath established

wireless networks. These shifts are primarily propelled by the escalating demand for mobile

data traffic and the substantial proliferation of connected devices. Specifically, 5G represents

a significant leap forward from its predecessor generation of mobile communication. It of-

fers beyond comparison data speeds, low latency, massive device connectivity, and enhanced

network reliability. The game-changing features that define 5G are [10]:

• Enhanced Data Speeds: 5G networks are expected to offer data speeds that are several

times faster than 4G, potentially reaching up to 20 gigabits per second (Gbps). This

capability will revolutionize how we consume data, enabling high-definition streaming,

seamless virtual reality experiences, and more.

• Ultra-Low Latency: The reduced latency in 5G networks, as low as 1 millisecond,

will enable real-time applications such as remote surgery, autonomous vehicles, and

augmented reality, which rely on instantaneous data transmission.

• Massive Device Connectivity: 5G networks are designed to support a significantly

higher number of connected devices per square kilometer, making the IoT a ubiquitous

reality.
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• Improved Reliability: Advanced technologies like network slicing and edge comput-

ing will ensure more robust and dependable network performance, even in high-density

urban areas.

While the release of 5G technology promises tremendous advantages, its implementa-

tion faces an abundance of challenging issues. The deployment of 5G infrastructure necessi-

tates significant financial investments, the installation of an extensive network of small cells,

and the allocation of new frequency bands. It is unlikely to yield cost-efficiency in remote

and challenging terrains such as forests, deserts, oceans, and other areas where establishing

telecommunication infrastructure imposes substantial financial burdens on companies with

constrained returns. The substantial capital required for infrastructure expansion, particularly

in harsh regions, may dissuade certain areas from embracing 5G technology, thereby engen-

dering an inequality in access to its advantages, thus deepening the existing digital divide

[11].

To close this gap, the strategic pathway toward the realization of 5G&B signifies a collab-

orative endeavor aimed at tackling the challenges entailed in the adoption of 5G technology.

A central emphasis of this endeavor lies in the resolution of issues such as the digital divide

and the augmentation of global connectivity, achieved through the progression of both terres-

trial and non-terrestrial technologies. This is achieved through the optimization of terrestrial

networks and the exploration of satellite communication integration [12], [13].

1.2 Non-Terrestrial Technologies in the IoT domain

This Section discusses the pivotal concepts and technological advancements and adaptation

within the realm of NTN technologies suitable for the IoT domain. First, it introduces the

NarrowBand IoT (NB-IoT) as a cutting-edge Low Power Wide Area Network (LP-WAN) tech-

nology meticulously engineered to facilitate efficient data transmission from a multitude of

interconnected devices on the ground toward the satellite segment. Indeed, it helps the realiza-

tion of the Ubiquitous Intelligent Mobile Society, underscored by the principles of scalability

and on-demand access to connectivity and computational services.

However, the dynamic nature of NTN, influenced by satellite movements, necessitates

advanced management strategies. While existing approaches for deploying Virtualized Net-

work Function (VNF) at the edge of terrestrial networks fall short in addressing the challenges

posed by satellite mobility and intermittent visibility, there is a need for specialized orchestra-

tion frameworks to effectively deploy VNFs across satellites in response to service requests.

Finally, drones play a vital role in the IoT by providing essential connectivity, especially

in regions with limited conventional communication infrastructure. Indeed, the integration

of satellite and UAV communications into the IoT enables real-time monitoring, autonomous

operations, and innovative solutions, creating a holistic ecosystem that advances connectivity

and intelligence in society.

1.2.1 Radio Access Technologies

NB-IoT is an LP-WAN radio communication technology designed to serve a large number of

devices, optimized for services characterized by small and infrequent data transmissions. A

single NB-IoT carrier requires a 180 kHz bandwidth for downlink and uplink [14]. In addition,

multiple carriers can be used to extend the link capacity. In general, these carriers may be

deployed inside an Long Term Evolution (LTE) channel (in-band), within the guard-bands of

the LTE bandwidth (guard-band), or mapped onto GSM carriers of 200 kHz (stand-alone).

At the physical layer, NB-IoT is based on Orthogonal Frequency Division Multiplexing

(OFDM). In the downlink, it entirely acquires the LTE numerology, Specifically, the Evolved
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Node-B (eNB) operates on the whole bandwidth of 180 kHz (which is subdivided into 12

subcarriers with a spacing ∆f = 15 kHz) and across 1 ms long Transmission Time Intervals

(TTIs). On the other hand, the uplink may adopt an additional subcarrier spacing ∆f = 3.75

kHz, leading to 48 subcarriers in a single NB-IoT carrier. Moreover, it supports both Single-

Tone and Multi-Tone transmissions, the latter with∆f = 15 kHz only. In Single-Tone a specific

subcarrier is allocated to a particular user only, while Multi-Tone allows to schedule 3, 6, or 12

subcarriers to a single user. According to the transmission configuration, a different Resource

Unit (RU) size is used, as reported in Table 1.1. An RU is the smallest unit to map a transport

block [15].

Table 1.1: RU sizes

Transmission Subcarriers ∆f BW Slots TTI

Single-Tone
1 3.75 kHz 3.75 kHz 16 32 ms

1 15 kHz 15 kHz 16 8 ms

Multi-Tone

3 15 kHz 45 kHz 8 4 ms

6 15 kHz 90 kHz 4 2 ms

12 15 kHz 180 kHz 2 1 ms

In general, NB-IoT reuses the existing LTE physical channels, including Narrowband

Physical Downlink Shared Channel (NPDSCH), Narrowband Physical Downlink Control Chan-

nel (NPDCCH) and Narrowband Physical Broadcast Channel (NPBCH) for the downlink and

Narrowband Physical Uplink Shared Channel (NPUSCH) for the uplink, while properly ad-

justing them to suit the narrow bandwidth. Moreover, it defines a new Narrowband Physical

Random Access Channel (NPRACH) which uses the Single-Tone configuration with ∆f =

3.75 kHz in order to provide more capacity during the Random Access Procedure [16].

Finally, repetition of transmissions is a key enabler for achieving a coverage enhancement

in NB-IoT. Essentially, each transmission may be repeated a configurable number of times in

order to improve the probability of a successful reception. However, the coverage is extended

at the expense of higher transmission rates. All NB-IoT channels can benefit from repetition,

hence properly achieving coverage requirements.

NB-IoT has been standardized by the 3rd Generation Partnership Project (3GPP) in Release-

13 for serving IoT devices through the mobile network infrastructure [17]. The widespread

growth of IoT applications is currently embracing some challenging scenarios, including those

concerning devices deployed in geographical areas where terrestrial networks are not present

or hard to reach (for instance deserts, oceans, or forests). Here, service continuity and fast ser-

vice deployment can be successfully achieved only by leveraging disruptive methodologies

that go beyond the boundaries imposed by current terrestrial networks.

Recently, the scientific literature and the 3GPP standardization body considered as viable

the integration of NB-IoT in satellite-based architectures. Without any doubt, the design of

the space segment is not easy. A number of state of the art contributions already tackled the

related operational technical challenges, while focusing on feasibility studies at both physi-

cal and link levels [18]–[27], satellite constellation [21], [25], and Random Access procedure

[19], [26], [27]. However, aside from the important findings they report, detailed selection of

physical (and standards-compliant) transmission settings, protocol stack configuration, and a

significant system-level evaluation of the overall communication architecture are still unex-

plored topics. Also, the discussion started by the 3GPP in RAN2 technical meetings (see [28]

and [29]) is still in its embryonic stage and no turnkey solutions have been standardized yet.

To bridge this gap, the work presented herein addresses the design of a fully functional

NB-IoT over satellite service, compliant with 3GPP specifications, and aiming to face the
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most critical issues arising from the employment of NB-IoT over NTNs into a real application

scenario∗.

Differently from the current scientific literature, it follows a service-oriented methodology

that:

• illustrates application requirements and technological constraints that characterize a

reference use case (taken from the smart agriculture domain);

• configures the whole protocol stack for ensuring the transmission of tens of bytes gener-

ated at the application layer within a single data packet, even in the absence of a feeder

link;

• identifies low-level adaptations for counteracting the issues that affect the satellite com-

munication during the random access procedure, Doppler shift, and frequency carrier

offset;

• conducts an accurate link-level investigation to retrieve physical settings that guarantee

an effective ground-satellite communication;

• defines a satellite constellation offering a realistic service operating in Europe;

• investigates the performance of the conceived architecture through system-level simu-

lations.

Obtained results demonstrate that a constellation of 24 LEO satellites, grouped into 8 different

orbits and moving at an altitude of 500 km ensures communication latencies ranging from

16 minutes to 75 minutes, depending on the served number of terminals and the physical

transmission settings. At the same time, the adoption of the Early Data Transmission scheme

can reduce communication latencies up to 40%. By reducing the number of satellites per orbit

(from 3 to 2), it is still possible to drain all the generated data, but at the cost of a much higher

average communication latency.

1.2.2 NTN Architectures

Satellite Communication (SatCom) is expected to have a primary role in 5G&B networks [12].

Thanks to its ubiquity capabilities and the robustness against natural disasters, SatCom fosters

network spread in a cost-effective way, by either delivering connectivity where telecommuni-

cation infrastructures are lacking or upgrading low-quality terrestrial networks (i.e., oceans,

forests, and deserts). Such a cutting-edge connectivity model can naturally provide backup

links in case of network failures. Moreover, it offers additional connections to offload terres-

trial networks, while preserving the performance of specific loss or delay-sensitive applica-

tions. At the same time, it strongly promotes the scalability of mobile networks, since satel-

lites easing allow possible future further expansions of current 5G deployments, as shown in

Figure 1.1.

For these reasons, SatCom results particularly effective for Machine Type Communication

(MTC) scenarios, envisaged for IMT-2020 and beyond [30], especially when a huge number

of low cost devices need connectivity in large areas not covered by terrestrial networks. Here,

the main challenge is to allow connectivity to a massive number of devices which can have

some design constraints or conflicting KPIs, including extended battery lifetime and long

transmission range.

∗This work is the result of research activities carried out by different academic and industrial partners,

collaborating as a partnership in the context of the project “3GPP Narrow-Band Internet-of-Things (NB-

IoT) User Sensor Integration into Satellite” funded by the European Space Agency (ESA) under contract no.

4000129810/20/NL/CLP, https://artes.esa.int/projects/nbiot4space

https://artes.esa.int/projects/nbiot4space
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Figure 1.1: Integration of Terrestrial and Non-Terrestrial technologies.

NB-IoT, is already regarded as a candidate LP-WAN addressing the requirements of the

future 5G developments for MTC [31]. A number of recent studies also considered NB-IoT as

a promising technology for 5G satellite MTC [19], [22], [24]–[26], [32]–[36]. Furthermore,

the scientific literature is mainly focusing the attention on physical and link-level analysis only.

To overcome this issue, the availability of a system-level simulator to support the research

activities represent a mandatory requirement. In fact, simulation tools aiming to effectively

support both the design and the analysis of this emerging field while reducing costs related to

real-world prototypes are extremely important.

Starting from these premises, the work presented herein also provides a twofolded con-

tribution. First, it presents a novel simulation tool, conceived as a new module for the open-

source 5G-air-simulator, modeling NB-IoT satellite-based communication systems. Specifi-

cally, the existing code has been properly updated to support the system-level analysis of an

NB-IoT satellite-based communication system, implementing several link-to-system abstrac-

tion models, the cell selection procedure, and a configurable satellite constellation. In particu-

lar, the blind repetitions are now managed during the scheduling and transmission procedures.

Furthermore, the radio channel model for satellite NB-IoT has been implemented, thus im-

proving the accuracy of the results. Finally, a new mobility model is defined for simulating

the movement of a variable number of satellites belonging to the configured constellation.

All these features have been coherently integrated within the rest of the 5G-air-simulator tool,

hence offering the opportunity to test flexible network deployments. Second, to demonstrate

the actual effectiveness of the developed tool, this work presents a preliminary performance

evaluation of a NB-IoT satellite-based communication system. Specifically, it considers ref-

erence monitoring scenarios where a configurable number of users are positioned either uni-

formly over the simulated area or in several smaller clusters. Then, the number of NPRACH

Preamble Collision and the end-to-end delay are statistically analyzed. Finally, the average

packet delivery ratio is investigated for further completeness of the performance evaluation.

Results show the crucial trade-off between the number of satellites per orbit and overall net-

work performances.

1.2.3 Resource Virtualization

While the 5G of mobile communication systems are being deployed in many parts of the

World, recent research interests are moving towards the 5G&B of mobile networks [37]. At

the time of this writing, there already exists a common consensus that 5G&B networks will
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target the very ambitious goal to realize a Ubiquitous Intelligent Mobile Society, based on scal-

able and effective fruition of connectivity and computing services on demand, and wherever

needed [11], [38], [39]. To this end, NTN entities will cooperate with conventional terrestrial

networks to provide three-dimensional wireless connectivity, also covering deserts, forests,

and oceans [40], [41].

The global coverage capabilities will enable a range of innovative 5G&B-oriented use

cases and the potential for customized, on-demand services through the use of the spatial

segment [42]–[45]. However, the on-demand deployment of customized services raises the

need for the dynamic management of the NTN. Indeed, the dynamic deployment of services

and applications at the edge of the terrestrial networks is a research topic widely investigated in

the current state-of-the-art. Specifically, Software-Defined Networking (SDN) and Network

Function Virtualization (NFV) principles can be used to separate the data and control planes

in NTNs and configure their functionalities according to service requests [46], [47].

Valuable contributions, for example, propose optimal approaches able to minimize latency

and energy consumption [48]–[51], or to maximize the user throughput [52]. Unfortunately,

these solutions cannot be applied to the considered 5G&B satellite infrastructure. In fact,

they do not consider the movement of satellites and the intermittent connectivity among NTN

terminals, satellites, and core network. Also, a recent survey confirms that the optimal pro-

visioning of security services in 5G&B satellite deployment still represents an unexplored

research topic [39].

Specifically, the network dynamism provoked by satellites’ movement invites considering

the usage of effective orchestration frameworks willing to deploy specialized VNFs across

satellites, on demand[53], [54]. Unfortunately, conventional strategies conceived for the VNF

deployment at the edge of terrestrial networks, like [43]- [63], appear inadequate for this pur-

pose, because of the motion of satellites and the resulting intermittent visibility they grant

to the terminals on the Earth’s surface. Still, the contributions explicitly focusing on NTNs,

such as [64]–[81], just concentrate on quasi-static scenarios, thus ignoring the challenging is-

sues (i.e., intermittent visibility and dynamic network configuration) introduced by satellites’

movement and communication protocols enabling the integration of terrestrial space network

elements.

Based on these premises [82], the work presented herein intends to extend the current

state of the art by successfully addressing the aforementioned open research challenges and

providing the following main scientific contributions:

1. Definition of a novel network architecture able to collect service requests and related

quality of service constraints, implement a service orchestration function, and effec-

tively deploy the corresponding VNFs across satellites over time. The resulting ap-

proach is general and may support any kind of service. Specifically, a new commu-

nication protocol has been conceived to enable the interaction among terrestrial and

space network entities (distributed among User, Edge, and Cloud layers) during three

different operating phases, namely service request, configuration, and provisioning;

2. Design of a system model able to catch the network configuration (i.e., groups of ter-

minals on the Earth’s surface, satellites’ constellation, orbits and consecutive visibility

time windows, allocation of VNFs over time, and so on) and quantify the deployment

delay experienced by the end-users;

3. Formulation of an optimization problem willing to dynamically allocate VNFs among

satellites over a looking-ahead time horizon, based on service requests, computational

capabilities of involved satellites, visibility matrices, and expected deployment delay

bounds;
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4. Development of three different strategies based on meta heuristic approaches (i.e., Tabu

Search (TS) [83], Simulated Annealing (SA) [84], and Genetic Local Search (GLS)

[85]), able to solve the aforementioned optimization problem.

Computer simulations have been carried out to demonstrate the effectiveness of the pro-

posed approach, in terms of average deployment delay, resource consumption, and process-

ing time, by varying parameter settings. The study demonstrates that the three heuristic ap-

proaches can produce outcomes that are similar to the optimal solution, as well as better per-

formance with respect to a benchmark technique, namely Greedy Algorithm (GR) algorithm.

Among the others, the SA-based strategy emerges as the best solution that can guarantee bet-

ter performance in terms of service deployment delays, resource consumption, and processing

time.

1.2.4 Drones and Satellites

The growth of the number of users, as well as the diversity of services, has been enabled

primarily by the expansion of traditional terrestrial wireless communication systems [86]. At

the same time, emerging applications impose challenging requirements that must be addressed

through the technological advancement of innovative telecommunication facilities [87]. In

this context, 5G&B mobile system [88] promises an ubiquitous coverage across Earth that

leverages an integrated access backhaul that unifies space, aerial, and ground infrastructures

[42]. In this regard, the integration of terrestrial and non-terrestrial technologies

[89] represent a flexible solution to provide wireless access services with high data rate and

reliability, which are key enablers for a variety of both civil and military applications, includ-

ing Earth observation and mapping, intelligent transportation systems, and disaster rescue.

Furthermore, recent 3GPP standardization efforts [28], [90]–[92] identified NTNs [40], [93]

as a solution to grant connectivity where traditional terrestrial infrastructure is not practical

or cost-effective. On the one hand, Low Earth Orbit (LEO) satellite constellations are impor-

tant to provide full-coverage broadband services for ground users through space-ground in-

terconnection. Manufacturing and launching processes for these constellations have matured,

enabling the implementation and deployment of these systems at scale [6], [12]. On the other

hand, Unmanned Aerial Vehicles (UAVs) [94], also known as drones, have received signif-

icant attention due to their flexibility and applicability in manifold scenarios. In particular,

network architectures can benefit from their high mobility, easy deployment, and reusability

[95].

Specifically, drones play a pivotal role in the realm of the IoT [96], representing an en-

abling technology to provide pervasive connectivity even where the classical communication

infrastructure is not available. The IoT allows interconnection between the physical and digital

realms, revolutionizing industries by offering disruptive prospects for automation, efficiency,

and data-driven decision-making. Therefore, the integration of satellite and UAV communi-

cations in the IoT domain enables real-time monitoring, autonomous operations, and novel

solutions across industries such as agriculture, transportation, and surveillance. This combi-

nation results in a full ecosystem, propelling progress toward a smarter and more connected

society.

Despite the great advantages in terms of seamless and reliable connectivity, the energy

lifetime of IoT devices represents a challenging aspect that is usually not taken into account,

especially in harsh environments.

To this end, Wireless Power Transfer (WPT) [97] has been recognized as an effective

solution to cope with this issue. In traditional WPT systems, specialized energy transmitters

are installed at fixed locations to send RF signals to charge IoT nodes, especially low-power

ones. However, the range of these systems is limited by the low efficiency of end-to-end

power transmission over long distances. Therefore, fixed-location energy transmitters must
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be densely deployed to wirelessly recharge a large number of low-power devices, which would

significantly increase the cost and hinder large scale implementation.

To tackle this issue, the majority of the scientific literature focuses on the combination

of WPT and UAVs as a solution to support an IoT network in terms of power delivery and

information transmission. In particular, they focus on the optimization of different aspects,

such as the movements of the UAV [98]–[105], power allocation [99], [101]–[103], [105],

[106], energy harvesting time [100]–[103], [106], [107], and the beamforming vectors of the

antenna [104], [105].

To the best of the authors’ knowledge, however, the state of the art does not consider the

potential of satellites, and their integration with drones and WPT, as a comprehensive solution

for IoT networks in harsh conditions.

Starting from the discussion above, this work combines together the advantages of these

technologies by investigating a UAV-powered IoT-satellite integrated network, where a drone

wirelessly recharges a set of Ground Nodes (GNs), while a LEO CubeSat provides connec-

tivity for data exchange. Specifically, the objective is to achieve a fair maximization in terms

of harvested energy and transmitted data.

The main contributions of this work are as follows:

• An integrated NTN is designed to enable the uplink data transmission of GNs to a

LEO CubeSat, within its visibility window. These IoT nodes are deployed in a specific

area and are recharged by a UAV, equipped with an array antenna, that employs WPT.

Accordingly, a mathematical model is developed to characterize the UAV-GN channel

and CubeSat-GN communication link.

• Two Mixed-Integer Non-Linear Programming (MINLP) problems are formulated to

fairly maximize (i) the harvested energy of the GNs by jointly optimizing the UAV kine-

matics and the array antenna beamforming vectors, and (ii) the total transmitted data

by fine-tuning the transmission plan of the nodes communicating with a LEO CubeSat.

Both problems are non-convex and hence intractable. Therefore, the first is divided

into two sub-problems, which are alternatively solved by leveraging also the Successive

Convex Approximation (SCA) technique, until convergence to a quasi-optimal solution

is achieved. Following a similar strategy, also the second problem is solved by adopting

the two aforementioned techniques.

• A lower-bound mathematical expression for the harvested energy is derived. The stochas-

tic nature of the UAV-GN channel model represents a challenge, which is addressed by

imposing a maximum out-of-service probability. This leads to a non-linear energy-

harvesting model that can be employed also for system design and assessment.

• A simulation campaign is conducted to prove the effectiveness of the proposed solution.

In particular, multiple scenarios are analyzed and discussed under different parameter

configurations, which include transmission power, number of GNs, and array antenna

size. The performance of the conceived algorithm is then compared with a baseline

approach, where the drone follows a snake-like trajectory and periodically recharges

the nearest node, while adopting an optimal transmission scheduling.

Numerical results demonstrate that the proposed strategy outperforms the baseline in terms

of total transmitted data.

1.3 Cutting-Edge Terrestrial Technologies

This Section introduces the emergence of the SIoT [108] as a solution to address the esca-

lating number of IoT devices within the terrestrial segment. Specifically, it presents a novel
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paradigm where smart objects autonomously establish social networks, creating opportuni-

ties for enhanced resource visibility and service discovery [7]. This transition from smart

objects to social entities unlocks various application scenarios, necessitating robust method-

ologies for service provisioning with an emphasis on trustworthiness. In this context, the

Trust Management System (TMS) [109] assumes a pivotal role by evaluating the conduct of

social objects and ensuring trustworthy interactions through the computation of trust levels,

thereby discouraging malevolent or erroneous behaviors among nodes.

Furthermore, another noteworthy solution that addresses the challenges posed by the

proliferation of IoT devices and the constrained RF spectrum is the emergence of VLC as

a promising wireless data transmission technology [110]. Standardized as IEEE 802.11bb

[8], VLC harnesses the potential of LED to deliver high-speed broadband internet services

while leveraging existing lighting infrastructure, consequently reducing deployment expenses.

Moreover, VLC exploits the extensive unlicensed bandwidth available in the visible light

spectrum, spanning approximately 400 to 800 THz, to enable data rates of up to 10 Gbps,

presenting an enticing alternative to conventional RF communication.

Lastly, IPS founded on VLC technology have garnered significant attention from both

academia and industry due to their distinct advantages [111]. In contrast to RF technologies

such as Bluetooth and WiFi, VLC-based IPS inherently mitigate issues related to multipath

phenomena and inter-room interference by capitalizing on the characteristics of high prop-

agation loss and limited wall penetration associated with visible light. RSS-based methods

are widely adopted for VLC IPS, benefiting from the minimal noise levels inherent to VLC

channels [112]. This is evident in studies examining channel estimation errors and real-world

testbeds achieving centimeter-level accuracy. Furthermore, advancements in IPS precision

involve techniques like random forest algorithms and spatial clustering to mitigate noise in-

terference, particularly in challenging room corners [9].

1.3.1 From Social IoT to the Digital Twin

The promising integration of Social Networks in the IoT domain promoted the birth of the

SIoT [7]. By leveraging autonomous interactions, smart objects can build social relationships

composing a Social Network without human intervention. Thus, the transition from smart

objects to social objects introduces additional opportunities to enhance network resource vis-

ibility and service discovery [108]. Reproducing the digital counterpart of the physical IoT

devices strongly favors the network navigability and opens the opportunity to explore sev-

eral new application scenarios (e.g., healthcare applications [113], and Vehicular Social Net-

works [114]). It requires the development of effective methodologies for service provisioning,

where the trustworthiness of service providers must be guaranteed [115]. In this context, the

TMS represents the key element for the evaluation of the behavior of social objects and their

selection as a service provider. It facilitates trusted interactions between social objects by

computing their trust level, thus penalizing nodes that adopt malicious or incorrect behaviors

[116].

The research in this field explored many methodologies devoted to calculate and manage

the trust levels of the service providers in SIoT environments (see [117]–[122] and the review

of the state of the art in Section 6.1). However, to the best of the authors’ knowledge, specific

strategies accounting for the computing capabilities of social objects in the TMS to speed up

and improve service provisioning are still an unexplored issue. Furthermore, available solu-

tions are not fully applicable to real-world scenarios due to their computational complexity,

being not easily manageable by most of the resource-constrained IoT devices.

In order to extend the scientific literature in this direction, this work proposes a novel

resource capability-aware scheme for the TMS. Specifically, the additional functionalities

introduced in this contribution jointly consider the trustworthiness, resource availability, and
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the computational capabilities of the objects registered in the Social Network to speed up the

trusted service provisioning. Furthermore, differently from other works, the proposed strategy

exploits fog computing to implement all the TMS functionalities. It relieves the processing

and storage efforts of the IoT nodes for the overall TMS procedure, including the construction

of social relationships, thus making the strategy suitable for realistic scenarios.

Simulation results show the effectiveness of the proposed scheme in terms of latency in

service provisioning (reduced up to 67% with respect to the baseline solutions) while guar-

anteeing fairness in the distribution of available resources among service providers. Fur-

thermore, the new features of the TMS improve the responsiveness of the identification of

malicious devices, promptly excluding them from the process of service provisioning.

1.3.2 Visible Light Communication

The prevailing scarcity of the RF spectrum has paved the way for the emergence of VLC as

an innovative solution for wireless data transmission. This technology, recently standardized

as IEEE 802.11bb [8], holds the potential to deliver high-speed broadband internet services

through the utilization of LEDs. Given their widespread usage in residential, industrial, and

urban applications, VLC technology can leverage the existing lighting infrastructure, resulting

in diminished deployment costs. Furthermore, the employment of LED lamps can contribute

to improve energy efficiency, capitalizing on the extended operational lifespan and reduced

consumption. Further, the huge unlicensed bandwidth available for VLC allows to achieve

data rates up to 10 Gbps. Indeed, the visible light spectrum is thousands of times greater than

the entire RF spectrum, encompassing frequencies ranging from approximately 400 to 800

THz.

The fluctuation in light intensity directly pertains to the information contained in the trans-

mitted message. In LiFi, there are several types of modulation, including single carrier, mul-

tiple carrier, and color modulation [123]. For example, the blinking of the LED (even at

negligible frequencies for the human eye) can be used for the data transmission. In particular,

if the LED is switched on it can be considered as a digital "1". On the contrary, if the LED

is switched off, it is treated as a digital "0" [124]. Despite LiFi networks can be easily

implemented as a bidirectional half-duplex system in VLC, some intriguing works make use

of VLC for the DownLink (DL) and the infrared spectrum for the UpLink (UL) [125]. This

is useful to avoid distracting human mobile users without affecting the lighting conditions

of the room [126]. Moreover, it prevents interference between the UL and DL, by allowing

simultaneous signal broadcasting [127], [128].

Since LEDs are already widely used in homes, factories, and streetlights, LiFi may take

use of the existing lighting infrastructure by reducing the deployment fee. This holds true

especially for massive IoT devices deployments, due to the capability of light-based commu-

nication to provide very large bandwidth and support high nodes density, which are important

requirements for IoT environments [129]. Moreover, the adoption of LED lamps in LiFi can

increase energy efficiency. In fact, as known, LED lamps are characterized by very long life-

times and reduced energy consumption [130]. So, they can be effectively employed in LiFi

systems by integrating data transfer and low-power illumination in a constrained scenario,

such as IoT [129], [131], [132]. Even though it is clear that the amount of energy consumed

depends on the various system components, the intrinsic low-power nature of LEDs, com-

bined with additional techniques aiming to save energy (that will be discussed more in detail

in Section 7.7), can greatly help to reduce the overall energy consumption in LiFi systems

[130], [133]–[135].

The well-known IoT paradigm defines a network of smart interconnected objects that can

sense real-world phenomena and transmit information over the Internet without the need for

human interaction [136]. According to [137], in 2022 the IoT market reached around 15
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billion active connections. In this context, wireless access is currently mostly accomplished

with the aid of RF. However, radio technologies in access networks are already approaching

their limit in terms of throughput and Quality of Service (QoS). Specifically, owing to the

currently saturated RF spectrum, it is challenging to accommodate the ever-growing amount

of devices to be handled in a IoT environment [138]. Furthermore, the application of the RF

presents some relevant issues, including poor privacy due to radio waves freely penetrating

walls, a huge amount of energy required for signal relaying and service equipment cooling, and

limitations in its adoption in some environments like aircraft, hospitals, and specific factories.

To cope with these issues, the implementation of LiFi may disclose disruptive services in the

IoT domain.

Nevertheless, despite LiFi is still in its early stages and is not yet commonly accessible,

numerous teams and researchers are working to create and deploy LiFi-based networking so-

lutions [139]. Consequently, several review and survey papers are discussing the main func-

tionalities of LiFi, but separately from the IoT environment. According to this, and to the

best of the authors’ knowledge, a thorough analysis of the state of the art in LiFi technology

integrated into IoT environments is still missing. To fill this gap, the primary goal of this work

is to comprehensively examine all areas in which academics are focusing their efforts on the

suitability and potential of the LiFi applied to a highly dynamic environment such as the IoT.

Then, based on this analysis, the main challenges and open issues are illustrated, to provide

guidelines for future research directions on this theme.

1.3.3 Light-based Indoor Positioning System

IPSs based on VLC represent a promising application which has caught great interest from

academia and industry, due to many pivotal features. Differently from RF technologies (e.g.,

Bluetooth, WiFi, and ZigBee), VLC-based IPSs provide inherent immunity to multi-path phe-

nomena and inter-room interference, due to high propagation loss and light inability to pene-

trate walls. Therefore, the scientific community has acknowledged the importance to develop

VLC-based positioning algorithms [9].

Specifically, the Received Signal Strength (RSS)-based methods represent the most used

approach to develop an IPS that can achieve high accuracy thanks to the low level of noise

characterizing the VLC channel. To prove that, the authors in [140] study the channel es-

timation error by considering the Line-of-Sight (LoS) path of the emitted light by multiple

ceiling-mounted LEDs and the Additive White Gaussian Noise (AWGN) noise composed of

thermal, shot, and background. Furthermore, the authors in [141] implement a real-world

testbed to evaluate the performance of a 3D IPS by means of a deep learning method that

obtains a centimeter accuracy. Another noteworthy contribution aims to improve the IPS ac-

curacy, by involving a random forest algorithm and spatial clustering to mitigate the noise

contribution in the corner of the room [142].

Recently, the scientific literature has considered the joint employment of VLC and

Reconfigurable Intelligent Surface (RIS) [143] to enhance Signal to Noise Ratio (SNR) [144]

by improving coverage on otherwise unreachable areas. In the context of VLC, a specific

type of RIS is of particular importance, namely IMR [145] which can operate in reflective

and absorption mode.

However, to the best of the authors’ knowledge, there are no scientific contributions that

consider the positioning capability of a VLC-based IMR-assisted IPS. In light of the above,

the major contributions are summarized hereby.

• The IMR-assisted VLC channel gain, encompassing the LoS and Non-Line-of-Sight

(NLoS) contributions, is investigated along with the corresponding noise model.
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• A novel RSS-based IMR-assisted positioning algorithm is proposed, which leverages

Linear Least Square (LLS)-based Trilateration through distances derived from averaged

LED and IMR signal samples.

• A simulation campaign is carried out to validate the theoretical findings and to analyze

the impact of the distance, the bandwidth, the optical power, the number of IMR, and

the number of samples on the overall accuracy.

Numerical results demonstrate a remarkable estimation accuracy in terms of distance absolute

error and position Root Mean Squared Error (RMSE).
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Chapter 2

Looking at NB-IoT over LEO Satellite

Systems: Design and Evaluation of a

Service-Oriented Solution

The adoption of the NB-IoT technology in satellite communications intends to boost Internet

of Things services beyond the boundaries imposed by the current terrestrial infrastructures.

Apart from link-level studies in the scientific literature and preliminary 3GPP technical re-

ports, the overall debate is still open. To provide a further step forward in this direction, the

work presented herein pursues a novel service-oriented methodology to design an effective so-

lution, meticulously stitched around application requirements and technological constraints.

To this end, it conducts link-level and system-level investigations to tune physical transmis-

sions, satellite constellation, and protocol architecture, while ensuring the expected system

behavior. To offer a real smart agriculture service operating in Europe, the resulting solution

exploits 24 Low Earth Orbit satellites, grouped into 8 different orbits, moving at an altitude of

500 km. The configured protocol stack supports the transmission of tens of bytes generated

at the application layer, by also counteracting the issues introduced by the satellite link. Since

each satellite has the whole protocol stack on-board, terminals can transmit data without the

need for the feeder link. This ensures communication latencies ranging from 16 minutes to

75 minutes, depending on the served number of terminals and the physical transmission set-

tings. Moreover, the usage of the Early Data Transmission scheme reduces communication

latencies up to 40%. These results pave the way towards the deployment of an effective proof-

of-concept, which drastically reduces the time-to-market imposed by the current state of the

art.

2.1 State of the Art on NB-IoT over satellite systems

The review of the state of the art is organized as in what follows: first, the scientific contri-

butions focusing on NB-IoT over satellite systems are discussed in Section 2.1.1; then, recent

3GPP activities on NTN networks are illustrated in Section 2.1.2. These two latter Sections

also note the scientific and technical lacks covered by this work.

2.1.1 Related Works on NB-IoT over satellite links

The scientific literature investigated the possibility to use NB-IoT (with specific adaptations)

in satellite-based communication systems. As summarized in Table 2.1, available studies fo-

cus the attention on the analysis and the selection of a suitable antenna type [18]–[20], the

evaluation of the link budget [18]–[24], the design of a satellite constellation [21], [25], the

study of link-level performance [18], [24], the evaluation of the Doppler shift [19], [20], [22],

[24]–[27], and the management of the Random Access procedure [19], [26], [27]. Other in-

teresting related works, such as [146] and [2], investigate Doppler shift and Random Access
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Table 2.1: Review of Related Works

Features [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [146] [2] This work

NB-IoT in satellite communications ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Antenna Selection ✓ ✓ ✓ ✓

Link Budget Evaluation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Constellation Design ✓ ✓ ✓

Visibility Time ✓

BLER curves Analysis ✓ ✓ ✓

Doppler shift Evaluation ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Random Access Procedure ✓ ✓ ✓ ✓ ✓ ✓

Protocol Stack Configuration ✓

System-level Architectural Design ✓

System-level Performance Analysis ✓

procedure in satellite communication systems based on LTE and 5G, respectively. Focusing

the attention on specific aspects of the system and in the absence of uniform assumptions,

these studies appear isolated. Nevertheless, the effective deployment of NB-IoT over satel-

lite links requires a service-oriented approach where protocols, architectural, physical, and

functional aspects are accounted for altogether. In this sense, the main contribution of this

work is to describe every aspect of interest, by reviewing, enhancing, redefining, modelling,

and simulating it in the context of an exhaustive proof of the feasibility of the target solution,

while endorsing the compelling capabilities allowed by regenerative satellites.

2.1.2 Recent 3GPP discussions

The 3GPP started the standardization of NTN in Release-15, addressing deployment scenar-

ios, related system parameters (e.g., architecture, satellite altitude, orbit), and adapted channel

models [90]. Available reports and specifications use the concept of narrow-band access (al-

ready introduced with NB-IoT) to characterize a service-link provided by a mobile satellite

in the frequency band below 6 GHz. Moreover, they define two possible deployment scenar-

ios. The wide area IoT service intends to provide a global continuity of service to a group of

moving sensors in areas partially covered by terrestrial networks. The local area IoT service,

instead, is conceived for a group of sensors able to collect data and report to a central point

installed on a moving platform. In this case, the satellite has to guarantee the connectivity

between the mobile core network and the base stations serving IoT devices. In both cases,

3GPP remarks the optional integration of the Inter-Satellite Link (ISL) and the possibility to

consider either a satellite with bent-pipe payload or the implementation of the base station

on-board the satellite.

More recently, with Release-17, 3GPP proposed new amendments from Physical (PHY)

to Non Access Stratum (NAS) layers, aiming to improve performances of NTNs in terms of

latency, coverage, and power consumption [147]. Particularly interesting is the discussion

presented in [29], whose goal is to investigate the applicability of [28] in NTN deployments

for explicit support of IoT services based on NB-IoT.

As anticipated in Section 1.2, 3GPP activities on NTN networks are not complete. There-

fore, this work leverages all the guidelines proposed by preliminary 3GPP technical reports

and pursues the ambitious goal to provide concrete answers to the open questions recently

arisen from 3GPP.

2.2 The reference use case and related requirements

The reference use case taken into account in this work refers to the smart agriculture scenario,

which represents one of the most promising application fields, where NB-IoT technology over

satellite can be effectively employed.
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As well-known, farms require constant and continuous connection and communication

with monitoring systems employed for different purposes (i.e., harvest management, power

consumption of machines and facilities, optimization of production processes, or environmen-

tal control for greenhouse and open field management) [148]–[150]. In this context, satellites

play a key role to answer the challenges of future farming, especially for large customers that

require hundreds or thousands of NB-IoT devices for precision farming in rural areas. This is

testified by several companies that are leveraging LEO satellite-based connections to deliver

seamless, real-time communications in 100% of the globe [151]. Currently, there are also

initiatives aiming to help mobile operators to accelerate the process of deploying new NB-IoT

devices and services connected through satellite-based systems in smart agriculture scenarios

[152].

These motivations are also based on the project funded by the European Space Agency

(ESA), mentioned in Section 1.2, which considers the smart agriculture scenario as one of the

most interesting case studies.

Without loss of generality, this study assumes that clusters of IoT devices are distributed

in the geographical area covered by the satellite. Each cluster is deployed in a rectangular crop

field of size 30 hectares. This is about the maximum size of a crop field as present in some

European countries [150]. A so large field size allows evaluating the system performance for

a wide area covered by a high number of sensors. Sensor nodes are supposed to be placed

uniformly in the whole field, with a 10 m inter-spacing. Therefore, a total number of 3000

nodes can be deployed in each cluster.

Like in the vast majority of smart agriculture scenarios, wireless sensor units deployed on-

ground are characterized by four different types of components, i.e., the application-specific

sensors, the processing unit, the radio transceiver, and the battery power [148]. The energy

needed by each sensor is almost totally consumed by the radio transceiver when the node

is active, so it depends on the time interval needed by the node to successfully transmit its

generated measurement. Nevertheless, the node is active only during the Random Access

procedures and the TB transmissions, each one taking not more than tens of milliseconds.

Since a sensor node is active for a small fraction of time a day, monitoring sensors operated

in smart agriculture can effectively exploit embedded rechargeable batteries powered by solar

cells that are enough for the system to work properly, as testified by several works found in

the literature [148], [153]–[157]. As a consequence, energy consumption is not a relevant

issue in the considered application scenario, and its impact on the system performance can be

neglected in this study.

In the use case under analysis, portable sensors are used to measures five different soil-

related parameters for monitoring purposes: soil moisture, rain/water flow, soil temperature,

conductivity, and salinity [148]. These sensed measurements are collected with a 2-byte preci-

sion each. In addition, 2 bytes of sensor ID (65536 different sensors can be addressed, which

is enough for the depicted scenario) are included to identify the specific sensor data come

from. Finally, 6 additional bytes of latitude/longitude coordinates from a GPS module are

added to the generated message, to locate the position of the sensed data with high accuracy.

The whole size of the message generated by each sensor is thus 18 bytes at the application

layer.

To monitor the field efficiently, the sensed parameters do not need to be generated with a

high frequency. So, it is supposed that all the five measurements are collected by each node

6 times per day, i.e., a measurement of each type is collected every 4 hours by each sensor

node. Furthermore, this very low frequency of data generation can be easily manageable by

the network since it allows each node to exploit the visibility time of more satellites (passing

over the field) to transmit its own data. To this end, sensed data are collected by the node and

buffered until the node enters the satellite visibility time. During this time interval, the node
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attempts to send the content of the buffer to the base station on the satellite until its successful

reception.

Regarding the system requirements, this works intends to fulfil the following challenging

aspects:

• NB-IoT compliance: the adoption of standard 3GPP technology shall be endorsed as

much as possible with the aim to support device interoperability, application extendabil-

ity, and cost-efficiency. In particular, it is necessary to provide a solution with simplified

hardware, which guarantees a long battery life.

• Guarantee of a service area and timing compliant with application characteristics:

satellite coverage shall be ensured in the service area with an interval of a few hours,

allowing the sensors to transmit data within this interval.

• Need for a proper satellite configuration to cover the entire zone of interest: the

satellite system is designed to cover the European zone of interest, which is a portion

of about 6700 km of the Earth surface of 60° longitude, starting from 20° west to 40°

east.

• Data transfer accomplishment within the visibility time: the visibility time repre-

sents the period during which the NTN terminal can set up a radio bearer and perform

the data transmission towards the satellite. A transmission round shall be shorter than

the visibility time, which in turn is a function of the satellite orbit characteristics and

the achieved link budget.

• Satellite access latency shall not significantly shrink the time window for sensor

data transmission: the average amount of time required for finalizing the Random

Access procedures is the first delay contribution that is inflated by the satellite Round

Trip Delay (RTD). Such a setup delay shall be at least an order of magnitude lower than

the overall visibility time, in order to not impair actual data transmission.

• The satellite link shall support the reliable communication: satellite provides a

wireless channel significantly affected by several propagation impairments. Specif-

ically, propagation losses on the ground-space link are due to different contributions,

including absorption of the atmosphere, attenuation by rain, scintillation of troposphere

and ionosphere, depolarization effects, and fog and atmospheric gas attenuation. All of

these essential aspects should be taken into account to identify suitable physical layer

settings and system configurations that guarantee reliable communication.

• Doppler effect compensation: because of the movement of the satellite, a shift in the

frequency domain will occur. The Doppler shift requires adaptations at the physical

layer.

• Need for a communication infrastructure resilient to feeder-link unavailability:

the connection between the satellite and the rest of the NB-IoT network functional el-

ements is not guaranteed over time. The feeder-link is set up when a gateway is under

the satellite spot-beam and this might be time-shifted with respect to service-link avail-

ability. As a consequence, the whole architecture shall be designed in order to allow

NTN terminals to exchange data with satellites, even in the temporary absence of the

feeder-link.

• Optimization of the satellite cost: the decoupling of the satellite service and feeder-

link poses the problem of how to guarantee an end-to-end service. Solutions can em-

brace the setup of a satellite constellation and the deployment of on-board processing.
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2.3 Protocol architecture and low-level adaptations

In line with 3GPP standardization activities on NTN networks [90], the architecture consid-

ered in this work implements the Local Area IoT Service scenario.

As for the baseline satellite infrastructure, the reference architecture embraces NTN ter-

minals, satellite, and NTN-Gateway. NTN terminals and satellite exchange data through the

service-link. In particular, the NTN terminal can establish a connection with a single satel-

lite of the constellation during its visibility period. Indeed, when a new satellite belonging

to the same orbit passes over the area where the aforementioned NTN terminal is deployed,

that device restarts the configuration procedures in a stateless way. On the other hand, satel-

lite and NTN-Gateway interact with each other through the feeder-link. The NTN-Gateway

could be located in a different geographical area, thus leading to a time-shifted contact over a

feeder-link with the serving satellite.

In this work, the network architecture design is driven by the requirement of decoupling

service-link and feeder-link. Therefore, since the feeder-link availability is not always guar-

anteed, data transmissions through the service-link can be still implemented asynchronously

with respect to the data offload to the NTN-Gateway. To this end, the conceived solution as-

sumes to install the full Evolved Packet System (EPS) protocol stack on-board the satellite.

The overall service can be implemented through a satellite constellation without ISL. Indeed,

possible configurations that exploit ISL and multiple gateways are not considered and the re-

sulting solution ensures a significant reduction of both complexity and costs. Such an impor-

tant technical choice has been initially considered by the Cellular Internet of Things (C-IoT)

architecture [158]. But, at the time of this writing and to the best of the authors’ knowledge,

it has never been investigated from the system-level perspective, representing an attractive

solution for international companies, like ESA, working on satellite systems.

Fig. 2.1 depicts the proposed network architecture and the resulting protocol stack. The

satellite hosts different logical nodes, including eNB, Cellular IoT – Serving Gateway Node

(C-SGN), and Local Break-Out (LBO). The eNB, that is the base station, implements the

Uu interface offering the radio connectivity with NTN terminals. C-SGN implements the

functionalities of the rest of the EPC protocol stack. For this reason, it includes:

• the Mobility Management Entity (MME) handles Control Plane communications by

means of NAS signalling supported by Radio Resource Control (RRC) protocol;

• the Serving Gateway (SGW) and the Packet Gateway (PGW) handle User Plane com-

munications supported by IP at a higher layer;

• the Home Subscriber Server (HSS) is in charge of the NTN terminal network registra-

tion and authentication.

To support the asynchronous data delivery, messages delivered by NTN terminals through

service-link are temporarily stored on-board the satellite, by leveraging a local application

implemented through the LBO. Collected data can be offloaded to a remote NTN-Gateway

(on the ground) as soon as it will be in the line of sight with the satellite. To embrace mul-

tiple possibilities at the same time, the feeder-link can be implemented by using non-3GPP

technologies, offering data rates comparable or higher than those registered in the uplink di-

rection.

Starting from the afore described high-level protocol architecture, some specific adapta-

tions must be integrated into different levels of the communication stack for properly coun-

teracting the issues introduced by the satellite communication link.
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Figure 2.1: The proposed network architecture and the protocol stack of the

NTN terminal and satellite.

2.3.1 Selected adaptations for the Uu interface

Regarding the Uu interface, adaptations are required for both Control Plane and User Plane

[159]. A new method for uplink transmission, called Non-IP Data Delivery (NIDD), is avail-

able and allows to encapsulate user data in NAS messages of the Control Plane, involving

both MME and Service Capability Exposure Function (SCEF) components, as an alternative

to IP-based data transport. NIDD introduces an overhead of 6 bytes due to the header size

of the NAS message. Furthermore, new RRC procedures available since Release-15 allow

suspending and (then) quickly resume the RRC connection, which is very useful considering

the limited visibility intervals.

As specified in Section 2.2, the total size of each message coming from a sensor node

is equal to 18 bytes. At the application layer, the Constrained Application Protocol (CoAP)

protocol is chosen [160], introducing an associated 4 bytes of overhead. It is a web-based

protocol that relies upon the request-response (or client-server) paradigm and asynchronous

data exchange. These two features are both suitable for the considered scenario, where sensors

exchange data on-demand and with a low frequency. NIDD is selected at the transport layer

as an alternative to the canonical UDP/IP solution. In fact, CoAP is compatible with NIDD,

leading to an overhead reduction from 28 bytes of the UDP/IP solution to 6 bytes, as described

above.

At lower layers, Packet Data Convergence Protocol (PDCP), Radio Link Control (RLC)

and Media Access Control (MAC) protocols have been properly configured to meet NTN

NB-IoT constraints and associated requirements. To this end, data retransmissions have been

demanded to the MAC layer only, i.e., enabling the Hybrid Automatic Repeat Request (HARQ)

process, disabling retransmission and feedback-based procedures at PDCP and RLC layers.

Furthermore, Protocol Data Unit (PDU) segmentation at the RLC layer has been disabled.

This in turn translates into the possibility to use PDUs with an extremely simplified header

for all the three layers [161]–[163], adding a minimum of 4 bytes of overhead.

In conclusion, with the proposed configuration, account is taken for 18 bytes for data,

4 bytes for application, 6 bytes for NIDD and a total of 4 bytes for all lower layers (i.e.,

PDCP, RLC and MAC). Consequently, the smallest transport block that fits one of the possible

options for the Transport Block Size (TBS), enabling the opportunity to exploit the Early

Data Transmission (EDT) protocol in the proposed solution, is equal to 41 bytes (328 bits),
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as specified in [164].

2.3.2 Selected adaptations for the Random Access procedure

The Random Access procedure is exploited by NTN terminals to acquire the uplink resources

needed for data transmission.

First of all, the network needs to know which Random Access Opportunity (RAO) a

preamble belongs to, in order to determine the correct Timing Advance (TA) for the syn-

chronization of the uplink transmission.

If the periodicity of the RAO is not large enough, the preamble receiving windows of

two consecutive RAOs could overlap each other, creating ambiguity on the RAO a preamble

belongs to. An excellent solution to avoid this issue, investigated in [28], is to extend the

interval between two RAOs to an amount greater than two times the maximum delay difference

experienced by two NTN terminals within the same cell.

Enhancements to the Timing Advance are required as well. The TA command exceeds the

maximum value allowed by the standard, which covers a distance of at most 100 km between

the NTN terminal and the satellite [27]. To cope with this issue, the most promising solutions

consider an autonomous TA calculation by the NTN terminal. It exploits the Global Naviga-

tion Satellite System (GNSS) to derive its position and the satellite ephemeris provided by the

network to estimate the propagation delay through geometric formulas [165]. An alternative

solution to GNSS is to broadcast a common TA offset related to a reference point located at

the center of the beam (Nadir). The differential part of the TA, evaluated for the NTN ter-

minal with respect to the reference point, can be compensated by the TA command without

introducing any modification to the standard since it falls in the 100 km range also in the worst

case of an NTN terminal at the cell edge.

Even if the majority of these solutions must be better investigated through experimental

testbeds, these adaptations have been selected as the most appropriate choices for the scenario

under analysis.

2.3.3 Selected adaptations for Doppler Shift and Carrier Frequency Offset

In satellite communication, two undesirable effects emerge in the frequency domain: the

Doppler shift and the Carrier Frequency Offset (CFO). The former is caused by the rela-

tive movement between the NTN terminal and the satellite. Since in the selected scenario

the NTN terminals are fixed on the ground, it is exclusively due to the satellite movement.

The latter, instead, describes the frequency shift given by the inaccuracy of the receiver local

oscillators. These two effects produce a frequency shift that causes interference in adjacent

subcarriers in the uplink, thus posing a relevant issue for signal reception.

According to [2], a maximum Doppler shift of 950 Hz can be tolerated by the LTE physical

layer. Nevertheless, by following the model presented in [146] and the indications provided

in [28], the scenario considered in this work will experience a Doppler shift from -30 kHz to

30 kHz. Because these values are much more above the tolerated limit of 950 Hz, additional

methodologies must be integrated into the adapted Uu interface to achieve Doppler compen-

sation. Also for the CFO, it is necessary to introduce compensation techniques. Following

3GPP specifications, in fact, where an NTN terminal crystal accuracy can be 10 ppm, a CFO

of about 20 kHz is derived at the carrier frequency chosen in the reference scenario [28].

The Uu interface conceived in this work may integrate two suitable solutions for the

Doppler shift compensation. The first is based on the standard recommendations and makes

use of GNSS capable devices with the knowledge of the satellite ephemeris so that the posi-

tion of the satellite and the relative distance from it can be estimated autonomously by NTN

terminals.
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The second solution refers to not GNSS-enabled devices. It starts from the study carried

out in [25], which aims to jointly compensate the Doppler shift and the CFO. If compared to

the Doppler shift, the CFO has a constant value during the whole satellite visibility. Given the

absence of any positioning information, an estimator can be used, based on the prior knowl-

edge of the expected Doppler Shift, which is always contained within the maximum deviation

range computed for the selected scenario. To perform a correct initial Doppler shift estima-

tion and compensation, the filter bandwidth is widened by a frequency range that includes

the maximum Doppler shift and the CFO, so that it can always contain the modulated signal

affected by the total frequency shift. Then the Doppler shift estimation is updated periodi-

cally through a first-order differential system. It is able to track and compensate the Doppler

variations in time, with a periodicity that allows the inclusion of shift variation into the 950

Hz value. Accordingly, an 80 ms periodicity is sufficient to satisfy the Doppler compensation

rate during all the satellite visibility periods.

2.4 Link-level analysis and satellite constellation

The design of an effective communication architecture that leverages the NB-IoT technology

over a satellite-link grounds its roots on a deep investigation of link-level features.

2.4.1 Antenna Selection

Regarding the NTN terminal, the antenna must be easily deployable, at a low cost. For this rea-

son, the solution considered in this work adopts a monopole antenna with linear polarization,

installed horizontally-oriented. Such an antenna type is already available as a Commercial-

Off-The-Shelf (COTS) product [166].

Regarding the satellite, it is important to keep the best trade-off between the amount of

power radiated by the antenna and the High Power Amplifier (HPA), which is responsible to

generate such power. Small satellites cannot host a large HPA. But, to counteract the reduced

power resource offered by a small HPA, it is possible to increase the radiated power by work-

ing on the antenna gain. However, it is not possible to overstate in this direction because a

high antenna gain translates to an increased volume, mass, and deployment complexity. Based

on these aspects, this work considers a tile circular patch antenna for the satellite, whose de-

ployment must be managed by taking into account the possible dynamical steady states of

the satellite orbit. Moreover, the signal generated by a monopole antenna, with linear polar-

ization, experiences a polarization rotation when propagating through the Earth’s ionosphere

(because of the impact of the Earth’s magnetic field). Consequently, the satellite may receive

a signal with a polarization different from the one expected by its receiving antenna. This

generally worsens communication performance. An antenna with circular polarization at the

satellite side, however, partially mitigates this effect. In this context, the worst case of mis-

alignment between circular and linear polarization, equal to 45°, produces a penalty of 3 dB.

Note that the tile circular patch antenna offers good performance regarding the coverage of

the satellite beam. The Half Power Beam Width (HPBW) factor represents the angle in which

the relative power is higher than the 50% of the peak power of the main lobe reported in the

effective radiated field of the antenna. The main lobe of the selected antenna ensures ± 56°

HPBW, thus resulting in a very suitable choice for the scenario under study.

In both cases, the selected antennas offer a not negligible gain, equal to 5.19 dB for the

one installed on the NTN terminal and 6.97 dB for the antenna patch hosted by the satellite.

Please note that these values have been calculated by considering the analytical formulation

presented in [166] and by leveraging (for the satellite only) a linear approximation in the

frequency range spanning from 1900 MHz to 2200 MHz.
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Figure 2.2: Proposed antennas types and related radiation diagrams.

To conclude, Fig. 2.2 shows additional details on the selected antenna types, also reporting

the related radiation diagrams.

2.4.2 Link Budget Analysis

Given the power gain offered by the selected antennas, the transmission power imposed by

the NB-IoT technology, and the propagation losses, the link budget analysis allows obtaining

the satellite antenna altitude and the range of elevation angles at which the radio link could be

established. The link budget evaluation is based on the analysis carried out in [167] for satellite

communications systems. The design of the satellite system is based on theoretical formulas

that accurately model real phenomena that impair the signal propagation in both uplink and

downlink directions. Therefore, according to the analytical description of the satellite link

carried out in [167], the link budget is expressed in dB as a function of both frequency carrier

fc and elevation angle θel:

LB(θel, fc) = P +GANT (fc)− FSPL(θel, fc)− Limp(θel, fc) +DCF (θel, fc), (2.1)

where P represents the signal power, GANT is the sum of the base station and NTN terminal

antenna gains (reported in Section 2.4.1), FSPL describes the free space path loss, Limp pro-

vides additional losses due to the propagation, and DCF is the sum, expressed in dB, of the

diagram correction factors of transmitting and receiving antennas. Note that Eq. (2.1) does

not consider multi-path fading models because the paths due to obstacles on Earth are negli-

gible if compared to the one reaching the satellite. The amount of impairments Limp, instead,

is calculated by considering the air attenuation that takes into account the dry air absorption

[168], the rainfall attenuation that estimates the droplet absorption, as described in [169],

[170], the scintillation attenuation that takes into account the fluctuations of the amplitude

and the phase of a radio wave [166], the polarization attenuation that considers the difference

between the polarization of both receiving antenna and incoming radio wave [167], and the

fog and atmospheric gas absorption [171], [172]. The models used to evaluate the attenuation

due to air, rainfall, scintillation and atmospheric gas absorption are predictive models, based

on estimates defined analytically in the most recent updates of the ITU-R recommendations

cited above.

Fig. 2.3 reports the link budget evaluated as a function of the elevation angle and the

satellite altitude. Without loss of generality, it is considered an NTN terminal deployed in the

European field of view.
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Figure 2.3: Link Budget in the function of Elevation Angle for different

orbital altitudes.

In line with NB-IoT specifications [90], the carrier frequency and the transmission power

have been set to fc=1995 MHz and P=23 dBm, respectively, for the uplink. In the downlink,

instead, they have been set to fc=2185 MHz and P=33 dBm, respectively. Overall, the link

budget strongly depends on the user-satellite elevation angle: it increases when the elevation

angle progressively approaches 90°. At the same time, the link quality decreases with the

satellite altitude. In both uplink and downlink, the receiver antenna captures the attenuated

signal and the noise power. Therefore, it is important to understand in which conditions the

power of the received signal is higher than the receiver sensitivity. Now, according to [167],

the receiver sensitivity represents the noise power of the link expressed by the Nyquist formula

reported in Eq. (2.2):

RS|dBm = 30 + 10log10(kBTsysBW ), (2.2)

where kB is Boltzmann constant, Tsys is the equivalent system noise temperature accounting

for both antenna and receiver noise, and BW is the NB-IoT subcarrier bandwidth. According

to [173], Tsys = 150 °K for the uplink and Tsys = 290 °K for the downlink. On the other

hand, instead, BW depends on the chosen transmission configuration.

To conclude, Fig. 2.3 also reports the calculated receiver sensitivity. Obtained results

invite to select the lowest satellite altitude (i.e., 500 km) to reach a suitable link budget for
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smaller elevation angles. An altitude of 500 km provides the best trade-off between elevation

angle (which determines coverage area) and connectivity (expressed in terms of power level

perceived by the receiver).

Given the link budget and the receiver sensitivity, it is possible to calculate the expected

value of SNR:

SNR = LB(θel, fc)−RS. (2.3)

Fig. 2.4 depicts the SNR curves as a function of the elevation angle for different transmission

modes in the uplink. NB-IoT technology allows using subcarriers individually in order to

ensure a greater concentration of power on a narrower band. This results in increasing the

coverage range and power gain. The marked improvement in the single-tone configuration

(almost 10.8 dB if compared to multi-tone) makes this solution more attractive for the con-

ceived architecture. As shown in Fig. 2.4, the single-tone configuration achieves good SNR

values for lower elevation angles with respect to multi-tone. As explained in Section 2.1.1,

even if the adoption of a single-tone configuration with a subcarrier of 3.75 kHz would further

increase the SNR, this comes at a cost of a longer subframe duration. Therefore, the interme-

diate configuration (single-tone with a subcarrier of 15 kHz bandwidth) is selected as the best

trade-off between SNR performance and time resources employment. In fact, it guarantees

higher SNR with the same elevation angle if compared to multi-tone configuration.
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Figure 2.4: SNR in different transmission mode configurations for the up-

link.

In line with these considerations, BW is set to 15 kHz for the uplink and 180 kHz for

the downlink. The receiver sensitivity differs for uplink and downlink configurations. In fact,

considering a subcarrier bandwidth of 15 kHz, the uplink communication experiences a lower

receiver sensitivity compared to the downlink one, calculated for a subcarrier bandwidth of

180 kHz, resulting in -130 dBm and -117 dBm, respectively.

Note that the intersections between the link budget curves and the receiver sensitivity,

shown in Fig. 2.3, identifies the elevation angle after which the SNR is greater than zero.

Nevertheless, the radio link could be established even at negative SNRs under certain con-

figurations, resulting in lower elevation angles. The practical feasibility of the connection

is determined by the investigation of the communication success probability defined by the

study of the BLock Error Ratio (BLER) curves, as reported in Section 2.5.2.
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2.4.3 Satellite Constellation

The employment of a single satellite per orbit for the chosen 500 km altitude results in very

short periods of visibility. On the contrary, considering a constellation of multiple satellites,

NTN terminals may have more occasions to transmit their data, thus reducing the periods

during which they remain without satellite coverage. This would also lower the amount of

data stored and forwarded by each NTN terminal while simplifying the satellite hardware and

reducing the NTN terminals energy consumption (which is an important requirement for the

IoT technology).

The satellite platform of interest for this study must adopt cheaper solutions, able to satisfy

the cost optimization requirement. From this point of view, this work assumes to adopt either

small or nano-satellites, providing an effective and low-cost solution with several simplifica-

tions in the system design and deployment. Taking this aspect into account, the choice fell on

a 12U CubeSat in a 2x2x3 configuration [174]. This platform is composed of several units

that can be assembled in a fully scalable and flexible fashion to reach the needed performance.

A LEO Cubesat operating at the altitude of 500 km (corresponding to an orbital radius

equal to 6878.14 km) presents a flying speed needed to maintain the satellite in orbit equal to

7612.6 m/s.

Accordingly, the orbital period is equal to 1 hour and 34 minutes. The number of satellites

per orbit must be properly selected to jointly achieve cost and service requirements. A lower

number of satellites is surely preferable from the cost perspective. At the same time, however,

it is also necessary to consider the low variability of the frequency of sensed data transmission,

as well as the battery life of NTN terminals. Thus, to achieve a suitable trade-off between the

two aforementioned constraints, the proposed architecture integrates 2 or 3 satellites per orbit.

In the first case, an NTN terminal can see a satellite every 47 minutes and 18 seconds, even if

the 500 km orbital period for a single satellite is of 1 hour and 34 minutes. In the latter case,

instead, an NTN terminal can see a satellite every 31 minutes and 32 seconds.

The well-known System Tool Kit [175] is used to evaluate the satellite spot-beam diameter.

Specifically, according to the goal to cover about 6700 km of longitude corresponding to the

European field, the performed investigation highlighted that about 8 circular orbits (i.e., with

a 0° eccentricity) and sun-synchronous (i.e., with a 97°/98° orbital inclination) are required

to ensure the continuous service requirement. In this way, the whole satellite constellation

should involve 24 satellites.

Fig. 2.5 reports the covered geographical area and shows a snapshot of beam coverage

and satellite orbits. It is important to note that the areas covered by the satellite beams that

belong to adjacent orbits present an overlap. Nevertheless, in order to avoid interference

among satellite transmissions on NTN terminals, the solution proposed herein assumes that

satellites of different orbits are spatially shifted (as depicted in Fig. 2.5).

2.5 System-level performance of NB-IoT over satellite

The isolated knowledge of the link budget is not sufficient to evaluate the feasibility of the

resulting satellite architecture. For this reason, this Section proves the effectiveness of the

proposed architecture through system-level simulations. In particular, the presented analy-

sis evaluates how physical and system configurations influence (1) the ability of the overall

communication architecture to disseminate data through the service-link and (2) the resulting

communication latencies.
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Figure 2.5: European field of view and satellite beam coverage.

2.5.1 System-level tool and parameter settings

System-level simulations are conducted through the 5G-air-simulator [176] [177]. It rep-

resents a well-known system-level simulator, supporting NB-IoT. Among the implemented

functionalities, it is important to remark that the model for the Random Access procedure

available in 5G-air-simulator has been already validated from an analytical point of view in

[178]. This ensures the trustworthiness of the results discussed below. Furthermore, the tool

has been properly enhanced to embrace the implementation of the conceived NTN scenario

[179].

Regarding the physical layer, the transmitted power and the configurated bandwidth used

in this study have been already declared in Section 2.4. Other parameters to be configured in-

clude: Modulation and Coding Scheme (MCS), TBS, and Number of Resource Unit (NRU).

The MCS is set to QPSK, since it guarantees a higher spectral efficiency with respect to

BPSK. The TBS represents the amount of data passed through the physical layer which will

be mapped into the NPUSCH channel. Its value is set to 328 bits, according to the configu-

ration of the protocol stack discussed in Section 2.3.1. Given the TBS, a data packet can be

transmitted by using different NRUs. In line with [180], NRU can be set to 2, 3, 4, 5, or 6.

On the one hand, higher values of NRU correspond to a higher data protection level at the

physical layer. From another hand, instead, the higher the NRU, the longer-lasting the physi-

cal transmission of a data packet. According to the high distances of the considered satellite

scenario and the resulting latencies, the upper bound of the number of HARQ retransmissions

has been set to 4.

Regarding the Random Access procedure, the number of the available preambles is set to

48, the periodicity of the RAO is set to 80 ms, and the backoff window is set to 65536 ms.

To evaluate the impact of the traffic load, a different number of clusters of NTN terminals

are considered. As already anticipated in Section 2.2, each cluster contains 3000 NTN termi-

nals deployed in a single crop field with an area of 30 hectares. Each NTN terminal generates

data every 4 hours. Moreover, every 4 hours, all the available NTN terminals generate their

data within a time slot of 1 minute. In this way, it is possible to investigate how the designed

approach reacts in critical bursty traffic conditions.
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The satellite allocates radio resources to NTN terminals that won the access procedure

according to the round-robin scheduler.

Finally, computer simulations are conducted to observe 48 hours of network activity. Such

an amount of time embraces a large number of satellite visibility cycles and allows obtaining

stable average results.

2.5.2 Link-to-system model

A link-to-system model represents the first step towards an accurate system-level study. In

fact, it is able to describe the quality of the communication achieved under specific parameter

settings, while ensuring an abstraction of transmission, propagation, and reception aspects. In

this context, the 5G-air-simulator tool has been extended to implement the propagation model,

link budget, and SNR model, as discussed in Section 2.4. Then, BLER curves have been

integrated as well, in order to simulate the quality of the communication link as a function

of the measured SNR. To this end, MATLAB LTE Toolbox has used to generate BLER

curves. Given the setting of physical parameters, the BLER has been computed as the ratio

between the total number of received blocks for which the control of the Cyclic Redundancy

Check (CRC) fails and the total number of transmitted blocks. Furthermore, to achieve a fine-

grained BLER evaluation, SNRs values have been chosen in the range spanning from -10 dB

to 10 dB. The total number of transmitted blocks has been set to 1000.

Fig. 2.6 shows the obtained BLER curves as a function of NRU and SNR. Results high-

light that higher NRU values provide a better protection of data transmitted at the physical

layer. At the same time, higher SNRs values are associated with better link conditions. Thus,

bases on these premises, it is possible to conclude that the BLER reduces with both NRU and

SNR.
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Figure 2.6: BLER curves

2.5.3 Satellite attach procedure and visibility time

Each NTN terminal starts the attachment procedure when the receiver power of the reference

signal transmitted by the satellite experiences a coupling loss lower than the Maximum Cou-

pling Loss (MCL) threshold, set to 154 dB. Based on the selected parameter settings and the

aforementioned MCL threshold, the average SNR value (measured in the downlink direction)

is equal to -4.9 dB. Moreover, according to the study reported in Section 2.4.2, this SNR value

is obtained for elevation angles equal to 46.3° for the downlink. Such a condition determines

the beginning of the visibility time.
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Now, considering the satellite altitude of 500 km, a trigonometrical analysis allows calcu-

lating the diameter of the effective satellite footprint. Considering the slant range (that is the

distance from the NTN terminal and the satellite, calculated as a function of the conceived

elevation angle), the diameter of the effective footprint approximately results in 890 km. In-

deed, by exploiting the relative speed (i.e., with respect to the Earth) of the LEO satellite equal

to 7059 m/s and the aforementioned effective footprint, definitively it is possible to determine

the visibility time, approximately equal to 125 s.

2.5.4 Communication latencies over the service-link

The communication latency represents the amount of time required by a packet to be suc-

cessfully received by one of the satellites of the constellation, with respect to its generation

time instant. Fig. 2.7 and Fig. 2.8 show the communication latency measured when the EDT

transmission scheme is disabled and enabled, respectively. Reported curves describe the im-

pact of different physical configurations and different network loads. In this case, each orbit

hosts 3 satellites.
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Figure 2.7: Average end-to-end delay with EDT disabled.
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Figure 2.8: Average end-to-end delay with EDT enabled.

First of all, the communication latency depends on the probability to win a Random Ac-

cess procedure. As expected, a higher number of clusters determines the growth of NTN
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terminals aiming to access the network and, in turn, the collision probability during the Ran-

dom Access procedure. This justifies the increment of the communication latency with the

number of clusters served by the configured satellite architecture.

Furthermore, also the NRU assigned to each NTN terminal strictly affects the average

end-to-end delay. Although a transport block distributed into many RUs guarantees high

protection, it results in a longer transmission time, impacting considerably on end-to-end

delay.

On the contrary, the EDT scheme ensures the reduction of the communication latency up

to 40%, thanks to its ability to delivery of the data packet along with the Msg3 of the Random

Access procedure.
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Figure 2.9: Number of packets in the buffer with 10 clusters.

Table 2.2: Average communication latency measured under different con-

stellation designs.

RACH Satellites Average end-to-end delay [s]

Configuration per orbit nC = 1 nC = 4 nC = 7 nC = 10

EDT disabled
3 969 1602 1869 2386

2 1816 2739 3124 3895

EDT enabled
3 859 1061 1207 1491

2 1646 1909 2128 2546

2.5.5 Ability of the system to drain buffered data through the service-link

The analysis of the aggregate number of packets stored in all the NTN terminals allows ver-

ifying whether the designed satellite architecture is able to successfully support the offered

service. If this value quickly grows, it means that the network cannot satisfy all the requests

made by the NTN terminals. Consequently, the generated messages will overload the net-

work. On the contrary, if packets in the buffer do not accumulate very fast, the network can

absorb the traffic generated by the NTN terminals.

Fig 2.9 demonstrates the effective ability of the designed approach to drain buffered data

through the service-link, considering a constellation of 24 satellites (i.e., 3 satellites per orbit).

Without loss of generality, results only refer to the highest loaded scenario (10 clusters of

NTN terminals, i.e., 30000 nodes), where NRU is set to 2. Reported curves highlight that

NTN terminals need more than one visibility time to transmit their data. The dissemination

of the whole packet burst generated by the NTN terminals is faster when EDT is enabled.
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2.5.6 Impact of the number of satellites per orbit

To provide further insight, Tab. 2.2 reports the average communication latency measured

when a different number of satellites per orbit is taken into account. As for the previous

analysis, the study is conducted by considering NRU equal to 2. As expected, communication

latency increases with the number of clusters (nC). Moreover, EDT always ensures better

results. Nevertheless, a constellation with 2 satellites per orbit is still able to drain all the

generated data but at the cost of higher communication latency.
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Chapter 3

An Open-Source tool for Evaluating

System-Level Performance of NB-IoT

Non-Terrestrial Networks

SatCom is expected to play a leading role in 5G&B networks. Thanks to its ubiquity capa-

bilities, in fact, it promises to enable Machine-Type Communication services also in large

areas not covered by terrestrial networks (i.e., oceans, forests, and deserts). In this context,

worldwide research is investigating the possibility to use NB-IoT as a key enabling commu-

nication technology for upcoming Non-Terrestrial Networks. Current studies, however, focus

the attention on physical and link-level aspects, while ignoring to evaluate system-level perfor-

mance. To make matter worse, no system-level simulators are currently available to support

and boost research activities in this direction. To bridge this gap, the contribution of this work

is twofold. First, it presents a novel simulation tool, conceived as a new module for the open-

source 5G-air-simulator, modeling NB-IoT satellite-based communication systems. Specifi-

cally, it implements several link-to-system abstraction models (embracing transmission, prop-

agation, and reception mechanisms), the cell selection procedure, and a configurable satellite

constellation. Furthermore, these essential features are successfully integrated within the rest

of the 5G-air-simulator, thus offering the opportunity to test flexible network deployments

(e.g., by varying the number and the distribution of users) under different application statis-

tics. Second, to demonstrate the actual effectiveness of the developed tool, this work also

presents a preliminary performance assessment of a NB-IoT satellite-based communication

system enabling reference monitoring scenarios. The conducted system-level study highlights

how network and satellite configurations significantly impact system performance in terms of

communication latency and service reliability.

3.1 An Overview on Satellite Nb-IoT

3.1.1 State of the Art on Non Terrestrial Networks and NB-IoT

The role of satellite technologies to extend the terrestrial network is of fundamental impor-

tance for LP-WAN services. Indeed, satellite IoT systems are able to provide efficient solutions

in remote areas where terrestrial technologies fail or do not exist. The uniqueness of the NTNs

in this aspect allows to guarantee service continuity of the Machine-to-Machine (M2M) and

IoT devices even in critical situations or for emergency services, in particular in the maritime

and aeronautical fields, promising countless advantages thanks to an enormously more exten-

sive coverage and improvement in terms of scalability and availability [3]. In [181] important

issues on the satellite technology are discussed, such as interoperability of heterogeneous

networks and QoS management. In addition, it is explained that there is no real awareness of

the potential advantages deriving from the use of satellites in such communication scenarios,

inviting to continue research in this direction.



34
Chapter 3. An Open-Source tool for Evaluating System-Level Performance of NB-IoT

Non-Terrestrial Networks

The fact that the integration of terrestrial and non-terrestrial networks is a key aspect of

new communication technologies is highlighted in [182]. Therein, LoRA, SigFox, and 5G

alternatives such as NB-IoT, are considered and evaluated for this purpose. Despite the gen-

eralized use of IoT, satellite systems typically target a few special use-cases and different

architectures and technologies for distinct use-cases and requirements are proposed and eval-

uated. The paper [32] studies the integration of satellite communication into 5G networks,

also using NB-IoT technology. Specifically, it shows that 5G devices can communicate at low

bit rates through satellites, alongside the terrestrial infrastructure. Moreover, it provides the

study on the sizing of the system and the modeling of the channel, thanks to calculations on

link budget by analyzing the performance required by the communication. The work in [33]

focuses on extending NB-IoT and LTE-M technology for NTN, complementing the existing

terrestrial deployment. The authors describe how the design of the terrestrial architecture

must be modified to support satellite communication, while identifying adaptations at the

physical level and proposing signaling schemes to support the new features. The importance

of extending NB-IoT coverage and services to a scenario using LEO satellite is highlighted

in [34]. Here, new coding and modulation schemes are proposed to improve the performance

of LEO satellite networks. A LEO satellite constellation is studied in [19] to provide NB-IoT

radio service. This technology holds promise for encouraging applications such as sensor re-

porting around the globe. Authors of [25] present an NB-IoT architectural solution based on a

LEO satellite to discuss the impact of the large Doppler shift. Also papers [24], [35] propose

an NB-IoT satellite architecture on LEO, analyzing the advantages of communication carried

out with this system. Specifically, these works propose an uplink scheduling technique able

to mitigate the differential Doppler shift up to a value tolerable by the standard. The work in

[26] considers an NB-IoT over satellite system, identifying various deployment options based

on satellite orbit, payload and cell type. A customized configuration for NPRACH is also pro-

posed, to reduce the negative impact of typical satellite channel impairments on the NB-IoT

Random Access procedure. The work [22] studies the design of an NB-IoT system using a

constellation of LEO satellites and proposes an algorithm to analyze the best configuration

to reduce the impact of the satellite channel, from a link-level point of view. In [36] the Bit

Error Ratio (BER) is evaluated to determine the number of collisions and their impact on a

satellite NB-IoT system, to accommodate the maximum number of devices in the proposed

communication scenario.

The majority of the aforementioned papers employ link-level simulators and focus the

attention on a single communication link. At the same time, recent works suggest that there is

a growing demand for flexible tools for designing and testing new algorithms and protocols for

NB-IoT-based satellite scenarios. Nonetheless, at the time of this writing, and to the best of

authors knowledge, there are no system-level simulators available to the research community

that specifically address the considered scenario.

In this context, the open-source simulation framework 5G-air-simulator [176] appears as

a solid instrument to carry out system-level analyses of a number of technical components

already standardized by the 3GPP. Indeed, 5G-air-simulator already provides support for a

variety of NB-IoT features. However, the available version of the simulator does not support

the NB-IoT technology in a satellite scenario. For these reasons, the work presented herein

proposes an open-source implementation of an NB-IoT satellite-based communication sys-

tem, built upon the 5G-air-simulator tool. Moreover, it is important to emphasize that there

exists some preliminary research work already using the baseline version of 5G-air-simulator

[183], [184], confirming that the simulation tool has recently gained currency also in SatCom.
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Figure 3.1: Overall vision of the interaction between the implemented sim-

ulator features.

3.2 The Proposed Simulation Module

The proposed module has been developed for the well known 5G-air-simulator tool, which

already provides the support to baseline NB-IoT features [176]. Starting from the initial as-

sumptions formulated for the reference network deployment, this Section describes the main

features of the proposed tool, including Link-To-System (L2S) model, management of blind

repetitions and their impact on BLER curves, cell selection, and mobility models for a constel-

lation of satellites. From one hand, the proposed L2S model perfectly integrates channel and

communication models widely accepted in the current state of the art. From another hand, the

rest of implemented features offers the opportunity to test new (because beyond the current

studies presented in the literature) SATCOM configurations, while satisfying the reference

3GPP specifications. Figure 3.1 shows a general overview of the implemented module and

remarks the interaction between different building blocks, presented below.
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Figure 3.2: The reference network architecture.
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3.2.1 Initial assumption on the Architecture

Fig. 3.2 depicts the NB-IoT Satellite-Based architecture considered in this work. The figure

points out two possible configurations regarding the distribution of the device on the ground.

A configurable number of fixed NTN terminals may be positioned randomly on the simulated

area, either following a uniform distribution or in many smaller clusters. This latter case al-

lows to simulate different use cases where NTN terminals are tightly deployed only in specific

areas.

Coverage and traffic profiles are other important aspects that have a major impact on the

choice of an effective satellite network architecture. First of all, it is critical to allow NTN

terminals to transmit data when needed, preventing the congestion of transmission buffers as

much as possible. For this reason, a satellite should have a relatively low orbital time to avoid

users remaining for too long without service. As expected, satellite communications present

serious propagation impairments, due to the long distance. In line with 3GPP guidelines [28],

this work assumes to use LEO satellites for guaranteeing feasible communication links with

a satisfactory levels of SNRs.

However, a single LEO satellite may not be able to run across its entire orbit at the afore-

mentioned rate. Therefore, it is necessary to consider several satellites per orbit, forming a

constellation, to drastically reduce the time periods during which ground-based devices re-

main without satellite coverage [21]. In this context, the Cubesats [185] are a solution that

provides low costs and several simplifications in the system deployments for the satellite con-

stellation. These small satellites composing the Satellite Platform can be assembled in a fully

scalable and flexible way in order to address the required performance, while keeping device

costs low. In this regard, the tool allows the possibility to configure the number of Cubesats

per orbit to ensure greater deployment flexibility.

Each NTN terminal is a 3GPP NB-IoT User Equipment (UE) able to use a direct satellite

access, thanks to an adapted Uu interface. The NB-IoT technology is used to implement the

service link, established between the NTN terminal and the remote satellite.

The feeder link is the radio link between the NTN Gateways and the Satellite Platform.

It is preferable to have a limited number of gateways in order to dramatically reduce system

costs, even though this leads to relatively longer periods of time of service unavailability, i.e.,

satellites can only offload their data when the feeder link is active. However, this is not a

problem since the targeted scenarios generally consider delay-tolerant applications.

According to this architecture, we assume that every satellite of the LEO constellation

implements a Base Station. As a consequence, NTN terminals are expected to perform again

the network attach procedure each time they are covered by a different satellite.

It is important to stress that during the creation of the NTN terminals in the configured

scenario only uplink channels are considered, i.e., the downlink transmission is not modeled.

Moreover, only Single-Tone transmissions are taken into account, in order to both achieve

better performance due to the increased robustness over the service link and further exploit

NB-IoT capabilities to manage a multitude of users thanks to its wise bandwidth management.

3.2.2 Management of Blind Repetitions

The first extension introduced in the 5G-air-simulator is the handling of the blind repetitions.

It provides the transmission in a bundle of the same Transport Block, replicated for a speci-

fied number of times. This key-feature enables the communication even at low SNR values.

Indeed, it is crucial to maximizing both the visibility time and the total throughput.

The number of total blind repetitions can be set for the NPUSCH transmissions via the

FrameManager::SetNRepmethod. Then, this value is retrieved when performing the schedul-

ing procedure. Specifically, now the methods RUsAllocation of both the implemented
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scheduler classes (i.e., FIFO and Round Robin) take into account this parameter while as-

signing RUs to users and finalizing the scheduling procedure. In this way, the reception event

happens after the correct amount of time, which depends on the number of repetitions and the

actual slot duration, as well as on the number of RUs allocated to the UE.

It is important to highlight that also the L2S model uses the adopted number of repetitions

to estimate a suitable BLER, as explained in what follows.

3.2.3 Link-to-System Model

In the context of non-terrestrial NB-IoT networks, one of the most important factors which

determine architectural decisions is represented by the satellite link performance, that allows

supporting direct connectivity between NTN terminals and satellite. Therefore the L2S model

is of fundamental relevance since it offers a simplified (but still accurate) abstraction of trans-

mission, propagation, and reception functionalities. It associates a link-level analysis to the

system-level simulation tool. Indeed, in a system-level simulator, it is reasonable to provide a

simplified channel model. Otherwise, it would result in excessive complexity and execution

time. This model contains the SNR expressions for both downlink and uplink channels, and

the BLER curves for each transmission mode.

The 5G-air-simulator did not originally model the radio channel for NB-IoT. Thus, a new

propagation loss model is developed to evaluate the signal received by the satellite, consider-

ing the non-idealities of the channel in the satellite scenario.

Specifically, the SNR is analytically modeled by taking into account the power gains and

losses due to the propagation over the radio channel. Given the elevation angle of the service

link, i.e., θel, and the carrier frequency, fc, the SNR SNR quantifying the link performance,

evaluated in dB, can be modeled as in Equation 2.1 [166]:

where P represents the signal transmission power and GANT represents the sum of the

antenna gains of satellite and NTN terminal (in dBi). PL is the free space path loss that

accounts for the radiowave attenuation due to propagation, and Limp represents additional

losses due to all the impairments considered, such as:

• the air attenuation, which accounts for the dry air absorption [168];

• the fog attenuation, which predicts the attenuation due to clouds and fog on Earth-space

paths [171];

• the attenuation due to atmospheric gas absorption, which estimates of gaseous attenu-

ation [167], [168];

• the attenuation due to droplets and rain fall, which estimates the slant-path rain attenu-

ation as described in [169];

• the polarization attenuation that accounts for the difference between the polarization of

the receiving antenna and the polarization of the incoming (incident) wave [166];

• the attenuation due to scintillation, which accounts for small time-scale fluctuations (on

the order of fractions of a second) of the amplitude and the phase of a radiowave [167].

In addition, DCF is the sum, in dB, of the diagram correction factors of transmitting and

receiving antennas. These factors take into account the mismatch between theoretical and real

antenna radiation diagrams, as a function of the elevation angle and the carrier frequency.

Finally, the noise powerN can be evaluated by taking into account the system noise power

at the receiving antenna, which is a function of the equivalent noise temperature at the satellite

and the noise figure of the amplifiers at the receiver front end (for a detailed computation of

the system noise power please refer to [167]).
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The PropagationLossModel::AddLossModel method is properly extended to obtain

the power value of the received signal by using the model described above.

For this purpose, a new header file is defined containing the results of the link-level analy-

sis, such as the received power from the satellite at NTN terminal side and the received power

from the NTN terminal at satellite side at different elevation angles, as well as the BLER

curves for each transmission mode.

The new method BLERvsSINR_nb-iot_SAT::GetRxPowerfromElAngle_SAT evaluates

the received power at the satellite side for each value of the elevation angle experienced by the

NTN terminal. As a consequence, during the reception, the satellite retrieves an SNR value

related to the uplink configuration used for the transmission, which reflects the quality of the

channel. In essence, this SNR value is exploited to estimate the BLER for the received block

using new SNR-BLER curves, which determines the probability that it has been correctly re-

ceived. Specifically, this operation is performed in the method nb-iotSimpleErrorModel::

CheckForPhysicalError.

To this end, the BLER is estimated by considering the chosen MCS, the number of used

RUs, the number of NPUSCH blind repetitions, and the SNR experienced at the satellite dur-

ing the reception. The BLER value is drawn by BLERvsSINR_nb-iot_SAT::GetBLER_SAT,

using SNR-BLER curves stored into the header file and generated using the MATLAB LTE

Toolbox [186].

As a representative example, Figure 3.3 depicts the BLER curves for a fixed TBS and four

blind repetitions.
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Figure 3.3: Example BLER curves for TBS of 256 bits and blind repetitions

set to 4.

3.2.4 Satellite Mobility Model

A new mobility model, i.e., SatelliteMovement has been defined. It manages the movement

of the satellites by defining their coordinates in the selected scenario. Figure 3.4 provides a

general overview on the implemented mobility model. Specifically, SatelliteMovement::

GetSatPosition tracks the position of the satellite. For the purposes of the simulation, and
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Figure 3.4: Key parameters of the implemented mobility model.

without loss of generality, satellites movement was considered exclusively in one direction

on a reference axis of the Cartesian plane, i.e., the x-axis. The point value of the considered

position refers to the centre of the beam that covers the area on the ground. Based on the

number of satellites in the orbit and the time instant, this method provides the updated value

of the position according to the following equation:

xSat(t) = x0,Sat + vsat(t mod ∆Tsat), (3.1)

where x0,Sat corresponds to the initial position of the satellite, vsat represents the relative

speed of the satellite spot beam on the Earth, t represents the time instant considered and the

modulo operation is needed to exploit the periodicity of the position function. Finally, ∆Tsat

represents the elapsed time between two different satellites. It is given by Torbit, that is the

time taken by the satellite to make one complete revolution around the Earth, e.g., about 94

minutes, over Nsat_per_orbit, that is the number of the satellites in a single orbit. ∆Tsat may

be expressed as:

∆Tsat =
Torbit

Nsat_per_orbit

. (3.2)

3.2.5 Cell Selection Procedure

The position of the satellites is useful for determining whether the entities involved in the

communication, i.e., NTN terminals and the satellite, are actually in reciprocal visibility and

therefore able to communicate or not. For this purpose, a new extension is introduced. This

computation is performed within the UserEquipment::UpdateUserPosition method.

First, NTN terminals not having an empty transmission buffer measure the power of the

downlink signal received from the satellite. To this end, an essential parameter to determine

the maximum coverage the cellular system can support is defined by the MCL and expressed

as follows:

MCL[dB] = PTX − PRX . (3.3)
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Figure 3.5: Cell Selection success probability at different SNR values.

PTX is the transmitted signal power by the satellite and PRX represents the received signal

power on NTN terminal side. The former is equal to 33 dBm of the parabolic reflector antenna

used for the simulation. The latter is estimated by the L2S model, specifically from the link

model for downlink channel, starting from the elevation angle. It can be evaluated since the

simulator knows both NTN terminal and satellite positions.

Once the MCL goes under a defined threshold, i.e. 164 dB, the NTN terminal starts the

attach procedure to the satellite. For evaluation purpose, the MATLAB LTE Toolbox was used

to estimate if the NTN terminal can retrieve the correct Cell Information from the downlink

signal at different SNR values.

Figure 3.5 depicts the success probability of the cell selection procedure. The NTN ter-

minal can start the Random Access Procedure after the attach procedure is successfully com-

pleted.

The NTN terminal continuously monitors the downlink power signal in order to main-

tain the connection with the satellite. Thanks to this approach, the simulator can model an

error during the Msg2 and Msg4 reception of the Random Access Procedure. If so, the pro-

cedure has to be rescheduled again. On the other hand, the NTN terminal may fail the attach

procedure even if it accomplishes the Random Access Procedure, breaking possibility to com-

municate.

3.3 Performance Evaluation

This section presents a preliminary performance assessment of an NB-IoT satellite-based

communication system for reference monitoring scenarios. To demonstrate the actual effec-

tiveness of the developed tool, the conducted system-level study highlights how network and

satellite configuration significantly impact system performance.

3.3.1 Simulation Scenario

The reference scenario is called nb-Cell-sat and the command-line syntax to investigate it is:

. / 5 G− a i r − s i m u l a t o r nbCel l − Sa t nS nU nC mcs nR p e r i o d boW spa ( seed ) ,
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Table 3.1: Parameters of the Scenario

Parameter Value

nS 4, 8 satellites

nU 1000, 3000, 5000, 10000 users [188]

mcl 164 dB

mcs 2, 4, 6, 8

nR 1, 2, 4

uplinkBand 1980-2000 MHz

uplinkConfig Single-Tone

spa 3.75, 15 kHz

rachPreamble 48

rachPeriod 240 ms

backoff 2048 ms

ueAntennaPower 23 dBm

eNBAntennaPower 33 dBm

seed 1-50

where:

• nS is the number of satellites per orbit;

• nU is the number of users in the simulation area;

• mcs is theMCS to be used for the transmissions;

• nR is the number of NPUSCH and NPRACH repetitions;

• spa is the subcarrier spacing;

• seed is an optional seed to initialize random quantities to different, but reproducible,

values in each simulation run.

For the simulation purpose, the fixed area on the Earth, that contains the NTN terminals,

was chosen with a circular shape as the same size of the satellite spot beam.

At the application layer, the selected traffic model is the periodic uplink reporting [187]. In

fact, monitoring is one of the most common use cases for MTC in NTNs [28]. The application

payload size follows a Pareto distribution with shape parameter α = 2.5, characterized by a

minimum size of 20 bytes and a cut off of 200 bytes. The split of inter-arrival time periodicity

is 1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%).

Regarding on the Random Access, the number of possible NPRACH preambles is the

maximum allowed by the standard, i.e., 48. We chose 240 ms as the NPRACH periodicity

while the Backoff Parameter is set to 2048 ms. In this way, the probability of collisions due

to the preamble retransmissions may be mitigated. Moreover, it is important to emphasize

that these values are also compatible with higher RTTs typical of NTNs [26]. The duration of

the RAR window and the Contention Resolution Timer are set in accordance with the defined

number of NPRACH repetitions.

The simulator also provides support to multiple coverage classes. However, in this case,

only one coverage class has been considered since all the NTN terminals are supposed to

experience the same level of coverage with respect to the satellite. In particular, we chose to

use an MCL value of 164 dB. The chosen scheduling algorithm is the Round Robin, since

it is proven to guarantee lower average delays with respect to FIFO and avoid the starvation

problem [189]. The duration of the simulation has been chosen in order to allow a vision of
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at least 8 cycles of visibility by the satellites on the area involved in the communication. We

considered a 20 MHz bandwidth from 1980 MHz to 2000 MHz frequency and a single NB-IoT

carrier. The main parameter settings considered in this study are summarized in Table 3.1.

This is strictly related also to the selected use case satellite scenario that reduces the trans-

mission time only to the visibility time. Then, it is not recommended to let a single user to

use the whole bandwidth, even if for a few milliseconds.

Different Key Performance Indicators (KPIs) have been measured by processing the out-

put trace files. In particular, the number of NPRACH preamble collisions and the end-to-end

delay are statistically analyzed. Finally, the average delivery ratio of the packets is investigated

for further completeness of the performance evaluation.
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Figure 3.6: ECDF of the NPRACH Preamble collisions
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3.3.2 NPRACH Preamble Collision

Figure 3.6 shows the number of NPRACH preamble collisions. First of all, the number of

Cubesats in the Satellite Platform greatly impacts NPRACH performance. In fact, with fewer

Cubesats, ground terminals remain without satellite coverage for longer periods. As soon

as they return in visibility, a great burst of NPRACH preamble transmissions occurs, hence

leading to several collisions.

Besides, also a greater number of NTN terminals leads to an overall higher number of

preamble collisions, as expected. For instance, with 4 Cubesats and 10000 NTN terminals, the

probability of having less than 100 collisions is below 10%. This demonstrates that NPRACH

represents a bottleneck for dense network deployments.

Finally, it is important to highlight that the cluster distribution impacts negatively on the

performance, and this is more true for a higher number of terminals. Indeed, according to the

implemented mobility models, all the users of a cluster come back in coverage practically at

the same time. In contrast, the attachment is more gradual when NTN terminals are uniformly

distributed.

3.3.3 End-to-End Packet Delays

End-to-End packet delays are reported in Figure 3.7. They are computed by taking into ac-

count the influence of cell selection, random access procedure, scheduling decisions, and the

actual physical transmission.

Following the previous NPRACH considerations, the most noticeable feature is that the

constellation numerousness significantly affects the end-to-end packet delays. In particular,

more Cubesats allow covering NTN terminals for more protracted periods, hence reducing

end-to-end delays. Besides, the amount of time needed to complete the random access pro-

cedure increases with a higher number of NTN terminals. Indeed, when more users perform

the random access procedure, the number of collisions rises. As a consequence, packet delays

also grow with the number of NTN terminals.

It is important to mention that, for 3000 and 5000 NTN terminals, the difference in per-

formance is barely noticeable. A considerably higher delay would be expected in the case

of 5000 NTN terminals since the number of collisions is higher. Nonetheless, the schedul-

ing delay is limited in such a case, precisely because fewer users successfully complete the

random access procedure. The other way around happens with 3000 NTN terminals. As a

consequence, performance is similar in both cases.

3.3.4 Delivery Ratio

To conclude, the packet delivery ratio (i.e., the ratio between correctly received packets and

transmitted packets) is analyzed for all the sets of simulations. Specifically, Figure 3.8 shows

the achieved average delivery ratio.
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Figure 3.7: Box plots of the end-to-end packet delays. Each box plots identi-

fies the median delay (i.e., the red line), the 25th and the 75th percentile (i.e.,

the bottom line and the top line of the blue rectangle), as well as the minimum

and the maximum measured delay value (i.e., the edges of the vertical black

line).
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Evidently, 8 Cubesats constellations hold the greatest packet delivery ratios. Conversely,

when a massive number of NTN terminals is deployed, performance is extremely reduced.

Nonetheless, it is important to emphasize that fewer satellites provide decent performance

(e.g., delivery ratios higher than 90%) for a reduced number of the NTN terminals. This also

highlights the fact that proper constellation dimensioning is crucial.

Finally, the aforementioned considerations for NPRACH and delays reflect in the obtained

delivery ratios, therefore proving the accuracy of the analysis.
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Chapter 4

On the Optimal Deployment of

Virtual Network Functions in

Non-Terrestrial Segments

In the upcoming 5G&B of mobile communication systems, space network entities will cooper-

ate with conventional terrestrial networks to provide three-dimensional wireless connectivity

around the World. By considering the resulting massive amount of data to be managed into

non-terrestrial segments, it will be necessary to dynamically configure functionalities across

space network entities. Preliminary contributions in this context focus on quasi-static sce-

narios, while ignoring the challenging issues (i.e., intermittent visibility, dynamic network

configuration, and communication delays) introduced by satellites’ movement and communi-

cation protocols enabling the integration of terrestrial and non-terrestrial networks. To bridge

this gap, this work presents a network architecture with novel orchestration capabilities of

services into non-terrestrial segments. In the proposed approach, the interaction between

terrestrial and non-terrestrial entities and the cloud has been detailed across service request,

configuration, and provisioning phases. Then, starting from a system model describing the

network configuration and the resulting deployment delays of services, an optimization prob-

lem has been formulated to dynamically allocate Virtual Network Functions (VNFs) among

LEO CubeSats over a looking-ahead horizon, based on service requests, computational capa-

bilities of the involved CubeSats, visibility matrices, and expected deployment delay bounds.

Finally, the proposed optimization problem has been solved through three heuristic strategies.

Computer simulations have been carried out to demonstrate the ability of the developed strate-

gies to achieve results close to the optimal solution and to ensure better performance against

a benchmark scheme.

4.1 Related Works

The dynamic provisioning of VNFs at the edge of the terrestrial networks has been widely

investigated in the current scientific literature. Most noteworthy contributions addressed this

topic by formulating optimization problems (quite often solved through heuristic techniques),

willing to reduce energy consumption [55], improve resource allocation [56], or minimize the

end-to-end delay [57]–[59]. Other works focused attention on the real-time provisioning of

services via VNFs. In this context, the proposed approaches have been conceived to lower the

migration cost of the VNFs [60], [61], maximize the security level of each VNF [62], reduce

the energy consumption [63], or minimize the end-to-end delay [43].

The advent of 5G&B-oriented use cases brought a rapid increment of research efforts fo-

cusing on NTN [44]. Recent contributions also emphasize the use of computational resources

onboard satellites for task offloading and advanced service provisioning to ground users [53].

However, the enticing solutions designed for the terrestrial network appear inadequate for the
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NTN infrastructure due to the motion of the satellite and the intermittent visibility offered by

a satellite constellation. In this context, the contributions discussed in [64]–[67], [69], [70]

addressed the task offloading theme over the NTN segment, but without explicitly mentioning

the usage of VNFs. These solutions have been conceived in order to improve the load balance

in the network, by separating services into different network slices [64], manage the alloca-

tion of communication [65] or computational (i.e., processing and storage) [66] resources in

order to maximize the number of accomplished requests, as well as minimize the end-to-end

delay [67], [68]. Likewise, the strategy presented in [69] aims to lower energy consumption

by optimizing the satellite resources according to the forecast number of ground users to be

served. Furthermore, the solution proposed in [70] jointly minimizes the energy consumption

and the end-to-end delay by handling the offloading and the resource allocation strategy with

a game theory and Lagrange multiplier based methods.

Other contributions, such as [71]–[76], [78]–[80] tackled such an important research topic

by leveraging the virtualization and quick reconfiguration capabilities provided by the NFV

and SDN paradigms, respectively. Most contributions in this context aim to maximize the

number of the accomplished request in each time interval [71]–[77] by solving the proposed

optimization problem with meta-heuristic solutions. Furthermore, other works minimize the

bandwidth usage with a greedy approach solution [78], minimize the end-to-end delay [79]–

[81], or increase the link reliability [190].

Without a doubt, the current state of the art, as summarized in Table 4.1, provides pre-

liminary (but very valuable) approaches to the task offloading problem in NTN. However, all

of the reviewed solutions present some shortcomings that must be addressed in the ongoing

research activities. To begin, they usually develop a system model by assuming a quasi-static

scenario, willing to manage the task offloading process within the single upcoming time slot.

Differently, the mobility of satellites belonging to a given constellation requires the definition

of more complex and sophisticated schemes supporting, for example, a looking-ahead opti-

mization. Furthermore, the communication protocol enabling the interaction and the config-

uration into NTN segments is quite often neglected. On the contrary, this work would extend

the current state of the art by offering concrete answers to these challenging research issues.

Figure 4.1: The reference network architecture.

4.2 The proposed approach

This Section describes the proposed network architecture and the related protocol interaction

enabling the on-demand provisioning of customized services into NTN segments. Then, it

presents a novel looking-ahead optimization problem, based on an accurate system model
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Table 4.1: Review of Related Works.

References Satellite NTN End-to-end Real time Satellite visibility Looking Protocol Stack

Architecture Network Delay On-Demand VNF Constraints Ahead Design

Design Optimization Deployment for LEO constellation Optimization

[55] ✓

[56] ✓

[57] ✓ ✓

[58] ✓ ✓

[59] ✓ ✓

[43] ✓ ✓

[62] ✓

[61] ✓

[63] ✓

[60] ✓

[64] ✓ ✓

[66] ✓ ✓

[65] ✓ ✓ ✓

[69] ✓ ✓

[70] ✓ ✓

[67] ✓ ✓

[79] ✓ ✓ ✓ ✓

[68] ✓ ✓

[76] ✓ ✓ ✓

[72] ✓ ✓

[78] ✓ ✓

[74] ✓ ✓ ✓

[75] ✓ ✓ ✓ ✓

[80] ✓ ✓ ✓ ✓ ✓

[81] ✓ ✓ ✓ ✓

[190] ✓ ✓ ✓

[77] ✓ ✓

[73] ✓ ✓ ✓ ✓

[71] ✓ ✓ ✓ ✓

This work ✓ ✓ ✓ ✓ ✓ ✓ ✓

describing the expected delays for deploying services, according to the actual parameter set-

tings.

4.2.1 The reference network architecture

This work focuses on a NTN-based architecture in accordance with the recommendations dis-

cussed beginning with Release 17 [10] and progressing to the5G&B scenarios [1], in which

satellites host specific VNFs capable of processing the huge amount of data sent by heteroge-

neous NTN terminals deployed on the Earth’s surface [191].

The resulting network architecture is composed of User, Edge, and Cloud Layers, as de-

picted in Fig. 4.1.

At the User Layer, NTN terminals sharing the same organization and geographic region

and offering and/or offering the same service are grouped into the same cluster. In each

cluster, the service provider deploys and configures a dedicated entity, namely master node,

which is in charge of: i) realizing the need for a given cluster of NTN terminals to deliver

data and use specific VNFs deployed onboard the satellite, ii) announcing the service request

to the remote NFV Orchestrator hosted by the Cloud Layer, through space network elements

belonging to the Edge Layer, iii) learning the outcome of the orchestration algorithm, and iv)

announcing within the cluster of NTN terminals the presence of a satellite hosting a requested

service. Without loss of generality, it is possible to assume that the interaction among NTN

terminals and the master node is implemented through out-of-band communication, enabled

(for example) by LoRaWAN or WiFi technologies.

The Edge Layer includes a constellation of LEO CubeSats, Geostationary Earth Orbit
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(GEO) satellites, and NTN gateways. Today, the constellation of LEO CubeSats is consid-

ered as the widely used low-cost satellite platform because of its low overall infrastructure de-

ployment cost. Therefore, it concretely offers a cost-effective deployment of NTN segments,

thus fostering connectivity also in remote areas of the Earth [192]. In the proposed network

architecture, a LEO CubeSat represents the first contact point for the master node of a cluster,

issuing a service request. Such a request must be delivered to the remote NFV Orchestrator in

the Cloud Layer. Nevertheless, the constant movement of a LEO CubeSat makes intermittent

the connection with the NTN terminals on the ground. Specifically, they can establish a con-

nection with a given LEO CubeSat for a short period, namely visibility window, as depicted

in Fig. 4.2. Furthermore, even the connection with the NTN gateways spread on the Earth

is intermittent [193]. Indeed, to overcome this issue, the constellation of LEO CubeSats ex-

ploits inter-satellite links with a group of GEO satellites, granting connectivity even with the

lack of a persistent feeder link with NTN gateways. As a result, the multi-hop connectivity

established at the Edge Layer easily allows the LEO CubeSat to forward service requests to

the Cloud Layer. Additionally, once configured (i.e., through the protocol architecture and

optimization algorithm proposed in this work), LEO CubeSat can establish a connection with

NTN terminals and provide them with the required services.

Figure 4.2: Intermittent connectivity between terminals on the Earth and the

LEO satellite constellation.

Finally, the Cloud Layer includes the NFV Orchestrator, the VNF Manager, and the

Virtualised Infrastructure Manager (VIM). The NFV Orchestrator elaborates the VNFs de-

ployment instruction borne by the VNF Manager. The VIM provides an interface through

the SDN facilities that support the implementation of the optimization outcome by exploiting

its comprehensive knowledge of the network topology. Thus, the Cloud Layer exploits these

entities for the implementation of the optimization outcome by dynamically deploying VNFs

onboard the LEO CubeSats [194].

4.2.2 Protocol interaction

The protocol interaction between Terrestrial and non-Terrestrial entities belonging to User,

Edge, and Cloud Layers is detailed in what follows across three consecutive phases, namely

service request, configuration, and service provisioning (see Fig. 4.3).

Phase 1: Service Request. The master node realizes the need of a given cluster of NTN

terminals to deliver data and use specific VNFs deployed onboard one of the available LEO

CubeSat. As a consequence, the master node announces the service request to the first visible

LEO CubeSat. Subsequently, the NTN gateway receives the forwarded request through the

persistent feeder link ensured by the GEO satellite. Therefore, the NFV Orchestrator gathers

all the received requests by the Edge Layer and collects them into a list of unaccomplished

tasks.

Phase 2: Configuration. The Cloud Layer knows the set of unaccomplished tasks and

their processing requirements, the network topology, and the computational resources avail-

able in LEO CubeSats. Based on these details, it implements an optimal allocation of VNFs

(as discussed below), over the constellation of LEO CubeSats. Then, the NFV Orchestrator
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Figure 4.3: Interaction among network entities.

sends the optimization outcome to the VNF Manager, aiming at deploying the given VNFs

in the constellation. Subsequently, the Virtualised Infrastructure Manager receives the de-

ployment instruction forwarded by the VNF manager. Finally, the VNFs are deployed in the

constellation through the feeder link ensured by the NTN gateways and the GEO satellites.

The master node is finally informed about the deployment of the requested VNF onboard a

specific LEO CubeSat.

Phase 3: Service Provisioning. At the beginning of the Service Provisioning phase,

the master node notifies the cluster of NTN terminals about the presence of the given LEO

CubeSat configured to receive and process (via dedicated VNFs) their data. As anticipated be-

fore, the communication between the master node and NTN terminals can be enabled through

out-of-band communication, such as LoRaWAN or WiFi. Finally, the NTN terminals’ com-

munication can be supported by the requested services onboard that LEO CubeSat for the

whole visibility window. Obviously, the set of unaccomplished tasks is updated by removing

the services that are already deployed.

4.2.3 System model

Since the orbits of LEO CubeSats are independent of each other, the proposed system model

considers a group of LEO CubeSats belonging to the same orbit of a constellation. This choice

does not limit the generality of the presented methodology [193]. The main mathematical

symbols used to formulate the system model are reported in Table 4.2.

Indeed, letΣ = {σ1, . . . , σS} be the set of evenly spaced LEO CubeSats in the considered

orbit and S = ∥Σ∥ be the number of the LEO CubeSats in the considered orbit. Likewise,

the processing and memory capabilities of the z-th LEO CubeSat are expressed with c(σz)
and m(σz), respectively. Similarly, let Ψ = {ψ1, . . . , ψL} be the list of the master nodes

belonging to the clusters served by the LEO CubeSats of the considered orbit, with L = ∥Ψ∥
denoting the number of clusters. Finally, let Π = {π1, . . . , πW } be the list of the different

types of services provided by the Cloud Layer.

As well known, the amount of time required by a given LEO CubeSat to complete a rev-

olution around the Earth depends on the height of its orbit. The motion of the LEO CubeSat,

as Newton’s form of Kepler’s third law, that is: To = 2π
q

R3

GMe
, where To represents the

revolution time of the LEO CubeSat, R is the average radius of the orbit estimated as the dis-

tance from the center of the Earth, G is the gravitational constant, and Me is the mass of the
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Table 4.2: List of main symbols.

Symbol Description

Ψ List of clusters, L = ∥Ψ∥

Σ List of LEO CubeSats, S = ∥Σ∥

Π List of available services

ψi Master node of the i-th cluster

σz z-th LEO CubeSat

πw w-th service

c(σz) Processing capability of the z-th LEO CubeSat

m(σz) Memory capability of the z-th LEO CubeSat

t(rk,f ) Time slot in which the request has been generated

ψi(rk,f ) Master node of the i-th cluster that generated the request

πw(rk,f ) Requested service

τ(rk,f ) Provisioning upper bound delay

ξ(rk,f ) Processing load associated with request

ζ(rk,f ) Memory load associated with the request

λi Number of requests generated in a day for the i-th cluster

V(k) LEO CubeSat visibility matrix for the k-th time slot

B(k) Services deployment matrix for the k-th time slot

R(k) Set of pending requests at the k-th time slot

Tp Time slot duration

T (k) Time horizon at the k-th time slot

Earth [195]. Accordingly, a given same satellite can periodically communicate with a specific

cluster of NTN terminals every To. Anyway, since the LEO CubeSats in the considered orbit

are evenly spaced, the elapsed time between two consecutive visibility windows is stated as:

Tp =
To

S
= 2π

S

q

R3

G·Me
.

Based on these premises, the proposed system model assumes to partition time into time

slots, lasting Tp. Therefore, the consecutive steps belonging to the procedure described in

Section 4.2.1 are implemented over consecutive time slots. Specifically, requests are col-

lected by the NFV Orchestrator during the k-th time slot. Subsequently, the looking-ahead

optimization problem (formally described in Section 4.2.4) is solved within the (k + 1)-th
time slot. Finally, according to the solution of the optimization problem, the VNFs will be

deployed onboard satellites in the upcoming time slots, i.e., starting from the (k+ 2)-th time

slot and within a specified deadline.

The list of pending requests at the k-th time slot is denoted with R(k). Each request

rk,f ∈ R(k), where Fk = ∥R(k)∥ and f = 1, . . . , Fk, (delivered to the NFV Orchestrator)

includes the following information:

• the master node belonging to the cluster that generated the request, ψi(rk,f ),

• the requested services, πw(rk,f ),

• the time slot in which the request has been generated, t(rk,f ),

• the upper bound delay for the provisioning of the requested services, τ(rk,f ),

• the processing load associated with the request, ξ(rk,f ),

• the memory load associated with the request, ζ(rk,f ).

Without loss of generality, it is assumed that τ(rk,f ) is defined as a multiple of the time slot,

that is τ(rk,f ) = nTp.
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As anticipated, a cluster can establish a communication with only one LEO CubeSat dur-

ing a time slot and only for a short visibility window. Indeed, the proposed system model

introduces the V(k) matrix to represent the reciprocal visibility between LEO CubeSats and

clusters on the ground during the k-th time slot. Therefore, vi,z(k) = 1, with vi,z(k) ∈ V(k),
if the z-th LEO CubeSat can communicate with the i-th cluster in the k-th time slot. Other-

wise, vi,z(k) = 0. The values of the V(k) matrix depend on the deploying position of both

clusters and satellites in the network.

Furthermore, the services deployment matrix B(k) =
(

bw,z(k)
�

∈ {0, 1}L×S×T (k) con-

tains boolean flags denoting if the z-th satellite hosts the w-th VNFs when bw,z(k) = 1, with

bw,z(k) ∈ B(k). Otherwise, bw,z(k) = 0. In this case, it depends on the outcome of the

optimization problem, as defined in Section 4.2.4.

4.2.4 Optimization problem

The goal of the optimization problem proposed in this work is to dynamically deploy VNFs

onboard satellites while ensuring that:

• the deployment of the service must be performed within a strict deadline,

• for all the LEO CubeSats, the sum of the processing and memory requirements pertain-

ing to the deployed VNFs, is never greater than their capabilities,

• the sum of all the experienced service provisioning delays is minimized.

As mentioned in Section 4.1, prior works solely consider a quasi-static scenario and ne-

glect the movement of LEO CubeSat throughout the optimization process. Differently, this

work formulates a novel optimization problem willing to dynamically deploy VNFs across

LEO CubeSats, over a looking-ahead horizon.

Given the list of pending requests, that is R(k), and the set of the request’s upper bound

delay, that is T (k) = {τ(rk,1), . . . , τ(rk,Fk
)}, the proposed looking-ahead optimization al-

gorithm considers an observation time interval T (k) defined as:

T (k) = max T (k). (4.1)

According to the proposed system model, T (k) is a multiple of the duration of a single time

slot Tp. In the k-th time slot, the partial service provisioning delay already accumulated by a

generic request rk,f can be defined as the elapsed time between the generation and the current

time slot, that is k − t(rk,f ). Such a delay may increase, slot by slot, till the actual VNFs

provisioning onboard a given LEO CubeSat. Indeed, given the service deployment matrix for

all the time slots available till the end of the observation time interval T (k), the delay achieved

by the service rk,f can be formally defined as:

δ(k, rk,f ) =

T (k)
X

ν = 1

X

σz∈Σ

�

bw,z(ν) [k + ν − t(rk,f )]

�

, (4.2)

while considering that
PT (k)

ν = 1

P

σz∈Σ
bw,z(ν) ≥ 1, ∀rk,f ∈ R(k). Such an expression

implicitly assumes that the request will be accomplished at least by a single LEO CubeSat

within the time horizon T (k).
It is important to note that messages exchanged among the involved entities experience

communication delays. However, these delays can be safely considered much lower than the

duration of the time slot (as discussed in detail in Section 4.3.5), which is used as the minimum

time interval of interest for the conceived system model, the formulated optimization problem,
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and the resulting service provisioning. As a consequence, by assuming to observe the overall

system on a time-slot basis, the impact of both network architecture and interaction flow is

intrinsically taken into account.

The objective function to be minimized can be formally defined as the sum of all the

partial delays related to each pending request, as reported in what follows:

U(k) =
X

rk,f∈R(k)

δ(k, rk,f ) =

=
X

rk,f∈R(k)

"

T (k)
X

ν = 1

X

σz∈Σ

�

bw,z(ν) [k + ν − t(rk,f )]

�

#

.

(4.3)

Indeed, the dynamic allocation of VNFs across CubeSats, over a looking-ahead horizon,

is formulated in this work through an Integer Linear Programming (ILP) problem:

P1 : min
RΣ

X

rk,f∈R(k)

"

T (k)
X

ν = 1

X

σz∈Σ

�

bw,z(ν) [k + ν − t(rk,f )]

�

#

s.t.
X

rk,f∈R(k)

bw,z(ν) ξ(rk,f ) ≤ c(σz), ∀σz, ν (4.4a)

X

rk,f∈R(k)

bw,z(ν) ζ(rk,f ) ≤ m(σz), ∀σz, ν (4.4b)

X

σz∈Σ

τ(rk,f )
X

ν = t(rk,f )+2

bw,z(ν) vi,z(ν) = 1, ∀rk,f (4.4c)

bw,z(ν) ≤ vi,z(ν), ∀πw, σz, ν, (4.4d)

where (4.4a) specifies that the sum of the computing requirements of the VNFs deployed

on a given LEO CubeSat cannot exceed the CPU processing capabilities of the considered

satellite. Furthermore, (4.4b) states that the total amount of memory used by the allocated

VNFs on a given LEO CubeSat in any time slot must not exceed its memory capability.

Moreover, (4.4c) ensures that a VNF requested by a pending request is deployed, by the NFV

Orchestrator, no later than its deadline, beginning at least two time slots after the request is

generated (allowing for collection and optimization). Finally, (4.4d) mandates the NFV Or-

chestrator to deploy the VNFs only onboard specific LEO CubeSat capable of communicating

with the cluster within the deadline, specifically during its visibility window.

4.3 Performance evaluation

This Section investigates the effectiveness of the proposed methodology in different scenarios

and through computer simulations.

First of all, it is important to remark that the non-convex optimization problem formulated

in Section 4.2.4 is NP-hard. Indeed, a brute force strategy can be hypothetically used to test

all the binary combinations of the 3D matrix (i.e., B(k) =
(

bw,z(k)
�

∈ {0, 1}L×S×T (k)

), every time slot and for the overall observation time interval. Such an approach, however,

is feasible only for simple scenarios (e.g., with few LEO CubeSats and few clusters on the

ground). More in general, instead, the optimal solution cannot be retrieved in a polynomial

time.

At the same time, conventional optimization frameworks like Gurobi, CVXR, or Casadi

cannot be used in this context because they work with decision variables represented by 2D
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matrices, whereas the proposed approach deals with decision variables in the form of a 3D

matrix.

To bridge this gap and solve the formulated optimization problem three different heuristic

strategies, inspired by well-known meta-heuristic approaches (such as TS [83], SA [84], and

GLS [85]) have been properly developed and tested through a custom Python tool. More

details about the implemented algorithms can be found in Appendix 4.4.

The behavior of the developed strategies has been also compared with respect to a bench-

mark scheme, namely GR algorithm. Specifically, it deploys the required VNFs on the first

available LEO CubeSat with sufficient memory and processing power without utilizing any

optimization methods.

4.3.1 Preliminary Results

In this Section, the single iteration of the whole optimization procedure is analyzed in depth,

based on the work in [82]. In particular, the optimization problem formulated in Section 4.2.4

is solved by using a well-known meta-heuristic solution method, namely Tabu Search [83].

The system model, the optimization problem, and the aforementioned solution method have

been implemented in Python. The conducted study considers a scenario where the computa-

tional capability of each satellite is set to c(σz) = 3, ∀z, and the computational requirement

for each service request is set to ξ(rk,f ) = 1, ∀rk,f . It also assumes that security VNFs must

be provided within 10 time slots from the generation of the request. On the other hand, the

number of the clusters served by the constellation is set to L = 60.

First of all, the impact of the number of pending requests on system performance is in-

vestigated. To this end, it is assumed that each cluster may have only 1 pending request.

Moreover, service requests are generated in order to ensure an average number of pending

requests, that is µ, ranging from 15 to 30. Instead, the number of satellites in the orbit is set

to S = 3. Fig. 4.4a shows the Empirical Cumulative Distribution Function (ECDF) of the

service provisioning delays experienced by all the clusters. As expected, the delays increase

with the network load. A high number of requests in the same time slot, in fact, overloads

the constellation. Consequently, the clusters may wait for more visibility times before being

served by a satellite hosting the requested security VNF on board. In any case, however, the

targeted upper bound (equal to 10 time slots) is always satisfied. As well known, the Tabu

Search is able to find the optimal solution after a number of iterations, which strictly depends

from the initial solution randomly chosen by the algorithm. Indeed, there is not a specific

relation between the amount of iterations needed to solve the optimization problem and the

traffic load. Results reported in Fig. 4.4b just show that Tabu Search employs from 19 to 36

iterations to minimize the objective function.

The second study discussed herein investigates the impact of the number of satellites on

system performance, while setting the average number of pending request toµ = 15. Fig. 4.5a

confirms (once again) the ability of the optimization problem to satisfy the expected upper

bound delay. At the same time, Fig. 4.5b highlights that the number of iterations needed to

find the optimal solution generally increases with the number of satellites in the orbit. This is

due to the higher size of matrices managed by the algorithm. The only exception is registered

when S = 6. In that case, however, even if the number of iterations needed to solve the

problem is lower, their duration is higher (as discussed below). Indeed, the higher number

of satellites per orbit brings to an increment of the problem complexity. The complexity of

the proposed optimization problem is measured on the host machine with 4-core 3.5 GHz

CPU and 16 GB of RAM. The amount of time required by the Tabu Search algorithm to

find the optimal solution is reported in Table 4.3, for all the scenarios discussed before. It

is possible to observe that a simple machine, like the one adopted in the conducted study, is

able to solve the optimization problem before the end of the current time slot only for low
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number of satellites per orbit. On the contrary, in the case the number of satellites per orbit

is higher than 4, the optimal solution is obtained after a higher amount of time. Definitively,

it is possible to conclude that the computational complexity required to solve optimization

problem increases with the number of satellites per orbit. At the same time, however, it is

very important to remark that the feasibility of the proposed approach can be still reached

by using machines with higher computing capabilities, as well as by exploiting other meta-

heuristic solution methods.
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Figure 4.4: Impact of µ on network performance.
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Figure 4.5: Impact of S on network performance.

4.3.2 The considered use case

The 3GPP, starting from Rel-15 [196], began exploring the potential of a new communication

standard for NTNs, by examining various deployment scenarios and challenges. At the time

of writing, Rel-17 [5], [10] is investigating key issues related to business roles, service, and

network management when orchestrating services in the space segment [197]. The ease of

deploying LEO CubeSats satellite constellations is driving the growth of tailored services for

various companies [198], [199]. Indeed, since NTN segments are called to securely manage

an ever-growing amount of data, connections, and services, it is extremely important to envis-

age novel methodologies for the dynamic and optimal deployment of VNFs properly devoted

to security functionalities (including authentication, authorization, firewall, intrusion detec-

tion systems, intrusion prevention systems, and so on). Of course, given the limited amount of
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Impact of µ with S = 3 Impact of S with µ = 15

µ Tp [min]
Solving

S Tp [min]
Solving

Time Time

15 31.53 0.25 Tp 3 31.53 0.26 Tp
20 31.53 0.17 Tp 4 23.65 0.65 Tp
25 31.53 0.21 Tp 5 18.91 1.40 Tp
30 31.53 0.11 Tp 6 15.76 1.89 Tp

Table 4.3: Solving time.

Table 4.4: Computational Capabilities Exposed by LEO CubeSats for the

Considered Services [201].

Symbol Parameter Value

m(σz) Memory capability 64 GB

c(σz) CPU processing capability 128 Gigacycles/s

βc Maximum aggregated throughput 92 kbps

resources on the LEO CubeSats, these security services should only be activated as needed to

conserve onboard resources [200]. To this aim, security VNFs are considered to demonstrate

the effectiveness of the proposed approach in a realistic use case. It’s worth noting that our

scenario does not restrict the use of the proposed approach in other contexts.

4.3.3 Parameter setting

The study has been conducted by varying the number of clusters deployed on the Earth’s

surface, the number of LEO CubeSats in the orbit, and the average number of services issued

in a day by each cluster.

The altitude of LEO CubeSats is set to 500 km. The corresponding orbit period is equal

to To = 5676s. Moreover, the number of LEO CubeSats, that is S, in the orbit, is set to 3 and

5. Indeed, based on the number of satellites per orbit, Tp is equal to:

Tp =

(

1892 s, if S = 3,

1135 s, if S = 5.
(4.5)

Considering the time slot duration, the impact of processing and transmission time, in the

order of milliseconds, can be negligible.

It is assumed that each LEO CubeSat is equipped with a PowerEdge R6515 with AMD

EPYC 7702P, 2.00 GHz, 64 core, and 64 GB RAM [201], as indicated in Table 4.4.

In the considered scenario, the clusters are uniformly distributed on the Earth’s surface

covered by the considered orbit. In particular, the number of clusters L varies between 100

and 200. Let λi be the average number of requests generated by the i−th cluster in a day,

set to 6 and 12 events per day. Accordingly, the average number of requests received by

the Cloud Layer in a day is equal to λ = λiL. Data generated by terminals belonging to

each cluster can be processed by means of services summarized in Table 4.5. The service is

chosen randomly for each request. The expected computational capabilities of VNFs strictly

depend on the amount of data generated by each cluster. The proposed study considers a

worst-case scenario, in which each cluster exploits the overall available satellite bandwidth

during the related visibility time to send data, denoted with βc bps. Therefore, given the CPU
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Table 4.5: Security Services Requirements for VNFs implementation.

Provider Service
ξc ζ(rf )

[cycles/bit] [GB]

Fortigate VM [202]

NGFW 9 4

IPSec VPN 14.5 2

Threat Prot. 11.3 4

Cisco ASAv [203]
Stateful IDS 4.2 4

AES VPN 6.9 2

Juniper vSRX [204]

FW 2.3 2

IPS 2.4 2

APPMonitor 1.5 2

Others
Snort IDS/IPS [205] 9.5 2

OpenVPN AES-NI [206] 31 4

cycles required to process one bit, that is ξc cycles/bit, the overall processing requirement of a

service is equal to ξ(rf ) = ξc · βc cycles/s [43]. The conducted study assumes that the radio

access technology used in the link between LEO CubeSat and clusters is the NB-IoT. In this

case, βc = 92kbps [207].

4.3.4 KPIs

The evaluated KPIs include:

• deployment delay of services: it represents the amount of time (expressed as a multiple

of the time slot) needed to deploy a VNF requested by a group of NTN terminals on a

specific LEO CubeSat. In general, and according to the design principles at the basis of

the conceived approach, it is expected the deployment delay ranges from a minimum of

two time slots (one slot is required to deliver the request to the Cloud Layer during the

Phase 1 and the other one is required to elaborate the deployment instructions during

the Phase 2) to the expected upper bound delay,

• percentage of computational resources (including RAM and CPU) consumed by

LEO CubeSats for hosting the deployed VNFs: it represents the amount of RAM and

the processing capabilities utilized onboard each LEO CubeSat in relation to the total

amount of resources hosted in the space segment,

• average processing time of each heuristic algorithm in solving the optimization

problem: it represents the amount of time (expressed in seconds) spent by the Cloud

Layer in evaluating the optimal deployment of VNFs requested by the pending services.

Computer simulations consider an observation period of 60000s, embracing multiple vis-

ible time intervals. Moreover, the analysis of deployment delay of requested services and

the percentage of computational resources consumed onboard satellite has been organized

into two parts. The former focuses the attention on a specific simulation run (e.g., network

realization) and illustrates the considered KPI as a function of time. The latter, instead, re-

ports minimum, average, and maximum values, as well as the 25th and 75th percentile of the

measured KPI, obtained by considering numerous realizations.
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(h) L = 200, λi = 12, and

τ(rf ) = 12 hours.

Figure 4.7: Confidence interval for the deployment delay of security ser-

vices.
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Figure 4.6: Deployment delay of security services.

4.3.5 Deployment delay of security services

Fig. 4.6 shows the deployment delay of the deployed security services, experienced for a single

specific test. Moreover, reported results have been obtained by averaging the deployment
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Figure 4.8: RAM utilization.

delays experienced by each service request across moving windows of 5 time slots each.

Looking at the behavior of the benchmark scheme, that is the GR algorithm, it is possible

to observe that it cannot provide a feasible solution in several scenarios, including the one with

3 LEO CubeSats, 100 clusters on the ground, and an upper bound delay equal to τ(rk,f ) = 6
hours, as well as the one with the same upper bound delay, 200 clusters on the ground, and

5 LEO CubeSats. All these negative results are achieved because the GR algorithm tends to

overload LEO CubeSats thus being not able to accept further requests.

On the contrary, the proposed approach always guarantees feasible solutions, indepen-

dently from the heuristic algorithm adopted to find a solution for the formulated optimization

problem. More specifically, obtained results show that the deployment delay increases with

the number of clusters. In fact, the more clusters interact with the NTN segment, the higher

the number of pending requests to be handled by the NFV Orchestrator at each optimization

round. In these conditions, the NFV Orchestrator may encounter a lack of available resources

across the first visible LEO CubeSats. Therefore, it is obliged to delay the deploy the VNFs by

considering other future time slots (according to the conceived looking-ahead time horizon

logic). Indeed, a longer deadline introduces a higher extent of the solution space, bringing an

increment of deployment delays. Furthermore, regardless of the number of LEO CubeSats in

the orbit, the deployment delay remains almost the same in the majority of the investigated

scenarios. It relies on the exploration strategy of the optimal solution in the solution space for

each heuristic approach.

To provide a further insight, additional tests have been conducted to collect performance

levels by considering multiple realizations. Indeed, Fig. 4.7 depicts minimum, average, and

maximum values of the experienced deployment delays, together with both the 25th and 75th

percentile. The analysis of the GR algorithm has been omitted in this case because the pre-

vious analysis already highlighted its inability to provide feasible solutions in the most of

investigated scenarios.

Regarding the proposed approach, instead, all the obtained results confirm the analysis

reported in Fig. 4.6. Moreover, it also shows that the greatest deviation from the average
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(c) L = 100, λi = 6, and
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(h) L = 200, λi = 12, and

τ(rf ) = 12 hours.

Figure 4.9: Confidence interval for the RAM utilization.

value (up to 30%) is registered in scenarios with 3 satellites and when the SA method is used.

Conversely, with 5 satellites, the maximum deviation (up to 13%) is obtained with the TS

method. In any case, obtained results always demonstrate the ability of the developed heuristic

strategy to meet the expected quality of service constraint in all the considered scenarios.

To conclude, it has emerged that TS outperforms the other approaches in almost all sce-

narios with a low number of LEO CubeSats (i.e., 3) in the orbit, by reducing up to 25% the

deployment delay of services. On the contrary, SA well suits scenarios with a higher number

of LEO CubeSats (i.e., 5), for which it reduces up to 20% of the measured deployment delay.

4.3.6 Percentage of computational resources consumed by LEO CubeSats

Fig. 4.8 shows the percentage of RAM consumed by the deployed VNFs over time. Also

in this case, reported curves have been generated by considering a single specific test and

by averaging the measured KPI among all the satellites and across moving windows of 5

time slots each. It is important to remark that Fig. 4.8 depicts a specific realization that is a

time-varying process and jointly influenced by the random number generator adopted by the

simulation tool, the statistical generation of service requests (see, for instance, the variable

λi of the i-th cluster), and the chosen optimization strategy. Peaks in Fig. 4.8 are registered

when the network is handling a larger number of requests.

In line with the previous comments, the GR algorithm does not present feasible solutions

for all the investigated scenarios. In those (few) configurations where it provides an effective

deployment of VNFs, the percentage of consumed RAM is comparable with respect to results

registered by the strategies proposed in this work.

As expected, the higher the number of served clusters, the higher the resulting memory

consumption onboard the satellites. Furthermore, a wider deadline and higher number of

LEO CubeSats in the considered orbit causes a higher extent of the set of feasible solutions

to explore. As a result, the memory resources are allocated less efficiently by each heuristic

algorithm. It is noteworthy to highlight that the SA-based strategy registers better allocation

of memory resources in scenarios with a higher number of satellites.
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(h) L = 200, λi = 12, and

τ(rf ) = 12 hours.

Figure 4.10: CPU utilization.

On the other hand, Fig. 4.10 shows the percentage of the CPU usage. Due to the low data

rate of the considered radio access technology (i.e., NB-IoT), the processing capability never

represents a blocking condition for the deployment of the VNFs.

With reference to parallel tests, Fig. 4.9 and Fig. 4.11 depict minimum, average, and

maximum values, as well as the 25th and 75th percentile, of both RAM and CPU usage,

respectively. Here, Fig. 4.9 highlights that the SA-based strategy exhibits the most significant

deviations from the mean value, both for the configurations involving 3 LEO CubeSats and

5 LEO CubeSats. Notably, within the multiple realizations, the largest deviation recorded is

up to 50% and 60% from the mean value, respectively. Fig. 4.11, instead, illustrates that the

CPU usage remains consistently below 20%, with a negligible deviation from the mean value.

Note that, also in this case, the analysis of the GR algorithm has been omitted because of its

inability to provide feasible solutions for all the considered scenarios.

4.3.7 Processing time

The processing time emphasizes the computational burden required by each heuristic algo-

rithm to find a solution to the optimization problem. It has been evaluated with a computer

Intel(R) Xeon(R) Bronze 3106 CPU with 16 cores at 1.70GHz and 92 GB of RAM. In this

case, the number of clusters deployed on the ground is set to 100, 150, and 200. Results are

shown in Fig. 4.12.

The evaluation of the processing time for the GR algorithm is negligible because it just

defines the VNFs allocation without implementing any time-consuming task.

Particularly important is the processing time for the proposed approach. The developed

heuristic strategies, in fact, are called to provide an optimal and feasible solution within a

threshold represented by the time slot duration. Only in this way, they will be able to trigger

the deployment of VNFs onboard LEO CubeSats in time.

From the analysis of Fig. 4.12, it is possible to observe that only the TS-based strategy

reaches a high value of processing time, very close to the threshold (i.e., the time slot duration).
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τ(rf ) = 12 hours.

3 LEOs - T
S

3 LEOs - G
LS

3 LEOs - S
A

5 LEOs - T
S

5 LEOs - G
LS

5 LEOs - S
A

0

20

40

60

80

100

C
PU

 U
til

iz
at

io
n 

[%
]

(d) L = 200, λi = 6, and

τ(rf ) = 12 hours.

3 LEOs - T
S

3 LEOs - G
LS

3 LEOs - S
A

5 LEOs - T
S

5 LEOs - G
LS

5 LEOs - S
A

0

20

40

60

80

100

C
PU

 U
til

iz
at

io
n 

[%
]

(e) L = 100, λi = 12 and

τ(rf ) = 6 hours.

3 LEOs - T
S

3 LEOs - G
LS

3 LEOs - S
A

5 LEOs - T
S

5 LEOs - G
LS

5 LEOs - S
A

0

20

40

60

80

100

C
PU

 U
til

iz
at

io
n 

[%
]

(f) L = 200, λi = 12 and

τ(rf ) = 6 hours.

3 LEOs - T
S

3 LEOs - G
LS

3 LEOs - S
A

5 LEOs - T
S

5 LEOs - G
LS

5 LEOs - S
A

0

20

40

60

80

100

C
PU

 U
til

iz
at

io
n 

[%
]
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(h) L = 200, λi = 12, and

τ(rf ) = 12 hours.

Figure 4.11: Confidence interval for the CPU utilization.

Indeed, it is the heaviest heuristic approach in terms of processing load for each considered

scenario as demonstrated by the results. Nevertheless, by jointly taking into account all the

considered KPIs, since the SA-based strategy is able to find an optimal solution in a lower time

than other approaches, it represents the best choice for both processing time and deployment

delay of services, by saving up 95% in processing time than TS.

4.3.8 Comparison with the optimal solution

In conclusion, to further demonstrate the effectiveness of the proposed approaches against

the optimal solution, a comparison in smaller scenarios has been conducted. In detail, the

number of clusters on the ground L is set to 5, the upper bound delay τ(rf ) is equal to 6

hours, λi is set to 1, and the number of LEO CubeSat S ranges from 2 to 5. Fig. 4.13 depicts

how these heuristic schemes are able to produce results comparable to those expected by an

optimal solution. Obtained results allow to trust the effectiveness of the heuristic strategies

also in more complex scenarios.

4.4 Heuristic Implementation Details

The design and the implementation of the three heuristics are based on the following common

methods:

• As a first step, it is introduced a way to estimate the utility function starting from a

feasible solution, by exploiting the 3D matrix as input.

• Then, it has been implemented a method that helps to explore the neighbourhood of a

given solution (i.e., swap move) by applying a little variation from the initial one and

by checking its feasibility. For example, this is done by assuming to deploy a given

VNF on another LEO CubeSat of the orbit, as well as by assuming to make available

that VNF in a different time slot. It is worth noting that the parameters of each heuristic
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Figure 4.12: Processing time.

approach have been determined experimentally throughout the simulations to ensure

the optimal performance for each method.

• The iteration ends upon reaching a specific criterion, which varies depending on the

algorithm, as detailed below.

More specifically, the technique based on the TS meta-heuristic approach starts with an

initial random solution and proceeds through a sequence of swap moves that lead to a new so-

lution inside the neighbourhood of the current one, with the utility function assuming a value

smaller than the selected value. To avoid the trap of local minimum, TS permits "worsening

moves". However, it is possible to risk sliding back into the local minimum quickly after. To

cope with this issue, it is crucial to make the last moves in the search path "forbidden", so that

the algorithm cannot retrace its steps and fall back into the local minimum. Specifically, its

stopping condition is verified when the same solution (i.e., B(k)) is elected as the best solu-

tion on two different iterations in a row since exploring the same neighbourhood more than

one time is pointless.

The technique based on the SA meta-heuristic approach begins with the generation of

a random solution. After that, a new feasible one is generated by performing a swap move

starting from the original. If the new solution’s utility function is less than the initial one, it is

accepted as the new solution. Otherwise, it can still be accepted with a decreasing likelihood

as the search duration increases. If this probability is dropped too fast, the algorithm faces the

risk of being stuck in a local minimum. On the other side, increasing the chance of adopting

worsening solutions too slowly, lengthens the total search time. Specifically, to reach the equi-

librium state in a sufficient time, the likelihood is imposed by the Metropolis Criterion, which

is equal to min{1, e−(
U2−U1

T
)}, where U1 and U2 express the value of the utility function of

starting solution of the iteration and the newly generated one, respectively. T is the decreas-

ing factor that drives the final equilibrium state. Finally, the maximum number of iterations

is equal to 10000.

Furthermore, the technique based on the GLS meta-heuristic approach represents a search

algorithm that generates solutions to problems by using strategies inspired by natural genetic

populations. The basic idea is to create a population composed of random feasible solutions
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Figure 4.13: Comparison with the optimal solution with L = 5 and

τ(rf ) = 6 hours.

to a given problem. In particular, each element in the population can be utilized to generate

new members of the population through crossover or mutation, specifically, by combining

two alternative solutions to obtain another one. In detail, the optimal solution search starts

with a population of 400 feasible solutions, which are then used to define a set of 200 parents.

Finally, for each iteration, 80 new solutions are created by combining the others contained in

the set of parents. The maximum number of iterations for this algorithm is set equal to 100.
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Chapter 5

Fair Energy and Data Rate

Maximization in UAV-Powered

IoT-Satellite Integrated Networks

Non-Terrestrial Networks represent a valuable solution for providing connectivity to Internet

of Things (IoT) devices in remote areas, where classical infrastructure is unavailable. Due to

the low-power nature of IoT devices, an Unmanned Aerial Vehicle (UAV) can prevent the en-

ergy depletion of these Ground Nodes (GNs) by employing Wireless Power Transfer through

an array antenna. Starting from the mathematical modeling of such a scenario, two Mixed-

Integer Non-Linear Programming problems are formulated to fairly maximize (i) the energy

distribution and (ii) the total amount of data transmitted to a Low Earth Orbit CubeSat. There-

fore, it is necessary to optimize the drone kinematics, the transmission scheduling plan, and

the beamforming vectors of the array antenna. To cope with their non-convexity, both prob-

lems are mathematically manipulated to reach a tractable form, for which two optimization

algorithms are proposed and their complexity analyzed. To prove the effectiveness of the

overall solution, a comprehensive simulation campaign is conducted under several parameter

settings, such as number of GNs and UAV antenna elements with different transmission power

levels. Finally, the proposal is compared with a baseline, which confirms the superiority of

the proposal up to 7 times in terms of total transmitted data.

Notations: boldface lower case letters refer to vectors; j =
√
−1 is the imaginary unit;

xT is the transpose of a generic vector x; xH is the Hermitian of a generic vector x; x ⊗ y

denotes the Kronecker product between two generic vectors; x ∼ CN (µ, σ2) define a circu-

larly symmetric complex Gaussian distribution x with mean µ and variance σ2; Ix represents

the identity matrix of dimension x; Jx(·) denotes Bessel function of the first kind of order x;

O (x) denotes the time-complexity of an algorithm of input size x, i.e, big O notation. The

most significant parameters used in this work are summarized in Table 5.1.

5.1 Related Work

The scientific literature is currently focusing on enhancing traditional IoT networks by (i)

expanding their coverage and (ii) improving the battery life of the devices.

Regarding the former, some intriguing contributions include the design of (i) communica-

tion and protocol schemes by adapting terrestrial technology to the space segment [193], (ii)

resource allocation schemes able to improve energy efficiency [208], and (iii) more reliable

LEO satellite-terrestrial communication techniques [209]. In this context, UAVs employed

as mobile base station represent a valuable methodology to achieve ubiquitous connectivity.

For instance, the authors in [210] aim at improving the perceived network quality by the

user and minimizing the communication outages, while enhancing the data rate and the fair-

ness of the transmission. Most noteworthy scientific efforts placed a great emphasis on the
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pairing of these two technologies by defining a hybrid network that leverages UAVs as relays

to support satellite communications. In this context, the spectral efficiency and the outage

probability are optimized in [211] by proposing a UAV relay selection and power allocation

scheme. Other contributions design the transmission scheduling and the UAV trajectory to

increase the system capacity [212] and energy efficiency [213].

For what concerns the battery life of the devices, WPT emerged as a disruptive technol-

ogy for energy harvesting [214]. For instance, the authors in [215] propose a method that

allows a node to first gather energy and then use it to transmit. Specifically, they investigate

the optimal duration of a timeslot in a Time Division Multiple Access (TDMA) protocol,

which maximizes the spectrum efficiency. Other approaches also consider the presence of a

Intelligent Reflecting Surface (IRS) [216] to maximize the transferred power [217] and the

throughput [218] of the users.

Moreover, cutting-edge approaches integrated the potential of WPT technology with the

high mobility of the UAVs. A first setup is envisioned in [219] and [220], where energy-

constrained nodes are optimally served by a UAV which acts as a base station, powered by

WPT.

Recent works are also exploring the employment of UAV as a standalone WPT source.

Clearly, one of the most critical aspects to be optimized is the UAV trajectory, which affects

many facets of the mission, such as (i) the total amount of collected data [103], (ii) the age of

information [107], (iii) the energy harvested by the GNs [98], [99], [102], [104], [105], (iv)

the out-of-service probability [100], and (v) the UAV power consumption [101]. In particu-

lar, a novel scheme aided by an IRS, which simultaneously addresses WPT and information

transmission for IoT sensors, is proposed in [103]. The protocol is divided into two phases:

in the first one the drone recharges the devices while in the second one gathers the data. The

objective is to maximize the total network sum-rate by optimally deriving the trajectory, the

power allocation, the energy harvesting scheduling of the nodes, and the phase-shift matrix of

the surface. Furthermore, the authors in[107] investigate a scenario in which a UAV recharges

the GNs, collects data, and then transfers them to a data center. The aim is to minimize the

average age of information by jointly optimizing the UAV trajectory and the time allocated

for WPT. Moreover, the approach proposed in [98] intervenes by supplying power at GNs

with limited battery capacities deployed at remote areas. Given that UAV is employed as a

wireless power supplier and data collector, its overall energy consumption must be optimized

subject to task collection and resource budget requirements. In [100], it is discussed the min-

imization of the energy depletion of GNs, and hence their outage probability. The latter is

subject to the UAV elevation angle and the time slot allocation between the energy harvesting

and the information transmission of each GN. Finally, the authors in [101] study a scenario

in which a UAV is in charge of sustaining the devices of a network by periodically flying back

and forth from a fixed position. Two approaches are proposed to minimize the average UAV

power consumption by determining the trajectory, the duration of working periods, and the

charging phase. The works above, however, consider a single antenna to perform WPT. To

fill the gap, the approaches proposed in [104] and [105] investigate the impact of an antenna

array to increase energy efficiency by taking advantage of beamforming.

To the best of the authors’ knowledge, there is a lack of contributions that design and

evaluate the performance of a UAV-powered IoT network that relies on a LEO CubeSat for

information transmission. In this regard, this work proposes an optimization strategy to fairly

distribute energy via WPT operation across GNs, while maximizing the transmitted sensed

data.
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Symbol Description Symbol Description

N Number of discrete timeslots for the transmission phase. χSG
n,g Link budget for the link between the CubeSat and the GN.

K Number of discrete timeslots for the charging phase. ΥSG
n,g Link noise power for the link between the CubeSat and the GN.

G Number of GN. ΓSG
n,g SNR of the link between the CubeSat and the GN.

δ Duration of each timeslot, in seconds. RSG
n Maximum achievable data rate of the CubeSat-GN link.

qU

k Position of the UAV in cartesian coordinates. B GN-CubeSat channel bandwidth.

vU

k Velocity of the UAV in meters per second. MCL MCL.

qS
n Position of the CubeSat in cartesian coordinates. ∆SG

n,g Uplink coupling loss between the CubeSat and the g-th GN.

dUG

k,g Distance between the UAV and the g-th GN. vS Orbital speed of the CubeSat over Earth.

dSG
n,g Distance between the CubeSat and the g-th GN. GE Earth’s gravitational constant.

θSG
n,g Inclination angle between the CubeSat and the g-th GN. M E Mass of the Earth, expressed in kilograms.

φSG
n,g Azimuth angle between the CubeSat and the g-th GN. vF CubeSat speed footprint over Earth in meters per second.

ϑSG
n,g Elevation angle between the CubeSat and the g-th GN. F S CubeSat footprint diameter, expressed in meters.

r Earth radius, expressed in meters. T V CubeSat visibility time, expressed in seconds.

Λ Transmission scheduling plan. θUG

k,g Inclination angle between the UAV and the g-th GN.

Ω Recharge scheduling plan. φUG

k,g Azimuth angle between the UAV and the g-th GN.

LI
n,g Communication loss between the CubeSat and the g-th GN. hk,g Channel vector of the UAV-GN WPT link with Rician fading.

GS
n,g, G

G
n,g Antenna gain of LEO CubeSat and GN. κ Rician K-factor.

ζ Free space phase constant. γk,g Channel gain of the UAV-GN WPT link.

ϱ Effective radius of the CubeSat antenna. Ek,g Energy harvested by the g-th GN, expressed in Joules.

f SG, fUG Carrier frequencies in Hertz. P, P Transmission power of the UAV and the GNs in Watts.

Table 5.1: Main notations used in this work.

5.2 System Model

The entire mission, depicted in Figure 5.1, is divided into two phases. The first one consid-

ers a UAV wirelessly charging a set of G low-power GNs, while the second comprises the

transmission of sensed data from the nodes to a LEO CubeSat.

The first phase is uniformly split into K timeslots of duration δ seconds each. The UAV

flies at a fixed height zU and follows a discretized trajectory, denoted by qU

k = [xU

k, y
U

k]
T ∈ R

2,

at a velocity of vU

k ∈ R
2, with k = 1, . . . ,K. The GNs are uniformly deployed over an area

of interest with a diameter equal to dA and can be in either one of these three states: energy

harvesting, data upload, and idle. Moreover, each one is placed at known coordinates denoted

by qG
g =

�

xG
g, y

G
g

�T
∈ R

2, with g = 1, . . . , G. Therefore, it is possible to define the inclination

and azimuth angles, i.e, θUG

k,g and φUG

k,g, between the g-th GN and the UAV as

θUG

k,g = arccos
zU

dUG

k,g

, φUG

k,g = arctan2
yU

k − yG
g

xU

k − xG
g

, (5.1)

and corresponding distance as:

dUG

k,g =
q

∥qU

k − qG
g∥

2 + (zU)2. (5.2)

Similarly to the former, also the second phase is split into N equal timeslots of dura-

tion δ seconds. The LEO CubeSat is assumed to be at constant altitude zS, following a sun-

synchronous circular orbit, denoted by qS
n = [xS

n, y
S
n]

T ∈ R
2, with n = 1, . . . , N , at steady

speed vS ∈ R
2.

Thus, the inclination θSG
n,g and azimuth φSG

n,g angles, between the g-th GN and the LEO

CubeSat read:

θSG

n,g = arccos
zS

dSG
n,g

, φSG

n,g = arctan2
yS
n − yG

g

xS
n − xG

g

, (5.3)

where the CubeSat-GN distance dSG
n,g, also known as slant range [221], can be expressed as

dSG

n,g =
q

r2 sin2 ϑSG
n,g + (zS)2 + 2zSr − r sinϑSG

n,g, (5.4)

with r representing the Earth’s radius andϑSG
n,g = π

2−θSG
n,g being the elevation angle. Note that,

0 ≤ ϑSG
n,g ≤ π/2 and specifically ϑSG

n,g = 0 at the sunrise and the sunset, while ϑSG
n,g = π/2
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Figure 5.1: Reference scenario.

when the CubeSat is over the GNs. Since the altitude of the CubeSat is fixed, dSG
n,g de-

pends only on the elevation angle. Finally, according to the scheduling plan Λ = (λn,g) ∈
{0, 1}N×G, if the energy harvested in the first phase is sufficient, then a GN can transmit the

sensed data in the second one.

5.3 Drone Model

The UAV is equipped with an Uniform Planar Array (UPA), with S = L × W antenna ele-

ments, which works in one of the resonant frequencies of the GNs’ monopole antenna. Beam-

forming is adopted in order to maximize the power transfer to the GN of interest. Typically,

the air-to-ground links are characterized by a strong LoS component. However, the multi-path

fading caused by reflections on the ground is not negligible. Therefore, the Rician distribu-

tion is adopted to capture both LoS and NLoS components [222], thus granting a realistic

representation of the UAV-GN channel. Consequently, following Rician fading, the channel

vector for the Multiple-Input Single-Output (MISO) link between the UAV and the g-th GN,

characterized by the Rician K-factor κ, can be modeled as:

hk,g =

r

κ

κ+ 1
h̄k,g +

r

1

κ+ 1
h̃k,g ∈ C

S×1, (5.5)
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where

h̄k,g=
h

1, e−jℓd sin θUG
k,g

cosφUG
k,g , . . . , e−j(W−1)ℓd sin θUG

k,g
cosφUG

k,g

iT

⊗
h

1, e−jℓd sin θUG
k,g

sinφUG
k,g , . . . , e−j(L−1)ℓd sin θUG

k,g
sinφUG

k,g

iT

,

is the LoS deterministic component, which describes the large-scale fading phenomena, and

h̃k,g ∼ CN (0, IS) is the NLoS stochastic fluctuation due to multi-path propagation. More-

over, d is the distance between each element of the UAV’s UPA, ℓ = 2π
c f

UG, c is the speed of

light, and fUG the carrier frequency. Given the channel model description, the gain between

the UAV and each GN can be expressed as:

γk,g =

�

�

�

�

�

r

β
�

dUG

k,g

�

−2
wH

k hk,g

�

�

�

�

�

2

, (5.6)

where β denotes the channel power gain at the reference distance of 1 m, and wk ∈ C
S×1 is

the beam-forming vector.

The energy harvested by each g-th GN from the UAV can be non-linearly modeled [217],

[220] as:

Ek,g =
α0Pδγk,g

α1Pγk,g + α2
1

, (5.7)

where P is the transmission power of the UAV, and α0 = 0.399, α1 = 0.826 are positive

constants determined in [217], [223]. Note that the adopted non-linear model is preferred

with respect to a linear one, since it improves the overall accuracy and better estimates the

time required to recharge each GN.

5.4 Satellite Model

This Section discusses the model adopted to describe the uplink communication between

the GNs and the LEO CubeSat, to derive an expression of the link budget, which is then

employed to obtain the reciprocal visibility time, and hence the mission duration. Among the

possible channel models available in the scientific literature [224], the proposed one aligns

with the specifications outlined in 3GPP TR 38.811 [90]. It is worth mentioning that, since

the locations of GNs and the trajectory of the satellite are known, a compensation of the

frequency shift introduced by the Doppler effect can be always performed, and hence it is

not taken into account. Moreover, the considered uplink channel is typically characterized

by a large elevation angle of the LEO CubeSat with respect to GNs [225], thus leading to

a communication link dominated by a strong LoS component and hence a negligible slow

fading. Besides, the satellite is distant several hundred kilometers from the nodes, and hence

the channel is subject to a significant pathloss which makes the multi-path effect negligible

[226].

To avoid interference among different nodes, the communication system has been de-

signed in a TDMA fashion, such that at most one node per timeslot can communicate with

the LEO CubeSat. This comes with the advantage, differently from Frequency Division Mul-

tiple Access (FDMA), that the GNs can effectively exploit all the available bandwidth. Each

GN employs a COTS horizontally-oriented monopole antenna, assumed to be lossless, with

linear polarization that operates at frequency f SG in the S-band [166]. In particular, the
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antenna gain [166] can be expressed solely as function of the elevation angle ϑSG
n,g:

GG

n,g = 4
cos2(π2 cosϑ

SG
n,g)

sin2 ϑSG
n,g

R π
0

cos2(π
2
cosϑ)

sinϑ dϑ
. (5.8)

Likewise, the LEO CubeSat is equipped with a lossless circular patch antenna, whose gain

[166] can be expressed as:

GS

n,g = 4
cos2 φSG

n,gJ
′2
02 + cos2 θSG

n,g sin
2 φSG

n,gJ
2
02

R π/2
0 (J ′2

02 + cos2 θJ2
02) sin θdθ

. (5.9)

Specifically, J ′

02 and J02 read:

J ′

02 = J0(ζϱ sin θ
SG

n,g)− J2(ζϱ sin θ
SG

n,g), (5.10)

J02 = J0(ζϱ sin θ
SG

n,g) + J2(ζϱ sin θ
SG

n,g), (5.11)

with ζ being the free space phase constant and ϱ the effective radius.

Furthermore, the channel is characterized by different impairments [167] which can be

modeled as follows:

LI

n,g = LA

n,g L
R

n,g L
Sc

n,g L
P. (5.12)

In particular, LI
n,g is estimated by taking into account the air attenuation and the atmo-

spheric gas absorption LA
n,g [168], [171], [172], the rainfall droplet LR

n,g [169], [170], the

scintillation attenuationLSc
n,g [166], and the polarization attenuationLP [166]. The transmitted

signal of each GN undergoes polarization rotation during the propagation in the ionosphere.

It means that the signal may be polarized differently than intended on the satellite side. This

phenomenon can be mitigated by using a circular-polarized signal, causing a maximum mis-

alignment of π/4, which leads to LP = 2. Therefore, the combination of (5.8), (5.9), and

(5.12) leads to the definition of the link budget [167]:

χSG

n,g =
P GS

n,g G
G
n,g

LFS
n,g L

I
n,g

, (5.13)

where P defines the transmission signal power of the GN. Further, LFS
n,g [90] describes

the free space propagation loss, which depends on the carrier frequency∗ f SG and the GN-

CubeSat distance dSG
n,g.

Moreover, the receiver sensitivity [167] represents the noise power of the link and is de-

fined as

ΥSG

n,g = kB ηSG

n,g B, (5.14)

with kB being the Boltzmann constant, B the channel bandwidth, and ηSG describing the

equivalent system noise temperature for both antenna and receiver noise.

Once the link budget and the receiver sensitivity are defined, it is possible to obtain the

SNR as:

ΓSG

n,g =
χSG
n,g

ΥSG
n,g

. (5.15)

To evaluate the coverage of a radio access technology, the 3GPP introduced the MCL [227],

which expresses the maximum loss in conducted power level, that a system may tolerate to

∗It is assumed that fUG and fSG are different carriers defined in the S-band, such that the GN can employ the

same monopole antenna for both information transmission and energy harvesting without interference.
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properly establish a connection:

MCL =
P

P̂
, (5.16)

where P̂ is the minimum power required by the CubeSat to correctly decode the received

signal. Therefore, it is possible to express the current uplink coupling loss for the g-th GN in

the n-th timeslot as:

∆SG

n,g =
P

χSG
n,g

. (5.17)

Specifically, the GN is able to communicate with the CubeSat if and only if

∆SG

n,g ≤ MCL. (5.18)

It is worth noting that ∆SG
n,g is inversely proportional to dSG

n,g, and hence to the elevation angle

ϑSG
n,g. The minimum elevation angle able to satisfy (5.18) is denoted as ϑSG

MIN and the period

during ϑSG
MIN ≤ ϑSG

n,g is called reciprocal visibility time. Although the function of the coupling

loss is dependent on non-invertible components [168]–[172], ϑSG
MIN can be obtained by inter-

secting the coupling loss curve with the MCL thresholds defined by the standard, also called

coverage classes, shown in Figure 5.2.
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Figure 5.2: Maximum Coupling Loss thresholds of the coverage classes for

different CubeSat’s altitudes [163].

Proposition 1. Without loss of generality, if the diameter of the area of interest is much smaller

than the footprint of the CubeSat, its distance from each GN, defined in (5.4), is approximately

the same and can be expressed as dSG
n .

As a consequence of Proposition 1, it is considered the same reciprocal visibility period

for each GN, which in turn defines the total duration of the second phase δN , as derived

hereby.

The orbital period T S of the CubeSat is denoted by the following equation:

T S = 2π

r

(r + zS)3

GE M E
, (5.19)
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where M E and GE denote the mass and the gravitational constant of the Earth, respectively.

Furthermore, the orbital speed vS of an Earth’s satellite is:

vS =

s

GE M E

(r + zS)
=

2π(r + zS)

T S
. (5.20)

Once defined the orbital speed vS, it is necessary to compute the speed vF of the covered area

at the Earth side, namely footprint, as follows:

vF = vS − 2π
zS

T S
= 2π

r

T S
. (5.21)

Moreover, the footprint diameter FS can be expressed by:

F S = 2 zS tan(θSG

MIN). (5.22)

with θSG
MIN = π

2 − ϑSG
MIN. Therefore, the duration δN , which corresponds to the visibility time

T V can be obtained as:

T V ≜ δN =
F S

vF
=

2 zS tan(θSG
MIN)

r

r
(r + zS)3

GE M E
. (5.23)

Finally, as a further consequence of Proposition 1, it is also possible to consider the same

channel condition for each GN, and hence approximate Equation 5.15 as follows:

ΓSG

n ≃ ΓSG

n,g∀g. (5.24)

Consequently, recalling the well-known Shannon formula [228], the maximum achievable

data rate of a CubeSat-GN link is

RSG

n = B log2(1 + ΓSG

n ). (5.25)

5.5 Wireless Power Transfer Optimization

Define Q = {qU

k}
K
k=1, V = {vU

k}
K
k=1, and W = {wk}

K
k=1. The first phase concerning

the kinematics of the drone and the node battery charging can be optimized by solving the

following problem:

max
η1,W,Q,V

η1 s.t. (5.26a)

η1 ≤
KX

k=1

Ek,g, ∀g : 1, . . . , G, (5.26b)

qU

k+1 = qU

k + δvU

k, ∀k : 1, . . . , (K − 1), (5.26c)

qU

1 = qU

K = qU

0, (5.26d)

v1 = vK = 0, (5.26e)

∥vk∥ ≤ vMAX, ∀k : 1, . . . ,K, (5.26f)

∥vk+1 − vk∥ ≤ aMAXδ, ∀k : 1, . . . , (K − 1). (5.26g)
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Problem (5.26) aims at fairly maximizing the battery charge of all the nodes through con-

straint (5.26b). Equation (5.26c) describes the kinematics of the drone, with the given ini-

tial and final point of the trajectory qU

0 and the correspondent speed imposed by (5.26d) and

(5.26e), respectively. Moreover, (5.26f) and (5.26g) limit the maximum speed and accelera-

tion of the flight by vMAX and aMAX, respectively. However, (5.26) is a MINLP problem, and

hence intractable in the present form. In particular, the stochastic formulation of the channel

gain requires a dedicated strategy to derive an optimal solution. Therefore, the original prob-

lem is divided in two sub-problems, which are then alternately solved until convergence to a

quasi-optimal solution is achieved.

5.5.1 Sub-Problem 1: Charge Plan Optimization

The first sub-problem aims at optimizing the beamforming vectors W, such that the amount

of energy harvested by the GNs is maximized in a fairly manner, as follows:

max
η1,W

η1 s.t. (5.26b). (5.27)

Still, (5.27) is non-convex in W due to constraint (5.26b), which is affected by the stochastic

nature of the energy term Ek,g. To tackle this issue, the Maximum Ratio Combining [228] ap-

proach is adopted as beamforming strategy, which is indeed the optimal solution to maximize

the energy harvested by a single GN:

wk =
hk,g

∥hk,g∥
. (5.28)

Therefore, it is necessary to define a charging plan Ω = (ωk,g) ∈ {0, 1}K×G describing

which node is charged in each timeslot†. Hence, when a GN is selected, i.e., ωk,g = 1, the

energy term Ek,g can be rearranged combining (5.7) and (5.28) as

eEk,g =
α0Pδβ ∥hk,g∥2

α1Pβ ∥hk,g∥2 + α2
1

�
dUG

k,g

�2 , (5.29)

which, however, maintains a stochastic nature. Given an Out-of-Service probability ε, the

minimum guaranteed energy Ek,g harvested by a GN, i.e, ωk,g = 1, can be obtained as

follows:

P

�
eEk,g < Ek,g

�
= P

 
  ∥hk,g∥2 <

α2
1

�
dUG

k,g

�2
Ek,g

Pβ
(
α0δ − α1Ek,g

�

 
  

= F

 
  

α2
1

�
dUG

k,g

�2
Ek,g

Pβ
(
α0δ − α1Ek,g

�

 
  ≤ ε, (5.30)

with F (·) describing the Cumulative Distribution Function (CDF) of the stochastic energy

expression eEk,g in (5.29). It is worth noting that the latter follows a non-central chi-squared

distribution, and the correspondent CDF is

F (u) = 1−QS

�√
2Sκ,

p
2(κ+ 1)u

�
, (5.31)

†In this work, the side lobes that can eventually point to/illuminate other GNs are not considered, since their

contribution is negligible.
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where QS(·) is the Marcum Q-function of order S. Considering the worst-case scenario, in
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Figure 5.3: The CDF of the stochastic harvested energy eEk,g (left) and the

minimum harvested energy Ek,g (right) with ε = 0.01 and P = 49dBm, for

different number of antenna elements S and K-factor κ.

which (5.30) holds with equality, the final energy term Ek,g can be derived as

Ek,g =
α0PδβQ

2
S

α1PβQ
2
S + 2α2

1

�
dUG

k,g

�2
(κ+ 1)

, (5.32)

QS ≜ Q−1
S

�√
2Sκ, 1− ε

�
, (5.33)

where Q−1
S (·) is the inverse Marcum Q-function, which can be computed numerically or via

analytical approximation. Figure 5.3 shows the CDF of eEk,g (left) defined in (5.31) and the

derived energy term of Ek,g (right) obtained in (5.32).

Therefore, problem (5.27) can be rearranged as

max
η1,Ω

η1 s.t. (5.34a)

Ω ∈ {0, 1}K×G (5.34b)

η1 ≤
KX

k=1

ωk,gEk,g, ∀g : 1, . . . , G, (5.34c)

GX

g=1

ωk,g ≤ 1, ∀k : 1, . . . ,K, , (5.34d)

where Ek,g in (5.26b) has been substituted with (5.32). Moreover, constraints (5.34b) and

(5.34d) impose that the drone can only recharge one sensor per timeslot. Still, (5.34) is non-

convex due to the presence of the binary charging plan Ω. To cope with this issue, several

works in the scientific literature employ only the relaxation of the integer constraint followed

by a rounding procedure of the obtained values, which often results to be infeasible or far

from optimal in the best case. To avoid such a scenario and to derive a quasi-integer solution,

it is jointly employed (i) the relaxation of (5.34b), and (ii) an additional term in the objective
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function which encourages the adoption of a binary solution:

max
η1,Ω

η1 + ρ1

KX

k=1

GX

g=1

�
ωk,g −

1

2

�2

s.t. (5.35a)

0 ≤ ωk,g ≤ 1, ∀k : 1, . . . , (K − 1), ∀g : 1, . . . , G, (5.35b)

(5.34c), (5.34d).

In the above formulation, ρ1 ∈ R
+ acts as a weight that, if too low makes the additional

term ineffective, otherwise if too high causes η1 to become irrelevant. In the next Section,

an empirical rule for the problem scaling, including ρ1, will be discussed. Still, the objective

function is non-convex with respect to Ω. To cope with this issue, the SCA technique is

employed. Recalling that the first-order Taylor expansion is a global understimator for convex

functions, it is possible to lower-bound the objective function for the local point ωk,g, thus

leading to the final formulation:

max
η1,Ω

η1 + ρ1

KX

k=1

GX

g=1

ωk,g(2ωk,g − 1) s.t. (5.36)

(5.34c), (5.34d), (5.35b).

It can be verified that (5.36) is convex. The scheduling plan is obtained by updating the value

of the local point with the solution of the previous iteration, until convergence to a prescribed

accuracy ξ is achieved.

Finally, since Ω ∈ [0, 1]K×G, a round operation is performed. In particular, for each

timeslot k, only the ωk,g that has the maximum value is set to 1, while the others to 0. There-

fore, constraints (5.34b) and (5.34d) are satisfied.

5.5.2 Sub-Problem 2: Drone Kinematics Optimization

Given the charging plan Ω and the other results derived above, the trajectory-related parame-

ters and the transmission plan are hereby optimized. Note that η1 is re-optimized to derive a

fair solution from the energy-harvesting perspective. The second sub-problem reads:

max
η1,Q,V

η1 s.t. (5.37)

(5.34c), (5.26c)− (5.26g),

which however is non-convex due to the presence of the squared distance term dUG

k,g at the

denominator of Ek,g in constraints (5.34c). To tackle this issue, it is first necessary to intro-

duce a set of slack variables B = {bk,g ≥ 0}. Then, recalling the definition of the distance

in (5.2), the slack variables are lower-bounded such that

(
dUG

k,g

�2 ≤ bk,g. (5.38)
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Similarly to the previous sub-problem, the SCA technique is employed which leads to the

following inequality chain

Ek,g =
α2

α3 + α4bk,g
− α2α4(

α3 + α4bk,g
�2 (bk,g − bk,g) (5.39)

(a)

≤ α2

α3 + α4bk,g

(b)

≤ Ek,g,

where (a) is due to the first order Taylor expansion, (b) follows from (5.38), α2 ≜ α0PδβQ
2
S ,

α3 ≜ α1PβQ
2
S , and α4 ≜ 2α2

1(κ+ 1). Hence, problem (5.37) is equivalent to

max
η1,Q,V,B

η1 s.t. (5.40a)

η1 ≤
KX

k=1

ωk,gEk,g, ∀g : 1, . . . , G, (5.40b)

(5.26c)− (5.26g),

because in order to maximize the objective function it is necessary to maximize the new

energy term in (5.39) and hence minimize bk,g, until (5.38) holds with equality. Therefore,

problem (5.40) is convex with respect to Q,V, and B and it is iteratively solved until a pre-

scribed accuracy ξ is achieved.

5.5.3 Overall Optimization Procedure

A quasi-optimal solution for the original problem (5.26) is derived by iteratively solving the

two discussed sub-problems. It is worth specifying that, to avoid a waste of irradiated power,

at the end of the entire procedure, the recharging plan Ω is further improved by setting to zero

the entries which do not satisfy a minimum harvested energy threshold ν, which typically takes

place when the drone is too far from a specific node (as can be seen in Figure 5.3). For what

concern the time complexity, the first sub-problem is in the order of O
(
I1(KG+ 1)3.5)

�
,

where I1 is the number of iterations required by SCA. Similarly, the second sub-problem

has a complexity of O
(
I2(4K +KG+ 1)3.5

�
. Therefore, the joint complexity is given by

O
(
M1(I1(KG+ 1)3.5+ I2(4K +KG+ 1)3.5)

�
, where M1 is denotes the number of iter-

ations required to converge. More details can be found in Algorithm 1.

Algorithm 1 Optimization procedure.

Set qG
g and qS

k Compute RSG
k and QS Initialize bk,g , ωk,g for m : 1, . . . ,M do

for i : 1, . . . , I do
Solve (5.36) to obtain the objective function s1,i, η1, and Ω ωk,g ← ωk,g ∀k, g if i > 1 and

|s1,i − s1,i−1|/|s1,i| < ξ then
s∗
1,m ← s1,i; break

end

Round the optimized Ω for i : 1, . . . , I do

Solve (5.40) to obtain the objective function s2,i, η1, Q, and V bk,g ← bk,g ∀k, g if i > 1
and |s2,i − s2,i−1|/|s2,i| < ξ then

s∗
2,m ← s2,i; break

end

if m > 1 and |s∗
1,m − s∗

1,m−1
|/|s∗

1,m| < ξ and |s∗
2,m − s∗

2,m−1
|/|s∗

2,m| < ξ then
break

Round and process the optimized Ω

end
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Algorithm 2 Transmission Optimization.

Set qG
g and qS

k Compute RSG
k and QS Initialize λk,g for i : 1, . . . , I do

Solve (5.42) to obtain the objective function s3,i, η2, and Λ λn,g ← λn,g ∀n, g if i > 1 and

|s3,i − s3,i−1|/|s3,i| < ξ then
s∗
3
← s3,i; break

end

Rectify the optimized Λ

5.6 Ground Nodes-Satellite Transmission Optimization

Leveraging the results obtained in the previous optimized phase, i.e., the energy Ek,g har-

vested by the GNs, the second phase encompassing the GNs’ transmission scheduling can be

optimized by deriving the optimal solution of the following problem:

max
η2,Λ

η2 s.t. (5.41a)

Λ ∈ {0, 1}K×G (5.41b)

η2 ≤
NX

n=1

λn,gR
SG

n ∀g : 1, . . . , G, (5.41c)

δP

NX

n=1

λn,g ≤
KX

k=1

Ek,g, ∀g : 1, . . . , G, (5.41d)

GX

g=1

λn,g ≤ 1, ∀k : 1, . . . ,K. (5.41e)

Problem (5.41) focuses on fairly maximizing the sum-rate of all CubeSat-GN links through

constraint (5.41c). Moreover, (5.41d) states that a GN can transmit only if enough energy

has been harvested. Constraints (5.41b) and (5.41e) impose that only a GN can transmit

in each timeslot. However, also (5.41) is a MINLP problem and hence non-convex due to

(5.41b), which describes the binary nature of the transmission plan Λ. Following the same

rationale adopted to convexify problem (5.34), the binary constraint (5.41b) is relaxed and a

new constraint is added to the formulation. Again, to encourage the adoption of an integer

solution, one more addendum is introduced in the objective function employing the SCA

technique, thus leading to:

max
η2,Λ

η2 + ρ2

NX

n=1

GX

g=1

λn,g(2λn,g − 1) s.t. (5.42a)

0 ≤ λn,g ≤ 1, ∀n : 1, . . . , N, ∀g : 1, . . . , G, (5.42b)

(5.41c)− (5.41e).

The above formulation is convex and it is iteratively solved until a prescribed accuracy ξ is

achieved. Similarly to (5.36), Λ needs to be rectified to satisfy (5.41b). However, in this case,

λk,g is rounded to 1 only if the value is ≥ 0.99, otherwise it is set to zero. This operation

guarantees that the transmission takes place only if the scheduled GN has sufficient energy.

The time complexity associated with the reference problem is in the order ofO
(
I3(KG+ 1)3.5)

�
,

where I3 is the number of iterations required by SCA. More details of the overall proposed

algorithm can be found in Algorithm 2.
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Parameter Value Parameter Value

K {30, 60} [#] N 250 [#]

G {5, 10, 15} [#] B 180 [kHz]

L, W {15, 20} [#] δ 1 [s]

qU

0 [0, −15] [m] qS

0 [−795, 0] [km]

zU 1 [m] zS 1000 [km]

vMAX 15 [m/s] vS [6353, 0] [m/s]

aMAX 3 [m/s2] ϑSG
MIN 52 [deg]

fUG 2.4 [GHz] f SG 1995 [MHz]

ζ 0.42 [#] ϱ 3.05 [cm]

ηSG 615 [K] ν 0.005 [#]

ρ1 0.01[#] ρ2 2000 [#]

P {46, 49} [dBm] P 23 [dBm]

κ 10 [dB] MCL 154 [dB]

ξ 10−3 [#] ε 10−2 [#]

Table 5.2: Parameter settings.
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(c) Trajectory and served GN with K = 60.
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(d) Data rate with K = 60.

Figure 5.4: Analysis of the scenario with G = 5, S = 225, P = 49dBm,

and δ = 1 s.
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Figure 5.5: Convergence of the algorithms with G = 5, S = 225, P =
49dBm, and δ = 1 s.
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Figure 5.6: Average harvested energy for different parameters with δ = 1 s.

5.7 Numerical results and Discussion

In this Section, a simulation campaign is carried out to assess the effectiveness of the proposed

solution, which consists in sequentially executing Algorithm 1 and Algorithm 2.

The investigated scenarios involve different area sizes, i.e., 30x30 m2, 60x60 m2, and

100x100 m2, in which {5, 10, 15} GNs are uniformly deployed. The LEO CubeSat pursues

a trajectory that follows a uniform linear motion, starting from position qS

0 at velocity vS.

The parameters characterizing the CubeSat-GN link are set according to [193]. Furthermore,

considering a noise figure of 5 dB, the equivalent system noise temperature ηSG ≃ 615K
[166] is the sum of the antenna noise temperature and the receiver noise temperature, which

correspond to 290K and 150K, respectively. Moreover, the UAV is equipped with a squared

UPA of {255, 400} elements to wirelessly recharge each GN at {46, 49} dBm.
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The transmission power is set in compliance with the ITU-R M.2135-1 Report [229],

[230] for a LTE macro-cell deployed in urban and rural areas. All the simulation parameters

are summarized in Table 5.2.

A detailed discussion of the results, obtained by varying the aforementioned parameters,

is followed by a comparison between the proposed solution and a baseline approach.

5.7.1 Objective function scaling

The normalization of the objective functions of both problems is deemed necessary, since

their components have different orders of magnitude, which affect the optimization process,

and hence the final solution. The possible values of η1, given the involved parameters of

problem (5.26), range from∼ 10−1 to∼ 1, as can be verified by solving the relaxed problem

(5.36), with ρ1 = 0. Accordingly, to keep the fairness factor slightly above the additional

term introduced to encourage integer solutions, the following ρ1 = 10−2 is adopted. The

same rationale is applied for problem (5.42), thus leading to ρ2 = 2 · 103.

5.7.2 Analysis of the results

The first scenario considersG = 5GNs recharged by a drone equipped with a UPA ofS = 225
elements, with P = 49dBm and K = {30, 60}. Indeed, the goal is to highlight how the

duration of the first phase affects the second one in terms of obtained GNs’ data rate. In this

regard, Figures 5.4a and 5.4c jointly depict (i) the trajectory followed by the drone, and (ii) the

GN recharged during the flight, and (iii) the initial position of the UAV, which is coincident

with its final one. As it can be seen, in both scenarios, the trajectory paths tend to be straight

to save time, which is convenient to reduce the distance between the UAV and the served GN,

thus maximizing the energy income. It is worth noting that, thanks to the procedure performed

at the end of the recharging phase, the drone does not irradiate power when is too far from the

served GN, thus saving energy that would be not efficiently harvested by the nodes.

Furthermore, Figures 5.4b and 5.4d represent the data rate of nodes-satellite communi-

cations. It can be observed that the data rates are subject to the pathloss which affects the

satellite link. Indeed, the satellite trajectory is designed to firstly approach and then leave

the reference area, thus leading to increasing and then decreasing data rates, that visually re-

semble a parabola. In both configurations, the latter is centered around the mid-point of the

mission to maximize the overall sum-rate. However, for higher K, the effective transmission

time of the second phase increases and, as a consequence, the shape of the parabola changes.

This phenomenon is due to the fact that more energy is harvested in the recharging phase.

Therefore, the maximum data rate of ∼ 35 kbps is achieved always at ∼ 125 s, which corre-

sponds to the instant where the distance is minimized, i.e., the satellite is almost orthogonal to

the area. Instead, the minimum data rates achieved are∼ 34 kbps for K = 30 and∼ 31 kbps
for K = 60. Moreover, according to the constraints (5.41b) and (5.41e) which model the

TDMA protocol, the peaks of the curves never overlap.
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(d) Harvested energy.
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Figure 5.7: Analysis of the scenarios with G = {10, 15}, S = 400, P =
49dBm, K = 60, δ = 1 s.
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For the sake of completeness, Figure 5.5 shows the convergence curves of the proposed

optimization algorithms, specifically related to the first and second phases. It is noteworthy

that in the two chosen configurations, Algorithm 1 achieves convergence after 7 iterations at

most, while Algorithm 2 after 10 iterations, both with a prescribed accuracy of ξ.

To further investigate the impact on the harvested energy when the parameters involved

in the scenario vary, Figure 5.6 shows the average amount collected by a GN. As expected,

most of the unfeasible, i.e., no harvested energy, configurations involve a 100x100 m2 area.

Indeed, the speed and acceleration limits of the drone, together with the maximum duration

of the second phase, play the most important role in the mission feasibility. Clearly, also the

transmission power and the number of antenna elements are aspects that can also zero out the

gathered energy, especially for a significant number of GNs. This result is of fundamental

importance for the following analysis, since it provides a solid indication of which other con-

figurations can be studied. It is worth mentioning that, across all the examined scenarios, the

energy consumption of the UAV, which can be calculated with [231, Eq. 12], is significantly

lower than the commonly used commercial drones.

To provide further insights, two more configurations are investigated with G = {10, 15},
S = 400, and P = 49dBm. Figures 5.7a and 5.7b illustrate the trajectory and the speed of

the drone. Clearly, in both setups, the UAV slows down and approaches the GNs as close as

possible to increase the amount of harvestable energy. Indeed, the speed of the drone reaches

a maximum of ∼ 8m/s.
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Figure 5.8: Example of the UAV trajectory and speed in the baseline scenario

with G = 15 with K = 60, δ = 1 s.
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Figure 5.9: Comparison of the total transmitted data between the proposed

solution and the baseline with K = 60, δ = 1 s.

This behaviour is reflected in Figures 5.7c and 5.7d, where the total harvested energy per

GN in both configurations is depicted. As a matter of fact, the proposed approach presents

satisfactory results in terms of fairness. Moreover, it can be observed that the average amount

of harvested energy decreases from ∼ 1.4 J with G = 10 to ∼ 0.9 J with G = 15. This in

turn leads to a different amount of transmitted data (Figures 5.7e and 5.7f) with a mean of

∼ 225 kbit and ∼ 100 kbit, with a coefficient of variation of 0.037 and 0.031, respectively.

In conclusion, to prove its effectiveness, the proposed solution is compared to a baseline

approach across all previously investigated scenarios. Specifically, the baseline foresees the

drone covering the interest area by following a sampled snake-like trajectory at the minimum

possible speed which satisfies the mission duration. The drone periodically recharges the

battery of the nearest node throughout the flight. Subsequently, the final state of charge for

each GN serves as input for Algorithm 2, which will endeavor to fairly distribute the available

transmission resources. An instance of the UAV trajectory and its speed is shown in Figure

5.8.

The results of the comparison between the proposed solution and the baseline, with K =
60 and δ = 1 s, is illustrated in Figure 5.9. Each bar reports the distribution of the total

transmitted data per each GN, for all the possible combinations of transmission power P ,

number of antenna elements S and number of GNsG. As it can be seen, the proposed solution

achieves great performance when the number of GNs is small enough, i.e., G = 5, allowing

the UAV to hover over each one as much as possible. Indeed, more energy harvested by each

GN corresponds to a greater amount of data transmitted. The same holds true when P and

S increase. Finally, the baseline does not always provide sufficient energy to the GNs for

the transmission. Instead, the proposed method demonstrates a higher total transmitted data

volume compared to the baseline approach, ranging from a minimum of 1.5 to a maximum

of 7 times higher, due to its fairly optimized energy distribution.
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Chapter 6

Boosting Service Provisioning in SIoT

by Exploiting Trust and Capability

Levels of Social Objects

The Social Internet of Things is gaining momentum thanks to its unique capability of i) au-

tonomously building social relationships among smart objects and ii) supporting the novel

services within the Social Network. During the service provisioning, the TMS is in charge of

selecting suitable objects able to accomplish the requested services. In this context, available

solutions present two relevant issues to be solved. First, they generally assume to select social

objects that only achieve higher trustworthiness without considering their actual computing

capabilities. Indeed, it would significantly compromise the Quality of Experience (QoE) in

the Social Network of objects. Second, they assume to implement this task directly within

constrained devices, becoming unpractical considering their limited computational and stor-

age capabilities. To improve and speed up service provisioning, this work proposes a novel

TMS scheme that fairly distributes service requests by jointly considering the trustworthi-

ness and resource capabilities of available objects. This Trust Management System has been

designed to exploit fog computing to efficiently handle the whole process of service provi-

sioning in real-world deployments while relieving constrained devices from all processing

and storage efforts. Its behavior is investigated through computer simulations. Obtained re-

sults demonstrated that the conceived approach outperforms baseline solutions in terms of

latency, fairness in services distribution, and responsiveness in malicious nodes’ detection.

Figure 6.1: The proposed layered architecture.
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6.1 Related works

At the time of this writing and to the best of the authors’ knowledge, actual contributions

only consider the design and the analysis of a TMS from a trustworthiness perspective, thus

leaving some limitations on the implemented procedures concerning responsiveness, resource

capability, efficiency, and scalability.

For example, the studies in [117] and [118] face the selection of the most suitable service

provider in a TMS considering the energy constraints to evaluate the provider resources. The

former proposes device trust dimension referred to the current energy status remaining un-

aware of device computational capabilities. The latter aims to increase the network lifetime,

but it ignores the management of service requests and storage-saving procedures.

The paper [119] develops two algorithms for an efficient resource selection available

through information sharing between social objects. Nevertheless, the described strategies

do not implement a trust metric that jointly considers trustworthiness and resource efficiency

aspects. The contribution in [120] proposes a distributed architecture based on a Blockchain

for the secure provision of trust in an IoT system. It adopts a stochastic approach to detect and

prevent malicious behaviors within a lightweight implementation. The results are obtained

only for typical deployments operating with a limited number of nodes. So, the approach is

not suitable for real-time systems, since it can only handle information generated at a quite

low speed.

The authors in [121] investigate a TMS for the evaluation of service providers’ past expe-

riences and quality of service recommendations. The described self-adapted model dynam-

ically fits changes in network context or type of demanded service. However, the presented

model is entirely borne by the social objects. Consequently, it has the main limitation of the

applicability to real-world scenarios with limited computation and storage capabilities of IoT

devices.

Another work presented in [122] suggests a hybrid method to overcome the weakness of

both centralized and decentralized approaches for trust management. Despite considering the

evaluation of available resources, it mainly focuses on the user trust classification. In par-

ticular, it detects possible trust attacks via Machine Learning methods, without investigating

the opportunity to distribute service requests to the most suitable service providers from the

capability point of view.

Differently from the previously discussed studies, this work aims to solve the typical open

issues regarding a TMS in SIoT environment, overcoming the limitations of the current state

of the art. The strategy presented herein, in fact, investigates a novel resource capability-

aware scheme that embraces several challenging aspects, such as responsiveness, resource

capability, efficiency, and scalability in a SIoT environment to achieve trusted interactions in

the service provisioning, supplying efficient resource management and quality of experience

perceived by users.

6.2 The overall system architecture

This work considers a reference environment composed of several IoT nodes grouped in clus-

ters (based on the geographical location) and managed in a distributed manner.

Fig.6.1 shows the resulting multi-layered SIoT architecture.

The lower layer is the Physical Layer, where the set of nodes is represented by the physical

IoT devices. Each IoT device can act as a service requester or service provider. For the sake

of generality, this work considers three different classes of IoT devices [232]:

• Class 0: devices are very constrained in terms of resources (i.e., sensors with tens or

hundreds of kilobytes of RAM);
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• Class 1: devices are constrained in terms of resources, but with some processing capa-

bilities (i.e., Arduino, smart-cameras);

• Class 2: devices have enough resources and a lot of RAM to perform heavy computa-

tions (i.e., smartphones).

The second layer is the Social Layer. In this layer, IoT devices become social objects

and, through their abstraction, they can represent the digital counterpart of the physical ones

gaining the opportunity to expose their attributes useful to generate social relationships. In

particular, a social object is identified by an ID, an owner and manufacturer identifier, and all

the attributes specifying its performance abilities, such as power level and clock speed.

The third layer is the Service Layer. Here, each social object specifies the list of services

it can provide. In such a virtualized service layer, a social object can join communities based

on the same application context, facilitating network navigability.

Besides, the overall architecture embraces two levels leveraging fog computing technol-

ogy. The first, namely the Master Node level, is formed by fog nodes with high computational

capabilities to handle and distribute service requests. It hosts the TMS, which recommends

the service provider to be selected during the service provisioning process. Each Master Node

manages one or more service communities. Moreover, to support the decision for the most

suitable service provider, it stores all the information related to past experiences and the whole

set of attributes of registered social objects useful to generate a social-based virtual topology

for each service community. The upper level, namely the Primary Fog level, is constituted by

Primary Fog Nodes with high storage capacity that handles the set of information of a cluster

of social objects. Specifically, a Primary Fog Node allows the proper synchronization between

the distributed clusters structure through the interaction between other Primary Nodes.

6.3 Details on the conceived methodology

By joining the Social Network, a social object expresses its availability to provide a service.

In this phase, through proper API, it communicates its attributes to Master Nodes, useful to

reconstruct a virtual topology of the established social relationships. The social relationships

calculation and storage are fully delegated to Master Nodes, enabling the applicability of the

proposed strategy to a real-world scenario by offloading the social objects from this compu-

tational effort.

Whenever a node needs to retrieve a service, a request is sent to the Master Node that

hosts the community providing that service. This approach simplifies the service discovery,

thus limiting the selection to a subset of providers based on social relationships.

By handling a service request, each Master Node runs the TMS functionalities aiming to

compute the most suitable service provider. Again, social objects are relieved of any compu-

tational load. This is a further advantage since the computation of the most suitable service

provider could significantly impact storage and resources employed, being impractical for

several IoT devices.

The two procedures implemented by the TMS for the management of service requests are

summarized in the following steps.

Step 1 - Trust List Evaluation. For the incoming request, the Master Node verifies in its

database the attendance of social objects displaying a social relationship with the requester.

Consequently, it produces a Trust list of potential service providers. For each provider in the

Trust list, the TMS evaluates the Trust value, which quantifies the level of trustworthiness of

the service provider. It is computed as follows.

Considering the i-th social object requesting a service and the j-th social object as a

possible provider, the Trust value Ti,j is calculated through two main factors. Firstly, the
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Table 6.1: Friendship ties rates.

Type of relationship OOR POR C-LOR C-WOR

Sij 0.7 0.65 0.6 0.55

Sociality factor Si,j expresses the friendship ties between social objects. Table 6.1 describes

the rates of the established relationship, classified in order of relevance (i.e., the Ownership

Object Relationship (OOR) referred to the same owner is the stronger friendship tie, followed

by Parental Object Relationship (POR), Co-Location Object Relationship (CLOR), and Co-

Work Object Relationship (CWOR) referred to the same manufacturer, location, and working

goal, respectively). Secondly, the Reputation factor Ri,j is defined based on the history of the

previous behavior of social objects, expressed through past received feedback. The Reputation

factor is evaluated as follows:

Ri,j = α∆i,j + βΘi,j + γΠi,j , (6.1)

where:

• ∆i,j represents the direct reputation and is calculated as the sum of positive feedback

values divided by the total number of the feedbacks given by the i-th requester to the

j-th provider;

• Θi,j represents the friend indirect reputation and is calculated as the sum of positive

feedback values divided by the total number of the feedbacks given by friends of the

i-th requester to the j-th provider;

• Πi,j represents the overall indirect reputation and is calculated as the sum of positive

feedback values divided by the total number of the feedbacks given by the other non-

friends of the i-th requester to the j-th providers;

• α, β, and γ are weights determining the relevance of each factor.

Finally, the Trust value is computed as reported in Eq.(6.2) (for details on the Trust model

please refer to [109]):

Ti,j = Si,j ·Ri,j . (6.2)

Once the Trust value has been assigned to all potential providers in the Trust list, the pro-

cedure immediately discards any service provider with a Trust value lower than an empirically

selected threshold. This feature prevents the possibility for misbehaved nodes to clean up their

reputation and return to acting maliciously later.

Step 2 - Resource Capability Management. In order to increase the quality of the ser-

vice provisioning experienced, the composed Trust list is double-sorted. Specifically, the first

sorting parameter is the device class, whereas the second is the computed Trust value. This

methodology represents a novel key aspect of the conceived scheme: this is a new order-

ing method aiming to ensure proper resource utilization, enabling the opportunity to satisfy

delay-sensitive tasks demanding stringent performance and quality. The benefit of the trusted

provider selection offering the right resources for the execution of the services will be moti-

vated by the numerical results in the next Section.

Through the aforementioned strategy, the Master Node obtains a ranking based on so-

cial (Step 1) and performance (Step 2) perspectives. Besides, the proposed TMS performs
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Table 6.2: Device parameters.

Social Object Power Clock Speed (Clk)
QoE Class

Class Level [Megacyles/s]

Smartphone 0.8 2000 2

Smart Gateway 0.6 1000 1

Smart cam 0.4 1000 1

Sensors 0.2 40 0

Table 6.3: Services Requirements.

Service ID 1 2 3 4 5 6

Resource Consumption 0.3 0.2 0.1 0.2 0.1 0.3

Information Size (B) [Mbit] 1.4 1.0 0.6 1.0 0.6 1.4

a further assessment, considering the resource availability of suitable providers. Indeed, the

resource management functionality monitors the resources of the recommended provider and

verifies its availability to perform the service. If this check fails, the recommended provider

is temporarily removed from the Trust list (it will be reconsidered in the list whenever it will

have enough available resources). The system runs the same investigation on the updated

ranking until an eligible provider is found.

The most suitable provider in the ranking, entertaining the needed resources, is selected

for the service execution. Finally, the requester provides feedback about the executed ser-

vice. The feedback communicates if the service accomplishment correctly matches with the

requester’s expectations. It is expressed with a binary value: 1 according to a service accom-

plished and 0 for a service not correctly completed. The received feedback is then stored in

the proper Master Nodes, useful for Trust value updates in case of upcoming service requests.

6.4 Performance Evaluation

In this Section, the performance of the proposed methodology is evaluated through computer

simulations. To this end, a C++ object-oriented and event-driven simulator has been devel-

oped from scratch to evaluate the average delay experienced in the service provisioning, the

fairness in service distribution and the responsiveness offered by providers. The conceived

scheme is compared with two other approaches. The first, which is the baseline approach,

does not consider any knowledge of the quantity and the quality of the available resources

in the network. The second, namely the resource availability aware approach (presented in

[109]), takes into account resource availability but does not consider any resource capability

management scheme for the selection of service providers in TMS.

6.4.1 Simulation parameters

Without loss of generality, the proposed scenario considers a cluster of social objects under

the control of a single Primary Node. In this cluster, the TMS is performed by 5 Master Nodes.

The number of social objects belonging to the cluster ranges from 100 to 300 (i.e., 100, 150,

200, and 300).

According to what is described in Section 6.2, each social object is characterized by a

unique object ID, owner ID, manufacturer ID, geographical location, processor clock speed

(expressed in megacycles/s), power level, and a list of offered services. Several types of de-

vices (i.e., smartphones, smart gateway, smart cameras, and sensors) are generated within a
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(a) λ = 4 requests/s.
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Figure 6.2: Average delay.

uniform distribution across the cluster, whose computing capabilities are reported in Table

6.2. A social object can be classified into 3 different QoE classes (also reported in Table 6.2).

As expected for a common SIoT deployment, the conceived scheme assigns each gener-

ated social object to a Master Node. Then, the defined attributes, such as owner, manufac-

turer, and geographical position, allow to define social relationships. Specifically, this work

considers OOR for objects owned by the same user, POR for devices produced by the same

manufacturer, and CLOR for devices in the same location. Furthermore, the proposed sce-

nario considers 6 different types of services, each one defined by a unique ID, a parameter

addressing the requested resources for task completion (ranging from 0.1 to 0.3), and the bit

size of the information to be processed as denoted in Table 6.3. According to this, the j-th
social object can offer the service S by reserving part of its computing capabilities for an

amount of time t(j, S) equal to:

t(j, S) =
X ·B(S)

Clk(j)
, (6.3)

where X is the number of CPU cycles needed to process a single bit, B(S) describes the

total number of bits to process to accomplish the service S, and Clk(j) denotes the clock

speed of the j-th social object in charge to process the service S expressed in cycles/s. Ac-

cording to [233], X has been set equal to 1000 cycles
bit

.

To evaluate the network performance considering different traffic loads, service requests

are generated accordingly to a Poisson distribution with an average rate λ ranging from 4

to 10 request/s and randomly selected from those described in Table 6.3. Moreover, for each

considered scenario, results are obtained over 20 different seeds to account for several network

topologies, services, and social relationship distributions.
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Table 6.4: Processing time.

Scenario
Processing time [ms]

Social Objects λ [requests/s]

100
4 4.5

10 3.6

150
4 1.3

10 1.2

200
4 2.0

10 1.7

300
4 4.2

10 4.0

6.4.2 Average delay

The first KPI used to compare the conceived approach against the others is the average delay

experienced in the service provisioning. It represents the average time taken by each requested

service from its generation until the end of its execution. Results are reported in Fig. 6.2.

More in detail, the baseline approach bases the provider selection only on the trustworthiness

parameter while neglecting the availability of resources. As a result, it fosters the provider

selection through the same small subset of nodes with high trustworthiness by overloading

them with service requests. Therefore, even with low λ values, this approach experiences the

highest average delay.

On the contrary, the resource availability approach experiences a lower average delay

than the baseline thanks to its ability to spread service requests over the social objects owning

enough free resources to accomplish it. This strategy significantly reduces the waiting time

for an available provider. Delay results do not substantially vary even though the request rate

increases.

Finally, the proposed resource capability-aware scheme always registers the lowest ex-

perienced delay. Indeed, considering providers with adequate resources and a higher QoE

class during the provider selection boosts the performance for the fulfillment of the required

tasks and drastically reduces latency in service provisioning. The efficiency of the proposed

approach to accomplish requests by finding the best provider is confirmed in a large-scale

scenario, ensuring better responsiveness and scalability for the network if compared with the

others. In fact, in the case of 300 social objects and λ equal to 10 requests/s, the average delay

reduces up to 67% with respect to the resource availability approach.

6.4.3 Processing Time

Table 6.4 shows the processing time of the conceived scheme to estimate the suitable service

provider. The simulator runs on a computer equipped with a CPU i7-7700 and 16 GB of

RAM. The processing time denotes the average time needed by a Master Node to perform the

overall procedure executed in the TMS and described in Section 6.3. Each scheduled request

is processed in a time range from 1.2 to 4.5 ms, which is very negligible if compared to the

overall delay experienced in the service provisioning. Thus, the magnitude of the obtained

processing times demonstrates the computational lightness and the scalability of the proposed

scheme for different traffic loads and Social Network sizes.
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6.4.4 QoE Fairness Index

To strengthen the obtained results, the well-known QoE Fairness Index (presented in [234]) is

evaluated. The index estimation quantifies the fairness in service distribution by considering

the QoE perceived by social objects. It is calculated as:

F = 1− 2σ

H − L
, (6.4)

where σ is the standard deviation providing a measure of the dispersion of QoE among

social objects, while H and L are the upper and lower device classes, respectively. Fig. 6.3

depicts the QoE Fairness Index. On each box, the central mark denotes the median. The bot-

tom and top edges, instead, indicate the 25th and 75th percentiles, respectively. Considering

100 social objects, the proposed approach experiences a QoE Fairness Index equal to 0.6,

doubling if compared to the others. The efficiency also increases considering a larger Social

Network size. In fact, the boost of the QoE Fairness Index triples in a large-scale scenario of

300 social objects, confirming the capability of the proposed approach to be scalable and fair

in services distribution.
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Figure 6.3: QoE Fairness Index.

6.4.5 Responsiveness in malicious nodes identification

This Section proposes further valuable considerations about the effectiveness of the conceived

strategy in identifying malicious nodes. Fig.6.4 depicts the temporal evolution of the direct

feedback received by the same provider averaged on the total number of feedback, called

aggregated feedback. This aspect is evaluated in a Master Node for six social objects provi-

sioning the same service. In this scenario, three selected nodes can act maliciously, providing

poor services more frequently than others. Consequently, the assigned negative feedback im-

pacts the overall reputation of the misbehaved provider. The obtained results show the ability

of the proposed TMS to identify malicious nodes. Indeed, the misbehaved social objects are

isolated from the service provisioning process and will never be contacted in the future, as

testified by the red curves, truncated after about 1300 s. This result testifies that no further

feedback will be provided anymore for the three malicious nodes that are banned from service

provisioning. To provide further insight, Fig. 6.5 depicts the number of malicious nodes rec-

ognized by the TMS over time and averaged over 20 seeds for the three schemes chosen for
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comparison. The considered scenario includes 100 social objects, and ten among them have a

higher probability of acting maliciously. In this scenario, already after 500 seconds, the TMS

designed in this work can identify a higher number of nodes to be excluded from the network if

compared to the other solutions, testifying excellent responsiveness of the proposed approach

to detect ambiguous behaviors during the service provisioning process.
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Figure 6.4: Temporal evolution of the aggregated feedback.
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Figure 6.5: Responsiveness in malicious nodes identification.
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Chapter 7

Light Fidelity for Internet of Things:

A Survey

LiFi is quickly emerging as the next-generation communication technology thanks to its unique

benefits, such as available spectrum, high data rates, low implementation costs, and inherent

beamforming capabilities. As a consequence, it is endorsed by the scientific literature as an

appealing innovation for disclosing disruptive services. The wavefront of LiFi technology is

very wide: in this manuscript, we focus our attention on the interplay with the Internet of

Things. Essentially, LiFi can assist the IoT in interconnecting a massive number of hetero-

geneous devices by addressing the current Radio Frequency spectrum bottleneck. Moreover,

by investigating LiFi and IoT individually, several surveys and review papers testify to the

noteworthiness of both technologies. However, to the best of the authors’ knowledge, a com-

prehensive investigation of contributions where both of them interplay is missing. To fill

this gap, this survey provides a thorough investigation of all the research areas in which LiFi

key features might enhance the upcoming IoT networks. The evaluation of existing literature

on LiFi adopted in the IoT domain can be valuable in identifying missing gaps arising from

the interaction of these two technologies, as well as proficiently pinpointing future research

directions.

7.1 The rationale of the proposed papers taxonomy on LiFi for

IoT

The goal of this section is to explain the rationale at the basis of the classification of the papers

that apply the multi-faceted aspects of the LiFi technology applied to the IoT environment.

The classification approach proposed in this survey follows the taxonomy illustrated in Fig.

7.1. Specifically, papers are classified and discussed according to the following topics:

• LiFi in IoT applications. This section comprises all the works dealing with the im-

plementation of the LiFi technology in a specific IoT application scenarios. There are

some papers that provide only an overview of LiFi in different applications scenarios

more suitable for the IoT market [235]–[237]. Other papers instead discuss a single

IoT class of applications where LiFi can be fruitfully employed, like the e-health [238],

telemedicine [239], mining environments [240], public transportation systems [241],

smart factories [139], appliance automation [242], smart home [243], indoor position-

ing applications [244], [245], audio applications [246] and power grids [247].

• Integration of heterogeneous communication technologies. This section groups to-

gether all the papers that propose hybrid networks in which LiFi is integrated with other

technologies like Wireless Fidelity (Wi-Fi) [236], [248]–[254] or last-generation cellu-

lar networks [139], [255], [256]. Different aspects of the integration are faced, starting

from a review of the integration in some application scenarios (often discussing the
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related advantages, limitations and challenges) [139], [235], [236], [255], [256] , to the

implementation of QoS-aware strategies [250], [251], [254], proposals taking into ac-

count energy efficiency [248], [254], security aspects [249], or procedures at link layer

[253].

• Physical layer analysis. Papers grouped in this section discuss several aspects related

to the physical level of data transmission for LiFi systems in the IoT. Physical layer

analysis is important to manage and improve several aspects of LiFi transmission, i.e.,

energy consumption [131], [132] and data rate [257] through Multiple-Input Multiple-

Output (MIMO) techniques [132], [258] and modulation schemes [129], [235], [236],

[252]. Also some security aspects related to LiFi can be analyzed at the physical layer

[259].

• Energy efficiency. Papers belonging to this section analyze the energy consumption is-

sue for the LiFi technology applied to IoT. The minimization of the energy consumption

is achieved through different optimization strategies, ranging from the network design

(i.e., the number of Access Points (APs)) [260], followed by the optimal selection of the

LiFi AP that satisfies specific energy constraints [254], to the optimal allocation of the

UL and/or DL transmission power [131], [254], the selection of the access scheme that

minimizes energy consumption [129], [248], or exploiting MIMO transmission [132].

• Design of communication schemes. This section groups together all the contributions

focused on the design and analysis of communication schemes and architectures that

can be applied in the IoT context, and that implement the LiFi technology. In gen-

eral, the architectural schemes discussed in this section describe the structure of the

transmitter, the receiver, the components adopted to exchange data, and how they are

interconnected. The architectural models related to the communication systems can be

explicitly designed for specific application scenarios [129], [242], [247], [261], or to

generic environments [244], [248], [262]–[265].

• Positioning algorithms. Papers that analyze this topic show how the LiFi technology

can be effectively employed to estimate with high accuracy the position of IoT nodes

in indoor environments. This task is accomplished through the proposal and imple-

mentation of algorithms that estimate the position of the IoT nodes by means of spatial

coordinates [245] or time-based synchronization information [111], [266].

At the end of each section dedicated to a specific topic, a detailed analysis of the main

findings is given, together with the related lessons learned.

Several papers analyze more than one topic among the ones described above. Thus, for

ease of completeness, these papers have been analyzed in more sections of this survey, de-

scribing them from the point of view of the different topics they discuss.
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• Surveys on security

• Overview papers on LiFi technology

• Position papers on challenges and opportunities for LiFi in IoT

Related surveys and review papers 

• E-health

• Harsh environments

• Smart factories
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• Industry

• Navigation systems

• Audio/voice data

LiFi in IoT applications

• Integration of LiFi with WiFi

• Integration of LiFi with cellular networks (5G, 6G)

Integration of communication technologies

• MIMO techniques
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Figure 7.1: Paper taxonomy for LiFi in IoT environments

7.2 Related survey and review articles

The key articles related to the subject of this survey are briefly analyzed in this section, along

with their main differences concerning the present contribution.

There are two survey papers dealing with LiFi networks [249], [259]. The contribution

[249] surveys the state of the art related to authentication and handover protocols in hybrid

LiFi/Wi-Fi networks. Specifically, the main security issues and the related solutions are ad-

dressed in this analysis. Also handover protocols for hybrid LiFi/Wi-Fi networks are dis-

cussed. Unfortunately, this survey is almost totally devoted to LiFi networks in general, with-

out considering explicitly the IoT environment (it is only briefly mentioned in the Conclu-

sions). The survey paper [259], instead, is mainly focused on the physical layer of VLC trans-

mission. In this context, a security-related analysis is carried out, taking into account several

factors like channel models, input distributions, network configurations, precoding/signaling
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strategies, secrecy capacity, and information rates. A discussion of possible research direc-

tions related to security for VLC is also carried out. The main drawback of this contribution

is that the LiFi technology is only superficially covered as a particularization of VLC and only

in a specific scenario of hybrid LiFi/Wi-Fi networks. Furthermore, the IoT environment is not

analyzed in detail. Rather, it is only mentioned in relation to the (high) number of connected

devices.

Some contributions discuss several aspects of LiFi-based networks for the IoT [110],

[235], [236], [239], [243], [255], [259], [267]–[269]. In all these works, the review of the

state of the art literature on this theme is necessarily not thorough, being tailored to jus-

tify concepts and propose ideas, describe the implementation of ad-hoc systems, or clarify

characteristics peculiar to LiFi. So, differently from the present contribution, they cannot be

considered survey papers since the review work is partial and considers only some aspects of

the integration of LiFi into IoT.

Papers [235], [236], [255] provide an overview of the LiFi technology, analyzing some

technical aspects related to the physical layer (modulation techniques, channel capacity, adopted

spectrum, etc.) and proposing application scenarios where LiFi can be employed. A discus-

sion of the integration with other technologies like Wi-Fi [235], [236], [270], [271] or 5G

[255] is also carried out. In all these contributions, being LiFi the central topic of both these

works IoT is only cited and its description neglected. Another intriguing paper is [110], that

highlights the main differences between VLC and LiFi. According to this, the IoT environ-

ment is neglected, and the review work is focused on the research topics relevant to LiFi, with

reference to modulation techniques, physical components, multiplexed access in the channel,

network models, interferences and models of integrated LiFi/Wi-Fi networks.

Papers [243], [267] are more related to the IoT world. They discuss the most relevant

challenges and opportunities deriving from the integration of LiFi in IoT. In this context, the

contribution [243] performs an exhaustive analysis of advantages and limitations of LiFi in IoT

systems. A list of applications that support LiFi in IoT scenarios is also presented. Finally, an

application example on smart home automation is designed, that integrates IoT and wireless

communication. This paper exhaustively discusses the advantages and disadvantages of such

integration, but it mainly presents the idea (as position paper), without analyzing the state of

the art literature in support of it. The same topic is tackled in [267], where some solutions

are discussed on the adoption of LiFi in IoT scenarios. The goal of this contribution is to

evaluate the integration of LiFi and IoT into real-world applications and scenarios. Different

aspects are discussed, ranging from use cases to algorithms at different layers of the protocol

stack, mobility, standardization activities, and prototypes. The solutions discussed in this

paper are developed in the framework of an innovation action project on LiFi, whose focus

is on challenges and solutions that allow concretizing the research work on this topic into

real-world applications. Like the work [243], this paper does not survey all the state of the art

literature on LiFi for IoT.

The approach followed in [239], [268], [269] is to analyze some technological aspects of

LiFi systems conceived for IoT applications. In [268], the main features needed to adapt LiFi

systems to IoT applications are discussed, with a specific reference to the physical layer. In this

layer, several features are analyzed, ranging from connectivity requirements (at different layers

of the stack) to mobility support, implementation of integrated wireless/wired networks, and

the management of interference. A broadband communication approach at the physical layer

is also proposed, that integrates the LiFi technology with Plastic Optical Fiber (POF) links.

The study is carried out in the framework of an EU H2020 project on the LiFi development

for IoT.

The paper [269] analyzes the scientific contributions related to Optical Wireless Com-

munication (OWC) technologies, including LiFi, devoted to IoT solutions. The review of the

literature is more focused on OWC solutions than on LiFi, which is analyzed as part of the
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OWC environment. The review of the contributions is tailored specifically for 5G and IoT

scenarios.

The most significant open issues for LiFi systems as related to the 5G technology are also

reviewed in [239]. The review work conducted in this paper touches different aspects ranging

from link design to system requirements, challenges and techniques to mitigate the impair-

ments. A prototype of a LiFi system is identified, with a detailed analysis of the structure

of the transmitter and receiver. An implementation example based on telemedicine is also

considered.

Papers [244], [272] provide an overview of some concepts of LiFi networks. Also in this

case, the literature review is aimed at clarifying some conceptual aspects of LiFi technol-

ogy, without conducting a wide-ranging and detailed description of its integration in the IoT

paradigm, which instead is the goal of the present contribution.

The work [244] proposes a system in which LiFi serves IoT nodes. Indoor application

scenarios are considered in this work, with a description of the LiFi Access Point (AP) and

IoT devices. The proposed system is designed explicitly for LiFi-for-IoT scenarios, describing

all the system parts and system architecture and performing feasibility analysis, with particular

reference to positioning and power delivery aspects. Specifically, it suggests viable solutions

for IoT nodes that only need to deliver data intermittently, such as On-Off Keying (OOK),

Pulse Position Modulation (PPM), spatial PPM, and random number modulation by exploiting

off-the-shelf LEDs as an enabler for the IoT environment Finally, the main research directions

of LiFi for IoT are discussed.

A more general review of LiFi networks is carried out in [272], without any discussion of

the integration with the IoT environment, which is relegated mainly to the application area.

In this work, the main concepts of LiFi technology are discussed. They encompass LiFi

networks, state of the art in standardization activities, and applications. The main features

of terahertz communications are also presented for the integration of LiFi into future 5G&B

scenarios.

7.3 Contribution of this survey and main differences with other

surveys and review papers

To the best of the authors’ knowledge, the present contribution is the only one providing a

wide-ranging and integrated discussion of all the relevant aspects concerning the integration

of LiFi in the IoT environment. From the analysis of the most recent literature on this theme,

the following topics have been analyzed in this work:

• Coexistence of LiFi and IoT in a specific application scenarios (e.g. e-health, hazardous

environments, public transportation systems, home automation, etc.);

• Integration of LiFi and IoT with other communication technologies (like Wi-Fi and

optical fibers).

• Physical layer analysis, which extends the survey work made in [259] (that nonetheless

mainly discusses security issues). The analysis at this level concerns mostly modulation

and coding schema.

• Energy-efficient strategies, aiming to optimize the energy consumption of LiFi systems

that can operate in the IoT context. In some contributions, energy efficiency is consid-

ered as a QoS requirement.

• Communication schemes, discussing in detail the system components and their inter-

connections for data transmission/reception in LiFi-based systems. In some works, this

topic is related to the development of specific application scenarios.
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Table 7.1: Review of other surveys/review papers and comparison with this

survey.

Covered topics [259] [249] [236] [235] [255] [110] [243] [267] [268] [269] [239] [244] [272] This work

Application scenarios ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Energy-efficient strategies ✓

Integration of different technologies ✓ ✓ ✓ ✓ ✓ ✓ ✓

Physical layer analysis ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Communication schemes ✓ ✓ ✓ ✓ ✓ ✓

Positioning evaluation strategies ✓

• Positioning strategies based on LiFi, aiming to detect the position of IoT devices as

precisely as possible, and in real-time.

Starting from this schematization followed in this contribution, and comparing the top-

ics listed above with the survey and review papers described in Section 7.2, the following

important differences arise:

• The two survey papers [249], [259] are the only ones that carry out a thorough review

of the literature on LiFi technology. Nevertheless, this analysis is not explicitly referred

to its integration with the IoT environment. Furthermore, the survey works are mainly

dedicated to LiFi security aspects [249], [259] and protocols [249], and on the inte-

gration of LiFi with Wi-Fi, neglecting several other relevant topics (i.e.: application

scenarios, integration among different technologies, energy-efficient strategies, etc., as

listed above).

• The contributions [110], [235], [236], [239], [243], [255], [267]–[269] cannot be prop-

erly considered as survey works, as specified above, since their review work is tailored

to the investigation of specific aspects, or to better support the analysis and implemen-

tation of particularized schema, thus considers only some aspects of the integration of

LiFi into IoT.

• Papers [244], [272] are even more general in their literature review, which is performed

to overview some basic concepts of the LiFi technology and not always referred to its

implementation in the IoT environment. Also in this case, the analysis of the state of the

art literature does not take into account, point by point, all the most important aspects

of the application of LiFi to the IoT.

For ease of completeness, Table 7.1 shows the main differences between this survey work

and the other survey and review papers on the adoption of LiFi for the IoT found in literature,

highlighting the missing topics of the latter that are covered in this contribution.

7.4 LiFi in IoT applications

This section describes all the papers that focus on specific IoT applications where the LiFi

technology can be effectively adopted. According to the state of the art literature, the IoT

applications scenarios chosen for the implementation of LiFi are mainly indoor (even if there

are some exceptions to this, as shown in [235], [237], [241], [245]) and range from e-health

[238], [239] to harsh environments [240], smart factories [139], home and office [237], [243],

industry [237], [247], navigation systems [245] and transmission of audio/voice data [245],

[246]. Many of these scenarios are briefly cited in the review paper [235], [236], which also

mentions other interesting scenarios like underwater, aircraft, defense, disaster management

and risky environments.

Several application scenarios are grouped, listed and briefly discussed in the review pa-

pers [235], [236]. The goal here is to better highlight the potential of the LiFi technology in
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practical application examples, in a more general framework of a technological overview of

LiFi and the description of its potential in several scenarios of interest. Many LiFi applica-

tions are also suitable for IoT networks, even if this technology is not explicitly described in

these works.

The contribution [237] focuses on the integration of LiFi use cases in the IoT environment.

Starting from the assumption that LiFi solutions are usually customized for their own ecosys-

tem, the goal of this study is to propose and discuss a LiFi system concept and how it can

satisfy the requirements imposed by IoT applications. The main LiFi use cases, with related

requirements for IoT applications, are described pointing out the flexibility in the adoption

and versatility of hardware and software components.

The integration of LiFi in IoT for the e-health scenario is analyzed in [238]. The integra-

tion between these two technologies is exploited for the enhancement of a health monitoring

system, where a doctor can quickly update the health conditions of his/her patients in the

cloud. The cloud is the IoT system while the LiFi network guarantees very fast and noninter-

fering connectivity. the doctor can thus analyze the patient’s data and provide real-time feed-

back to the assisting person. The key-elements of the health monitoring system are precisely

identified, and their interaction is described, also providing flow diagrams of the system.

LiFi is also used in mining environments, as described in [240]. This work focuses on

critical environments where the management of emergency information is very difficult be-

cause of the poor coverage of Wi-Fi technology. Specifically, LiFi is used to monitor the

critical conditions detected through IoT sensors. A decision-making system is also developed

to detect abnormal conditions in the presence of hazardous gas. Performance analysis of the

proposed system is evaluated in a real testbed, describing the hardware components adopted.

The LiFi technology is exploited in [241] for local advertising in the public transportation

scenario. This paper focuses on the outdoor scenario (as shown in Fig. 7.2), where LiFi is used

to transmit the local advertisement to devices close to LED sources, but the proposed model is

claimed to be suitable also for indoor IoT communications, increasing their data reliability and

solving bandwidth bottlenecks. Both transmitter and receiver sections are analyzed in detail

for LiFi communication, providing a hardware-based implementation model and testing its

performance in terms of signal attenuation and bit error rate.

Figure 7.2: Figure on LiFi in indoor and outdoor environments.

LiFi is employed to support smart factories in combination with the 5G network in [139].

The main requirements for this use case are analyzed, in terms of coverage, throughput, net-

work infrastructure, data reliability and delay. A factory demonstrator that considers the fac-

tory environmental conditions and the integration between LiFi (in the access network) and
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5G (in the core network) components and protocol stacks is then implemented. Its goal is to

demonstrate reliable communication between end IoT devices and application servers.

In the work [242], the LiFi technology is adopted to build an appliance automation model

in combination with the Message Queue Telemetry Transport (MQTT) protocol, which is an

application layer protocol typical of IoT environments. The proposed model is implemented in

a hierarchical hybrid star-tree IoT network, with three levels of hierarchy. The leaf nodes lying

at the third level of the hierarchy (the most peripheral one) are provided with LiFi technology

and transmit data to a centralized server by using MQTT. The amount of data collected by LiFi

nodes is analyzed by means of Machine Learning (ML) algorithms, to predict their temporal

behaviour.

The main goal of the contributions [239], [243], [244] is to discuss the main challenges,

opportunities [239], [243] and possible research directions [244] arising when LiFi is adopted

to enhance the connectivity of IoT nodes. Nevertheless, in all these papers application exam-

ples are also presented, to provide a more clear discussion of the covered topics. Specifically,

a home automation system integrating LiFi and IoT is discussed in [243]. The focus here is

on the design and implementation of a home controlling and monitoring system. The main

system functions are described, and a block diagram of the system is proposed, where all the

components are identified and described also in terms of network connectivity. An android-

based app for appliance control is also proposed, for the practical implementation of the home

control system. In the review paper [239], telemedicine is adopted as an application exam-

ple to address the challenges to be faced when LiFi is adopted in IoT networks. To this end,

a LiFi architecture is proposed as a possible implementation scenario within hospitals. The

application consists of a circuit transmitting information (an audio signal, in the example)

via LiFi. All the components of the prototype are chosen and connected, and the signal is

transmitted through LEDs with high illumination capabilities. The main challenges observed

in the prototype implementation are also discussed. A more general indoor application sce-

nario is proposed in [244], where LiFi serves IoT nodes. The proposed application scenario is

suitable to provide some kind of services such as precise positioning, energy harvesting and

security [244]. The system is described in detail, together with all its components, also pro-

viding a feasibility analysis in terms of power, energy efficiency, response time and data rate.

A comparison with the adoption of LiFi with RF transmission is also carried out, highlighting

the main limitations and challenges brought by LiFi. Finally, the main research directions to

enable the LiFi/IoT integration are addressed.

A prototype of a LiFi system transmitting an analog audio signal is also discussed in

[246] for IoT applications. The audio signal comes from a mobile phone. It is modulated

and converted into light emitted by blinking LEDs. A solar cell receives the light signal and

forwards it to a speaker. The system is implemented with real HW components, testing its

effectiveness and addressing the main advantages in the adoption of LiFi for applications in

IoT.

Location-based applications are discussed in [245], that employ LiFi as integrated with

Wi-Fi for indoor scenarios where GPS-based systems obtain poor coverage performance. In

addition, a voice-based input system is implemented, that generates voice alerts in presence

of hurdles for visually impaired people.

Integration of LiFi in power grids, which is a typical IoT application, is the topic of [247].

The paper discusses the so-called Optical Internet-of-things (OIoT), which is the IoT that

adopts optical wireless connections. This concept is translated into power grid environments.

This paper analyzes the optical theory on the basis of OIoT. It is then exploited to develop an

analytical method for the OIoT performance evaluation, and design the block-based diagram

of an optical wireless communication system for the power grid. Finally, different application

scenarios in the power grid domain are described, where OIoT can be effectively exploited.
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The papers analyzed in this section testify that the LiFi technology can be effectively

adopted in a wide variety of application scenarios peculiar to the IoT world, where each ap-

plication has its own traffic features [244]. In these contexts, LiFi can be very advantageous

for different reasons: high energy efficiency [241], security [239], [241], [243], high preci-

sion in localization [244], huge available bandwidth [238], [243], low-cost components [238],

robustness towards electromagnetic interference [237], [239], [241], [243] and capability to

serve a huge amount of IoT nodes [241], [244]. Nevertheless, the abovementioned studies

suggest that LiFi is still not mature to totally replace the Wi-Fi connections currently adopted

in IoT, at least in the short term. Instead, it should be integrated and harmonized with existing

technologies [239]. In fact, LiFi suffers from some limitations that can be relevant in some

IoT environments. Just to cite some of them: the necessity of a LoS and a very short distance

between two LiFi nodes, a constant light source to access the network, the high difficulty in

implementing LiFi connections in outdoor scenarios due to other interfering light sources (like

the sun) and varying weather conditions, and the time and expensiveness needed to set-up and

install LiFi infrastructures [243]. As a consequence, LiFi will be worth being adopted in all

that IoT applications, especially indoor, that need to be optimized for high throughput, high

reliability, or low latency, at the same time optimizing costs [237]. From the analysis carried

out in these papers, it is also noteworthy that most probably LiFi will be the best candidate

technology for the future IoT [237], [244].

7.5 Integration of heterogeneous communication technologies

Figure 7.3: Example of Integration of heterogeneous communication tech-

nologies.

This section describes the proposals for the integration of different communication technolo-

gies that include the adoption of LiFi in IoT environments, as shown in Fig. 7.3. In particular,

relying solely on traditional networks to accommodate the explosive growth in bandwidth de-

mand from the burgeoning number of IoT devices is no longer sufficient. In fact, LiFi systems

have drawbacks due to the blockages of the light path that limit the received signal due to

opaque objects and obstacles. Consequently, combining LiFi and RF can be an easier way

to fulfill future IoT requirements. The most widely discussed kind of integration is between

LiFi and Wi-Fi communication technologies, as testified by several papers found on this topic

[235], [236], [248]–[251], [253], [254].
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The contribution [248] proposes a technique for energy harvesting, in a scenario that com-

bines both Wi-Fi and LiFi. The goal of the proposal is to achieve higher data rates by inte-

grating both technologies rather than using them separately. The analysis is carried out by

designing a model that accounts for the capability of the energy-harvesting sensor to transfer

the harvested energy to the sensor node or storage charge and to manage the output of sen-

sors. The performance comparison, in terms of data rate and BER, is conducted for LiFi only,

Wi-Fi only, and hybrid scenarios considering bidirectional communication.

Papers [235], [236], [249] discuss the integration between LiFi and Wi-Fi. In these pa-

pers, an explicit description of the IoT environment is missing. Nevertheless, there are some

aspects detailed that are suitable for IoT-related networks (e.g., some application scenarios,

some system specifications, etc.). Specifically, the study [249] attempts to highlight potential

security issues when employing LiFi solely and during the handover protocols between Wi-Fi

and LiFi technologies. It explores a wide range of LiFi and handover LiFi/Wi-Fi protocols

by disclosing security flaws that might lead to severe attacks. It describes some methodolo-

gies to increase security, like the adoption of beamforming methods that reduce the SNR

of unauthorized entities in VLC networks to zero, or channel matrices for precoded signals

that are invertible only for authorized users. Channel security during the handover process is

improved by avoiding the share of the same passwords.

Papers [235], [236] basically adopt the same approach to provide an overview of the main

features, developments, advantages and challenges of LiFi. More in detail, the contribution

[235] proposes an analysis of the LiFi technology, its main developments, its advantages and

limitations. The combination of LiFi and Wi-Fi is discussed, with a focus on the advantages

of the resulting hybrid network, especially in terms of security, data rate, coverage and precise

positioning in indoor environments. Different possibilities of combination are also presented.

Another contribution that provides an overview of the implementation of LiFi over Wi-Fi is

found in [236]. Starting from the description of the evolution of the VLC technology into

LiFi, a technical comparison between LiFi and Wi-Fi is performed. Some specific aspects

are mentioned, i.e., IEEE standardization, the implemented topologies of LiFi and Wi-Fi net-

works, the operation bands, the coverage and the data rate. Also in this paper, these topics are

summarized without going into deep detail.

Also the works [250], [251], [254] deal with hybrid LiFi/Wi-Fi IoT networks. In this

scenario, the contributions [250], [251] define the optimization problem of the selection of

the most suitable AP based on client-specific QoS constraints in the indoor LiFi/Wi-Fi en-

vironment. According to the QoS provisioning mechanism, the IoT nodes can select a LiFi

or a Wi-Fi AP, given specific QoS constraints. More specifically, the work in [250] presents

an innovative access device selection strategy that attempts to optimize the channel quality

(i.e., throughput, energy consumption, and delay) while allowing each IoT node to define its

subset of QoS requirements. The goal is the reduction of the average delay experienced by

each IoT node while satisfying all the QoS constraints. This methodology is implemented in

a Mininet-based indoor hybrid LiFi/Wi-Fi network.

The study carried out in [250] has then been extended in [251] by presenting an enhanced

algorithm of access device selection that is solved with a game-theory approach. This paper

analyses in-depth the LiFi channel while assessing its data rate capacity by varying the angle

of inclination of the APs with regard to IoT nodes. It reduces the average delay and increases

the average throughput of the network while meeting the QoS requirements of the IoT nodes.

The performance of the proposed algorithm is evaluated by emulating a real-world scenario.

In the paper [254], the integration between LiFi and Wi-Fi translates into modeling dif-

ferently the LiFi and Wi-Fi channels and integrating these two models for the formulation

of the optimization algorithm that allows to select the most suitable AP that maximizes en-

ergy efficiency, thus respecting specific QoS guarantees. The proposed methodology is also

compared with Wi-Fi-only and LiFi-only scenarios.
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The LiFi/Wi-Fi combination is analyzed in [253] at the single interface level. This work

considers a virtual interface, composed of the aggregation of two physical interfaces, one

based on LiFi and the second on Wi-Fi, obtained by means of a bonding driver at the data link

layer. Some performance results are presented, focused on the evaluation of the connectivity

downtime occurring during the switching from one physical interface to the other, due to

different reasons (signal loss, interface failure, load balancing, etc.)

Other works present an overview of an hybrid LiFi/Wi-Fi network able to overcome the

shortcomings of both standalone technologies by combining the fast data transfer capabilities

of LiFi with the wide coverage of Wi-Fi, without focusing on the IoT domain. Specifically,

[270] presents an overview of LiFi technology, practical concepts for implementing LiFi-

based indoor networks, and criteria for measuring network performance. It also discusses how

to design and set up a LiFi-based indoor network as standalone LiFi or hybrid LiFi/Wi-Fi net-

work. Furthermore, [271] presents network architectures, cell deployments, multiple access

and modulation schemes, illumination requirements, and backhaul. Moreover, key perfor-

mance metrics are then reviewed to demonstrate the superiority of hybrid LiFi/Wi-Fi network

against standalone networks. Then, the challenges are elaborated on key research topics in-

cluding user behavior modeling, interference management, handover, and load balancing. It

also examines the potential benefits of LiFi/Wi-Fi network for application services, such as

indoor positioning and physical layer security.

Another topic on this theme debated in the modern literature consist of the integration

of LiFi with 3GPP-based last-generation cellular networks like 5G&B, which are suitable for

IoT support. This aspect is emphasized in [139], [255], [256].

In this context, in [139] LiFi is integrated in the 5G network. The focus of this work is to

exploit the LiFi technology in the access network while using the 5G technology in the core

network. Since, differently from 5G, LiFi is a non-3GPP technology, the effort of this study is

devoted to the integration of the LiFi and 5G components and the related protocol stacks. A

demonstrator is also developed, that shows the reliability of the communication between IoT

devices and application servers.

The integration between LiFi and 5G is discussed in [255]. Even though this paper does

not propose any novel methodology, it carries out a comparison between the main LiFi per-

formance parameters with the correspondent 5G ones, to evaluate the possibility of imple-

mentation of LiFi-based cellular networks. Accordingly, the main aspects of LiFi technology

are discussed exhaustively, also briefly mentioning the integration of LiFi with Wi-Fi.

More tailored to the integration of LiFi into future 5G&B network is the work [256],

which recommends the further integration of 5G&B in a LiFi/Wi-Fi network to provide high

coverage also on subways, aircraft, and trains. Specifically, 5G&B would ensure connectivity

to the public network, LiFi would achieve a reasonable indoor data rate, and Wi-Fi would

compensate for LiFi shortcomings (e.g., penetrating walls).

The analysis of the literature on this topic suggests that the integration process of the LiFi

technology with other existing and consolidated technologies like Wi-Fi or 5G is a central

topic in the framework of the LiFi technology. In fact, when a new promising technology (like

LiFi is) arises, it needs a more or less long period of integration and coexistence with the other

existing ones, that have already been implemented in existing network infrastructures. So, it

is not surprising that there is a consistent amount of research work that tackles the integration

between LiFi and Wi-Fi, which is widely adopted in IoT scenarios. Also the integration with

5G&B systems is a promising line of research, since the last-generation cellular networks

are standardized also taking into account the IoT environment. As a consequence of this, a

relevant effort should be spent on the interoperability among the different standards, developed

for architectures, devices, and protocols that characterize Wi-Fi, 5G, 5G&B, and LiFi systems.

In the context of this integration, efforts have been devoted to designing communication
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schemes satisfying specific QoS guarantees. The fulfillment of this goal for LiFi-based net-

works helps improve the LiFi network performance in terms of different metrics like energy

consumption, data rate, and network throughput. On the contrary, this is not a trivial task.

Indeed, strategies in this direction always translate into finding the solution to a constrained

optimization problem, which is usually a complex and computationally intensive task, not

suitable for IoT devices that usually are resource-constrained. The task becomes even more

complex when the QoS guarantees are heterogeneous, depending on the features of the IoT

nodes.

7.6 Physical layer analysis

In this section, the strategies related to the physical layer of LiFi transmission in IoT are dis-

cussed in detail.

Physical layer aspects can be found in the framework of energy efficiency strategies, as

testified by [131], [132]. More specifically, in [131] the enhancement in energy efficiency

performance in a LiFi environment for IoT is studied by modeling a Non-Orthogonal Multiple

Access (NOMA) channel. This channel is modeled with an optimal power allocation method

to achieve greater performance than a standard Orthogonal Multiple Access (OMA) channel

while still meeting all of the QoS requirements of a IoT node. Also in paper [132], the energy

efficiency of a VLC communication is boosted by leveraging an adaptive MIMO strategy.

This paper investigates the effectiveness of various MIMO approaches by identifying the most

energy-efficient method while fulfilling an acceptable error rate.

Related to MIMO techniques is also the work [258]. It proposes a MIMO technique for

a OOK modulation suited for the VLC. Even though the strategy is presented for only one

transmitter and one receiver (being not suitable for IoT scenarios with high numbers of nodes),

the proposed methodology can improve the LiFi communication if compared to conventional

schemes, in terms of data rate and communication range.

Many papers discuss modulation schemes for LiFi [129], [130], [235], [236], [252]. In

[130], the main modulation schemes are grouped into two different categories, such as single

carrier modulated transmission and multiple carriers modulated transmission. The former in-

cludes both Pulse-Based Modulation (PBM) (i.e., OOK, Pulse Amplitude Modulation (PAM),

Pulse Width Modulation (PWM), PPM [273]) and Continuous Wave Modulation (CWM). In

detail, a PBM imposes that the signal is composed of a periodic pulse (AC current) that is

added to the illumination (DC current) by modulating the amplitude of the light. On the con-

trary, the CWM modulates the light intensity with a sinusoidal carrier signal. Herein, the

information can be coded either by amplitude (ASK), phase (PSK) or frequency (FSK) shift

keying. Finally, if the signal is modulated both in amplitude and phase is called Quadrature

Amplitude Modulation (QAM) [123]. The latter uses many carriers to convey information.

Specifically, the main method is the OFDM which maps bits with a given modulation scheme

(e.g., QAM) by exploiting orthogonal subcarriers. Then, the output is obtained using the

Fourier transform [274]. Nevertheless, OFDM signals should be shaped for LiFi systems to

allow for LED source intensity modulation. Hence, a positive limitation is essential for an

optical modulation system to cut off noise and ensure the accuracy of the modulated sig-

nal. Indeed, to counteract the bipolar nature of the OFDM signal, the DC-biased optical

OFDM (DCO-OFDM) is commonly employed. Alternatively, the asymmetrically clipped

optical OFDM (ACO-OFDM) only transfers data on the odd subcarriers. The resulting bipo-

lar signal at the output of the IFFT is clipped at zero to give a non-negative signal. However,

it sacrifices some spectral performance to ensure that no data is lost. Finally, even though

the DCO-OFDM attain higher spectral efficiency and data rates [270], [271], ACO-OFDM is

employed in more energy-efficient applications [271], [275], [276].
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Modulation schemes for LiFi are reviewed also in papers [236], [252]. Both these contri-

butions describe the modulation techniques adopted for LiFi, subdividing them into two main

groups: modulation schemes in common with radio wave communications, further classified

into single carrier and multicarrier modulations, and modulations techniques that are exclu-

sively adopted in LiFi transmission since they exploit features peculiar of light signals. In

[129] the coexistence issues among low-power IoT nodes with low data rates and LiFi nodes

that can easily manage high data rates and high reliability is faced at the physical layer. In fact,

this work evaluates the suitable modulation techniques such as QAM, PAM, Color-Shift Key-

ing (CSK), Discrete Hartley Transform (DHT), DCO-OFDM, interleaved subcarrier mapping,

modified data sequence and multi-access techniques such as Wavelength Division Multiplex-

ing (WDM) and Orthogonal Frequency Division Multiple Access (OFDMA). In addition, the

performance of each technique is evaluated in terms of Peak to Average Power Ratio (PAPR),

delay and throughput. Also the contribution [235] evaluates the performance of alternative

modulation schemes, including OFDM, Filter Bank Multi-Carrier (FBMC), and Universal

Filtered Multi-Carrier (UFMC) in a LiFi environment using MATLAB simulations. More in

detail, this work emphasizes the benefits of using UFMC with respect to OFDM in terms of

BER, PAPR, spectral density, and spectral efficiency while at the same time guaranteeing a

lower implementation complexity.

Different physical layer aspects are tackled in [259]. This contribution highlights the

security challenges that might arise while using VLC communication technology by examin-

ing several configurations for data transmission such as Single-Input Single-Output (SISO),

MISO, MIMO, and hybrid LiFi/Wi-Fi systems. To cope with this issue, this paper reviews

different channel models, user mobility, and KPIs capable of monitoring the safety of this

technology. Moreover, security approaches at the physical layer are investigated for boosting

VLC channel security, also analyzing the impact of factors like input signaling, the number

of eavesdroppers, and Channel State Information (CSI) availability at transmitting nodes on

the security performance of the system.

Another contribution is found in [257], that deals with the parallel transmission of data in

a LiFi network. This work considers an area covered by several LiFi APs simultaneously con-

nected to an IoT node. In this scenario, an optimal resource allocation algorithm is proposed,

that aims to maximize the achievable data rate of the LiFi network. Several factors are taken

into account in the resulting optimization problem: the channel model, the node mobility, and

the light-path blockage modeled by analytical functions.

This section explores papers that discuss the implementation of traditional RF modula-

tion schemes in the optical domain, including the modifications and adaptations needed to

make them suitable for use in a LiFi network (such as adding a DC-bias). However, it is not

yet proven whether all of these approaches adopted for the RF domain can be effectively im-

plemented in their current form also in LiFi networks, without introducing penalties like a

reduction in spectral efficiency and data rate. Furthermore, a recurring theme in these works

is the possibility to consider a LiFi/Wi-Fi network, which still allows for the use of traditional

RF approaches by trying to fit the well-known results into the optical domain. Unfortunately,

none of the current state of the art approaches precisely focuses on the IoT environment when-

ever addressing these considerations.

Papers dealing with this topic reveal that the almost totality of the physical layer aspects

are well-known concepts, related to modulation schema and multi-antenna transmission tech-

niques. The most relevant aspect is the description of features of the physical signal that are

peculiar to LiFi transmission since they exploit the characteristics of the light signal. Results

testify that some schemes can outperform the modulation schemes adopted in Wi-Fi networks

in some network configurations. Another issue is the coexistence at the physical layer between

classical Wi-Fi nodes, which typically are low-power and low-rate nodes, and LiFi nodes that
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can manage very high data rates. This is another aspect, strictly related to the LiFi/Wi-Fi

integration discussed in Section 7.5, that requires further research efforts.

There are also some security aspects discussed at the physical layer. The starting assump-

tion is that the LiFi signal is, by its own nature, open and broadcast, and this surely poses

important security issues also for LiFi networks. Security is faced from the point of view of

the physical signal, involving aspects like beamforming, MIMO techniques, modulation and

precoding schemes, and CSI.

7.7 Energy efficiency

This section analyzes all the research papers proposing solutions for energy efficiency suitable

for LiFi in IoT scenarios [129], [131], [132], [248], [254], [260]. In all the analyzed papers,

energy efficiency may be achieved by:

• selecting the optimal number of APs [260];

• electing the optimal LiFi AP [254];

• properly allocating transmission power in UL and/or DL directions [131], [254];

• choosing the most appropriate multiple access scheme [129], [248];

• designing antenna arrays in MIMO transmission techniques [132].

As testified in [129], at the physical layer an energy-efficient transmission in LiFi networks

is influenced by the modulation scheme. Several modulation schemes can be adopted in LiFi

systems, as highlighted in Section 7.6. Nevertheless, the choice of the modulation technique

in IoT scenarios, where nodes are power- and resource-constrained, must be decided care-

fully. Indeed, multi-carrier modulation techniques like OFDM and its variants can provide

higher spectral efficiency and throughput; nevertheless, they typically suffer from high com-

putational complexity and energy consumption [244], [277], [278]. So, these techniques are

not recommended for IoT nodes. From this point of view, single-carrier and pulse-based

modulation techniques like OOK, PAM and CSK could be more effective. Such modulation

schemes optimize the optical power utilization, also simplifying the design of the transmitter,

where energy saving can be obtained by exploiting OOK. More specifically, higher energy

efficiency can be reached if the OOK is implemented with switching transmitters where the

power consumed is mainly due to the LED energy consumption [135]. In fact, by properly

setting the amplitudes of the on and off states in the OOK-modulated signal, the dissipated

energy in the optical transmitter can be made very negligible [135].

One of the main strengths of LiFi technology is its ability to provide both connectivity

and illumination, indeed, [260] proposes a trade-off between the number of APs and energy

consumption, using constraints that impose a threshold regarding the minimum level of illu-

mination of the environment, by maximizing network performance in terms of the achieved

data rate per user. More APs installed in the network mean a greater data rate experienced by

each user (but the generated inter-AP interference will also increase). Conversely, the fewer

the number of APs, the less energy is consumed (but the average level of illumination will

also decrease). The decisive choice is made by the network designer, who selects the most

essential metric from network performance and energy usage.

The contribution provided in [254] aims at decreasing the energy of IoT nodes in a hybrid

LiFi/Wi-Fi network. Specifically, it designs a Mixed-Integer Linear Programming (MILP)

problem that finds the optimum AP while satisfying all QoS constraints, the maximum number

of simultaneously connected IoT nodes to each AP, and taking into account the upper bound

of each IoT node transmission power. More in detail, the goal is to maximize the energy
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efficiency of every IoT node, by setting the minimum transmission power able to meet the

throughput constraints related to energy consumption. Performance results are compared with

Wi-Fi-only or LiFi-only network scenarios.

In the context of multiple access schemes, a promising technique is given by NOMA. Dif-

ferently from orthogonal multiple access schemes (like OFDM previously discussed) where

users are allocated into orthogonal time and frequency resources, in NOMA all the users

share simultaneously the whole time and frequency resources, since they are multiplexed in

the power domain and demultiplexed by means of Successive Interference Cancellation (SIC)

techniques [131], [279]. Some works in literature have proven the effectiveness of this scheme

in multi-user IoT scenarios for 5G systems [279]–[281]. The same contribution [279] also

testifies the suitability of NOMA schemes also for VLC networks. It is noteworthy that the

adoption of NOMA schemes overcomes the inherent limitations of techniques like the above-

mentioned OOK. Indeed, even if OOK is one of the simplest modulation techniques adopted

in optical communications, it is not always suitable for high-rate transmission due to its low

spectral efficiency. Conversely, also NOMA schemes can be made energy-efficient in LiFi

systems by designing ad-hoc power allocation schemes that optimize the power allocated by

users, at the same time improving the error performance of the system [279].

Given the considerations reported above, another low-complexity power adaptation strat-

egy is proposed in [131] to improve the energy efficiency in a LiFi transmission for IoT en-

vironments. The proposal consists of a NOMA scheme that optimally adapts transmission

power to maximize the energy efficiency in both DL and UL channels, achieving QoS guar-

antees for bidirectional communication. To this end, it proposes a closed-form solution with

a low-complexity power allocation scheme suitable for LiFi bidirectional channel (i.e., visible

light for the DL, infrared for the UL). The network energy efficiency is improved by reducing

the likelihood of user outage while meeting all the QoS guarantees.

The lack of transmission methods capable of spatially multiplexing numerous devices

without requiring a recurrent fee payment (e.g., NB-IoT) is critical in IoT scenarios. The

contribution [129] addresses this issue by providing an innovative energy-efficient communi-

cation strategy based on optical OFDM in LiFi environment, that achieves interference-free

communication. In the proposed system, LiFi users coexist with IoT devices under a common

LiFi AP. This scheme is useful for taking the most appropriate decision on the combination of

multiple access and modulation techniques in both the DL and UL channels, to save energy.

Delay and throughput performance are also evaluated.

The work [248] provides a model based on the integration of an energy-harvesting wire-

less sensor network with hybrid LiFi/Wi-Fi communication techniques. This study presents

a model that allows for multiple channel accesses while reducing interference. It accounts for

the capability of the energy harvesting sensor to transfer the harvested energy to the sensor

node or storage charge and to manage the output of sensors. In this context, the single-carrier

modulation schemes (e.g., PPM, OOK, PAM) are analyzed for LiFi, also addressing dimming

performance for the OOK for visible light systems [248] or in hybrid visible light/infrared

communication systems [134]. Multicarrier modulation techniques, like OFDM, are also

mentioned as more effective for high data-rate transmission, or in presence of signal distor-

tion and frequency selectivity in the optical channel [248]. It is well known in fact that OFDM

presents higher spectral efficiency and robustness against dispersion and varying channel con-

ditions [135]. This contribution also analyzes the CSK as a LiFi-specific modulation. Finally,

the simulation results show that a bidirectional multiaccess/multiuser hybrid LiFi/Wi-Fi com-

munication scheme can be effectively utilized due to its ability to provide interoperability for

multiple devices/users at a high data throughput rate of 25 Mb/s.

As remarked in [282], MIMO can be effectively adopted in IoT environments due to its

capability of serving simultaneously a large amount of IoT nodes, at the same time improv-

ing energy and spectral efficiency and increasing the overall system capacity. This holds true
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especially when a large number of antennas is deployed at the base station side [282]. Sev-

eral other contributions also highlight the effectiveness of the MIMO adoption in different

frequency bands, including millimeter wave (mmWave), terahertz (THz) and optical wireless

bands, thus guaranteeing reliable and energy efficient communication in several IoT scenarios

[283], [284].

Indeed, different MIMO transmission techniques are proposed in [132] for an indoor LiFi

system based on VLC and employed in IoT scenarios. In detail, an adaptive method is pro-

posed to enhance the energy efficiency of MIMO for VLC. Specifically, by varying the chan-

nel conditions, the desired spectral efficiency, and a target error rate, the MIMO technique is

selected from three options: repetition coding, spatial multiplexing, and a modified version

of spatial modulation. Finally, MIMO technique with the lowest energy requirement is cho-

sen based on the user’s location, thus reducing energy consumption, by also considering the

desired spectral efficiency and target BER. This adaptive method can be particularly useful

in IoT applications where energy consumption is a critical concern.

Since MIMO is based on spatial diversity for signal transmission, its performance is in-

fluenced by the position of the LiFi network elements (light sources and photo-detectors),

and by the channel conditions [285]. The analysis carried out in this paper shows that this

diversity factor impacts the main parameters that contribute to energy consumption, i.e., the

optical power needed to reach a target BER. So, the optimization of the energy consumption

depends on the chosen MIMO technique as related to the specific IoT scenario (more details

on this can be found in [132]).

The works analyzed in this section suggest that the minimization of energy consumption is

of paramount importance in LiFi networks serving IoT systems. Indeed, IoT nodes are usually

battery-powered and batteries should last for a very long time. This issue is exacerbated for

LiFi access networks, thought to achieve very high data rates that require a higher power con-

sumption at the node side to meet this requirement. Efforts in this direction have been made

mostly by analyzing data transmission at the physical layer, considering LiFi channel models,

energy-efficient modulation schemes, the adoption of MIMO strategies and the optimization

of the transmission power for the LiFi nodes.

7.8 Design of communication schemes

Figure 7.4: Example of design of communication scheme.

This section identifies and discusses the contributions that analyze communication schemes

applicable to IoT environments adopting the LiFi technology, as shown in Fig. 7.4.
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In this framework, a basic approach is proposed in [264]. In this work, the system is made

up of a smartphone and a LED that implements a LiFi bidirectional channel. The former is

outfitted with a flashlight as a transmitter and a camera that serves as a receiver. The initial

stage in acquiring information is a picture captured by the camera, which extracts the bright-

ness component of the image. The LED position is then detected. The signal is decoded after

equalization and quantization. Finally, the information can be successfully collected follow-

ing the error-checking procedure. Furthermore, the LED can act both as a transmitter and

a receiver. Specifically, variations in incoming light intensity can be detected by charging

a reversed biased LED and measuring its electric tension after a short time interval [264].

Specific efforts have been made in the design of communication schemes for outdoor sce-

narios, which are critical for LiFi networks [262], [263]. The authors in [262] propose use

cases suitable for a disaster scenario by exploiting the VLC over a lighthouse to communicate

with fishermen in an emergency situation. The outdoor LiFi communication scheme is imple-

mented following the DMX512-A standard that enables the unidirectional data transmission

for VLC. Specifically, the device block diagram includes a power supply, a serial interface

linked directly to a laptop and a microcontroller that manages the light-based transmitter or

receiver. Another contribution in [263] designs a SDN-enabled LiFi attocellular network vir-

tualization able to share the infrastructure over multiple Mobile Virtual Network Operators

(MVNOs). This is possible thanks to a resource slicing application offered by the northbound

of the SDN controller that is also able to handle the on-demand creation of a LiFi DL chan-

nel. Under heterogeneous bursty traffic conditions, the proposed approach aims to maximize

the data rate and optimize the allocated resources of each MVNO infrastructure, while min-

imizing the fees incurred by the providers. To this end, a heuristic matching game method is

exploited to properly address the resulting optimization strategy.

Differently from the previous works, communication schemes for indoor scenarios are

proposed in [129], [242], [247], [261]. The authors of [129] propose a novel architecture

for LiFi-based indoor networking for IoT users. In detail, the work designs a LiFi AP with a

transmitter that can operate on three distinct wavelengths (i.e. red, blue, and green) to commu-

nicate with different receivers at the same time, and a receiver consisting of a photodetector

capable of gathering IoT node signals. Furthermore, it proposes equipping IoT nodes with

one element capable of sending in the infrared band and the other component capable of re-

ceiving by filtering the system’s different wavelengths. Once the communication equipment

has been described, the block diagram of the various forms of modulation employed in the

DL channel is defined, beginning from modulation and moving through the DAC and ADC

until the signal demodulation. The work in [242] envisions the deployment of a one-way LiFi

hotspot that is engaged for DL communication only. It transmits the data stream to the end

user by generating it via LED. First, the data stream is encoded by the transmitter, enabling an

asynchronous communication based on MQTT and with frames as small as 11 bits (one start

bit, two stop bits, and eight ASCII characters). Finally, the receiver may decode the broadcast

signal into alphanumeric characters by analyzing the received frame with the help of a solar

panel that detects tiny changes in light. The benefits of adopting LiFi in high interference

conditions due to high voltage and strong magnetic fields are shown in [247]. First, this con-

tribution introduces a novel concept called the Internet of Light, in which lights are assigned

an IPV6 address and are considered network nodes. In detail, a sensor is inserted inside a

High Voltage Direct Current converter to provide constant feedback on its functioning state.

Finally, the voltage is detected by the sensor, which sends the signal created by a modulator

to the light source, which is received by an optical antenna of the receiver and demodulated

before passing to the signal processing phase. According to the authors of [261], a LiFi net-

work is used to achieve device-to-device (D2D) communication in an ultra-dense Industrial

Internet of Things (IIoT) environment, by adopting a scenario drawn from the IEEE 802.11bb

standard for VLC communication.
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The choice of such a standard is particularly suitable for the analysis of realistic IIoT

scenarios, like the one described in detail in [286], especially for what concerns the channel

model. Furthermore, as remarked in [287], if compared to the other optical wireless communi-

cations standards like IEEE 802.15.7, IEEE 802.15.13, or the ITU-T G.9991, IEEE 802.11bb

introduces only slight modifications to the MAC layer of the IEEE 802.11 standard adopted

by for Wi-Fi, thus easing the LiFi/Wi-Fi coexistence which is an important aspect in an IoT

environment [248], [254], [271].

In this scenario, the network is split into clusters identifiable by a given LiFi AP, and each

of these AP covers a variable number of mobile devices that act as relying upon the AP for

the gathered data from the IIoT nodes. Specifically, the IIoT nodes use the measured received

optical intensity to choose the optimal mobile device suitable for the D2D. Finally, the network

performance is quantified by evaluating different mobile device speeds, transmitter heights

from the ground, and room sizes.

Unlike the previous contributions, papers [244], [248] focus on energy harvesting strate-

gies. The work in [244] introduces IoT nodes that are self-sustaining in terms of energy and

conducts a feasibility analysis using the existing technology. It specifically provides three al-

ternative setups that employ an AP outfitted with a LED for transmission, a photodetector,

and a CMOS camera for data reception. In the first configuration, an IoT node is equipped

with a solar panel that can perform both energy harvesting and data reception in DL, while

for transmission a liquid crystal shutter is employed, which can perform both backscattering

and UL communication in VLC. The second configuration employs a solar panel that is also

responsible for waking up the IoT node to allow communication in the UL channel exploiting

the infrared technology. The third configuration presents a hybrid node that uses both LiFi

and RF, with the DL channel acting as a control channel to efficiently employ the RF, inter-

rupting the sleep state. This study also illustrates three potential autonomous setups from the

standpoint of energy, which is a crucial requirement for the IoT.

Another contribution analyzes a typical indoor IoT environment for smart housing and

smart industries using a hybrid LiFi/Wi-Fi network [248]. The proposed system includes an

EH-sensor node that can manage energy harvesting and communicates utilizing the frame

structure defined in the 802.15.7 standard. When smart devices want to connect with EH-

sensor, they transmit data to the frame creator block. Then, the output is sent to the encoder

block. Once encoded, the data frame is sent from the modulation block to the LED driver,

which produces blue light to interact with the EH-sensor. Indeed, it has an optical color

filter to filter the blue-colored LED light and receive the data frame with the help of the

photodetector. Furthermore, it keeps the received data in the buffer after demodulating and

decoding the data frames. When EH-sensors wish to connect with smart devices opposite

approach is taken utilizing a green LED light to avoid interference.

Finally, the contribution [265] proposes a solution for data storage in a secure LiFi envi-

ronment for the IoT. Specifically, it describes a LiFi-IoT environment in which the sensors are

coupled to a microcontroller capable of driving an array of LiFi transmitters, as shown in Fig.

7.5. Consequently, another array of photodetectors serves as an AP through the proposed sys-

tem, which also includes a Advanced Encryption Standard (AES) algorithm adopting 128-bit

symmetric keys and a Role-Based Access Control (RBAC) authentication and authorization

mechanism. As a result, a method to securely store the sensed data is implemented.
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Figure 7.5: Example of a security system.

The communication schemes proposed in the analyzed works often investigate in depth

the components of the communication systems and relate them to specific use case scenarios.

An important aspect covered in these contributions is the proposal of communication schemes

for outdoor scenarios, that are more critical for LiFi-based communication. In this context,

the optimal selection of available resources to maximize the network data rate seems to be an

interesting topic, bringing encouraging performance results. Unfortunately, finding the solu-

tion to this kind of optimization problem is time- and resource-consuming, making it difficult

to meet the real-time requirements that are instead important in some IoT scenarios. Also,

some standardization aspects and the coexistence among different modulation schemes at the

physical layer are discussed, thus making the proposed schemes suitable for implementation

into real testbeds.

It can be noted anyway that the proposed schemes are quite simple, in most cases being

made of a single transmitter and a single receiver. More complex, multi-node scenarios, that

are much closer to the IoT reality, are almost totally neglected or are evaluated theoretically,

or their performance analysis is carried out through simulations. Also, a compliance analy-

sis of the different standards adopted, wherever implemented simultaneously in the proposal,

would be beneficial for practical implementations and performance evaluation in real-world

scenarios, especially when LiFi is integrated with Wi-Fi technology. Another important les-

son learned is that almost all the proposed communication schemes are described at the physi-

cal layer. To strengthen the analysis and provide a more exhaustive description of the schemes,

an analysis of the schemes at higher layers (e.g., network layer, application layer, etc.) with

the related standardized protocols adopted, would be beneficial.

Some security aspects are also tackled in the context of communication schemes. Never-

theless, security protocols for LiFi is still a work in progress that requires more investigation.

Actually, the solutions proposed focus mainly on cryptographic mechanisms. Nevertheless,

they must be chosen accurately, to meet the resource-constrained nature of IoT nodes, at the

same time being fully compliant with the ongoing standardization efforts in the LiFi environ-

ment.

7.9 Positioning algorithms

This section describes the positioning algorithms proposed in LiFi networks for IoT applica-

tions. The proposed algorithms allow the localization of IoT nodes, also in hybrid indoor and

outdoor environments, as shown in Fig. 7.6.
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The work [245] provides an integration of the outdoor navigation system (e.g., Global

Positioning System) with an indoor navigation system (e.g., LiFi technology). It designs a

technique for indoor localization, which is primarily used to store a series of points that rep-

resent the latitude and longitude while it proposes a triangulation method for outdoor locating

systems.

According to [111], [266], the implementation of LiFi positioning algorithms is a promis-

ing solution for indoor applications [111] and industrial environments [266]. In both these

contributions, an indoor standard-compliant positioning system based on the so-called time-

of-flight approach is implemented. It makes use of the frame structure of LiFi transmission,

as stated in the International Telecommunication Union (ITU) Telecommunications Sector

G.9991 recommendation [288]. Based on the information contained in the LiFi frame, two

kinds of time information are derived: coarse time information (obtained by using the frame

synchronization preamble) and fine time information (derived from the channel estimation

preamble), to estimate the relative distance between each LiFi AP and the IoT node with high

precision.

Real-world tests have been used to validate the proposed system.

Positioning algorithms can be useful to estimate the position of IoT nodes with high ac-

curacy, thus being of great importance in some industrial environments or indoor scenarios

where the position of an IoT node must be derived precisely. The main drawback of such

techniques resides in the complexity of the LiFi network, which must be composed of a high

number of APs to combine the information on the node position coming from the different

APs, and the short coverage range of the LiFi signal that is negatively influenced by attenu-

ations and obstacles. Another issue is that the positioning algorithms proposed in the state

of the art literature could be energy-consuming, especially in scenarios with high mobility of

IoT nodes, since their position needs to be continuously updated as they move in the reference

area. So, their implementation should be carefully evaluated in such scenarios, when energy

saving becomes a relevant issue.

Figure 7.6: Example of indoor positioning approach.

7.10 Challenges and future research directions

This section aims at addressing the main challenges of LiFi adoption in IoT scenarios as

derived from the analysis of the current literature, to find the related missing gaps. Based on

this, possible research directions can be drawn to suggest what kind of themes deserve to be

further investigated by future research work.
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According to the analysis of the current literature, LiFi technology can fulfill the major-

ity of the requirements of future systems put forward in the IoT field, including 5G, 5G&B,

and others. Sharing LiFi and IoT technologies can be a highly effective solution to many of

the challenges that take place in Wi-Fi access networks, particularly in terms of data rates,

energy consumption, and scalability. This validates the potential of LiFi in a wide variety

of IoT scenarios. However, it should be noted that most of the LiFi-based technology is still

under investigation. Therefore, in the authors’ opinion, it is necessary to pay attention to the

obligation to examine crucial theoretical issues.

The first issue is that building LiFi networks to serve IoT systems requires the use of a small

cell architecture, which leads to a dense deployment of LEDs. As highlighted in the analyzed

papers, this raises the problem of managing inter-cell optical interference, in the framework

of light transmission which is different from RF signal transmission. Additional research is

needed in this direction. In this case, it is desirable to conduct full-scale experiments using

models of real network sections. This aspect is another interesting research direction that can

be further explored to provide innovative and effective theoretical models for the LiFi part

of the network in IoT scenarios. Another problem that needs further research efforts is the

management of the handover of IoT nodes in indoor scenarios with multiple APs and mobile

devices. This aspect is important, especially in dense scenarios with real-time data exchange,

to minimize service interruptions and maximize system efficiency.

The second issue is related to the thorough evaluation of the throughput performance of

IoT systems when using strategies of interference management like MIMO. Some works cop-

ing with this issue propose the adoption of MIMO techniques to increase the system through-

put and energy efficiency. Nevertheless, the effectiveness of such adoption is considered as

for RF systems. Also in this case, a thorough evaluation of the real performance of MIMO to-

gether with its effectiveness in terms of throughput and quality of service would be beneficial

in future research works, especially in real testbeds.

Another interesting research field is related to the challenging issue of the proposal and

adoption of analytical models for LiFi explicitly tailored for the IoT domain. In fact, many

papers in the scientific literature focus on the analytical models for the LiFi network ([125],

[289]–[294]). Nevertheless, all the models proposed in the abovementioned papers refer only

to LiFi systems, totally neglecting their integration with the IoT environment. Furthermore,

there is still a lack of a reliable channel model for these systems [126]. For instance, unrealistic

assumptions are made about the receiver’s placement, such as presuming that the LiFi receiver

is vertically upward or randomly located within the communication range of the transmitter

[126].

Consequently, it is challenging to adapt these models to an environment full of constraints

such as the IoT is. Indeed, there is a need to comprehend, design and validate the models pro-

duced for LiFi networks in the IoT context. At the same time, mathematical expressions and

formulas taken from monographs are used, which do not fully take into account the parame-

ters of modern transmitters and receivers of light signals in the IoT domain. Thus, it would

be interesting to create a layout of the minimum configuration of the LiFi system, take mea-

surements and validate the model as accurately as possible by comparing the measurement

results with the outputs of the analytical model. This aspect has currently not been properly

addressed by the current literature and requires a relevant effort, to properly align analyti-

cal results with experimental ones in integrated LiFi/IoT scenarios, and iteratively refine the

proposed models accordingly, to solve LiFi network design problems in the IoT domain.

As a result of the conducted survey work, it is evident that much effort in the field of LiFi

technology has been devoted to the analysis of the physical layer of light signal propagation

between the transmitter (LED) and the photodetector. There are no exhaustive studies of LiFi

systems that would analyze the processes of information from the source to the recipient at all

levels: physical, channel, network, and above, even by adopting cross-layer approaches. The
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key challenge is that each level has its own methods and procedures of data flow management,

and there are opportunities to improve the efficiency of the system by analyzing the way(s)

data is packetized and packets are managed at the different layers of the stack. In this context,

also security assumes relevancy. More specifically, the management of authentication and

authorization procedures is actually a challenge and needs further research to find the best

trade-off among conflicting requirements, such as the implementation of lightweight security

procedures to save the computational resources of IoT nodes, the layer(s) of the stack at which

these procedures should e implemented, and the maintenance of the security guarantees when

handover among different APs occurs. From this point of view, centralized or distributed

security procedures could be implemented; nevertheless, they should take into account the

specific IoT application scenario and the system architecture. In any case, by using recent

achievements in solving the problems of information transfer at each level, it is feasible to

identify new potential directions for the development of even more efficient LiFi systems.
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Chapter 8

A Primer on Visible Light Indoor

Positioning System via Intelligent

Metasurface Reflectors

This Chapter introduces a novel IPS which jointly employs VLC and IMR. Starting from

the channel gain and noise characterization, a RSS-based IMR-assisted Trilateration method-

ology is discussed. Specifically, the positioning error is modeled as a function of different

parameters such as number of collected samples, bandwidth, and optical transmission power.

A simulation campaign is carried out to assess the performance of the proposal under several

configuration settings. Numerical results show the promising potential of this algorithm in

terms of positioning accuracy.

8.1 System Model

This work considers a scenario that involves an indoor environment characterized by (i) a

ceiling-mounted LED, (ii) N IMRs [143] installed on the walls of the room, and (iii) a

PhotoDetector (PD) placed on the ground in an unknown location, as illustrated in Figure 8.1.

In particular, the LED emits incoherent light and is located at a fixed position q =
[qx, qy, qz]T ∈ R

3. Moreover, the IMRs are deployed at wn = [wx
n, w

y
n, w

z
n]
T ∈ R

3 and can

operate in two modes, denoted by an ∈ {0, 1} with n = 1, . . . , N , which are (i) total ab-

sorption (i.e., an = 0) and (ii) specular reflection (i.e., an = 1). Finally, the PD is located at

u = [ux, uy, 0]T ∈ R
3 and is characterized by a light detector area A. In this scenario, it is

essential to take into account that the dimensions of the light source of the LED are deemed

irrelevant when compared to the distances between the IMR and the light source. As a result,

any point of observation on the surface of the reflector will perceive all points of the source

to be at the exact same location, allowing us to regard the source as a single point, known as

point source assumption.

8.1.1 Visible Light Channel Gain Model

The LoS channel gain [143] characterizing a VLC system is defined as follows

h0 =

(

(m+1)A
2πd2

0

G cosm(Θ) cos(θ), 0 ≤ θ ≤ ψ,

0, otherwise,
(8.1)

whereΘ and θ are the angles of irradiance and incidence between the LED and PD. Moreover,

ψ denotes the Field of View (FoV) of the PD, d0 = ∥q− u∥ is the LED-PD distance, and G
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Figure 8.1: System Model.

describes the non-imaging concentrator. It can be represented as follows,

G =

(

T f2

sin2 ψ
, 0 ≤ θ ≤ ψ,

0, otherwise,
(8.2)

where T is the gain of the optical filter, and f being the refractive index, and the Lambertian

index is m = − 1
log2 cos(Θ1/2)

with Θ1/2 is equal to the half-intensity radiation angle.

Generally, when indoor scenarios are considered, a wide range of NLoS phenomena affect

the communication, including reflection, diffraction, scattering, and penetration paths. Nev-

ertheless, due to the significant loss characterizing the VLC communication systems, pen-

etration and diffuse reflection paths are commonly disregarded. Further, the diffraction can

be neglected, given the extremely small wavelength scale [295]. As a result, only the specu-

lar reflection emerges as the prominent NLoS component within the context of IMR-assisted

environments. The evaluation of this contribution, originating from the LED, undergoing

reflection from the n-th IMR, and detected by the PD, can be model as in Eq. (8.1) but con-

sidering a longer path [296]. The latter encompasses both the LED-IMR and IMR-PD links,

as

hn =

(

ρ (m+1)A
2π(rn+dn)2

G cosm(Θn) cos(φn), 0 ≤ φn ≤ ψ,

0, otherwise,
(8.3)

with ρ representing the reflection factor of all IMRs, Θn denoting the angle of irradiance

between the LED and the n-th IMR, and φn representing the angle of incidence between the

n-th IMR and the PD. Additionally, dn = ∥wn − u∥ denotes the distance between the n-th

IMR and the PD, while rn = ∥q − wn∥ represents the distance between the LED and the

n-th IMR. It is worth mentioning that, in the context of VLC, the wavelength is the order

of the nanoscale. Hence, the near field assumption holds true since the signal propagation

distance is smaller than 2D2

λ , where D represents the maximum size of the IMR and λ is

the wavelength. As a consequence, the path loss follows the additive model [296]. Finally,

by combining Eq. (8.1) and Eq. (8.3) the total received power at the PD side [144] can be
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expressed as, P = p
�

h0 +
PN

n=1 anhn

�

, where p is the transmitted power.

8.1.2 Visible Light Channel Noise Model

To achieve a precise estimation of the PD position, it is imperative to acknowledge the in-

fluence of noise affecting the channel. Indeed, due to the substantial attenuation of the VLC

link, the magnitude of the noise could be comparable or even higher with respect to the one

of the original signal. This contribution can be modeled according to a Gaussian distribution

η ∼ N (0, σ2), (8.4)

having zero mean and σ2 as the variance. The latter primarily accounts for the impact of two

distinct noise sources.

The first is known as shot noise, which is a random variation in signal intensity due to the

discrete nature of particle interactions, such as photons striking a sensor, causing fluctuations

especially at low signal levels.

This phenomenon can be mathematically expressed by means of its variance [9] as:

σ2S = 2qRPB + 2qI1B, (8.5)

where q is the electron charge, R represents the responsivity of the PD, B is the equivalent

noise bandwidth, I1 is the current due to the background light.

The second source of noise is represented by the thermal noise, which causes shifts in

current induced by the thermal agitation of electrons in the receiver circuit [9]. Specifically,

its variance can be modeled as follows [297]:

σ2T =
8πκτ

G0
νAI2B

2 +
16π2κτζ

g
ν2A2I3B

3, (8.6)

whereκ is the Boltzmann’s constant, τ is the absolute temperature,G0 is the open-loop voltage

gain, and ν is the fixed capacitance of PD. Furthermore, ζ is the channel noise factor, g the

transconductance, I2 and I3 are the noise bandwidth factors [298]. Finally, the total noise

variance is denoted by σ2 = σ2S + σ2T .

8.1.3 Received Signal

Given the FoV constraint satisfied, it is assumed that the LED and the PD has the same ori-

entation, i.e., cosΘ = cos θ = qz/d0, and hence the direct channel in (8.1) reads

h0 =
AG(m+ 1)(qz)m+1

2π(d0)m+3
. (8.7)

Similarly to the LoS case, it is possible to rearrange the IMR contribution in (8.3) as

hn = ρ
AG(m+ 1)

2π(rn + dn)2dn
Unw

z

n, (8.8)

since the position of LED and IMR are fixed, cosm(Θn) = Un and cos(φn) = wz
n/dn.

Finally, leveraging the results above, the electric current signal received by the PD is

µ = RP + η. (8.9)
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8.2 RSS-based IMR-assisted Trilateration

This work proposes an IPS relying on a multi-stage process, namely RSS-based IMR-assisted

Trilateration. In the first step, K0 ∈ N samples of the non-coherent light emitted by the LED

are collected. Then, the average of this set is computed to reduce the noise and to obtain a

more accurate representation of the underlying signal. The same procedure is also adopted

for each IMR by gathering Kn ∈ N samples, where only one known IMR is set as reflective

at a time. Therefore, recalling the definition in (8.9), the estimated current at receiver side is

µ̂n=
1

Kn

Kn
X

k=1

µk=Rp (h0+anhn) +
1

Kn

Kn
X

k=1

ηn,k≜µn+ ηn, (8.10)

where ηn,k ∼ N (0, σ2n) denotes the k-th independent noise realization when n-th IMR is

active, modeled according to (8.4). This contribution can be specialized in LoS and NLoS

cases.

8.2.1 Line-of-Sight Link

Initially, the PD starts to detect the light received directly from the LED. The incoming signal

µ0 denotes the particular case where all the IMR are set in the absorptive status, by satisfying
PN

n=1 an = 0. Furthermore, it is composed by solely the average of K0 samples of the LED

that generate an amount of current related to the LoS link equal to

µ̂0 = Rph0 +
1

K0

K0
X

k=1

η0,k ≜ µ0 + η0, (8.11)

with ηn,k ∼ N (0, σ20). Nevertheless, the estimated distance between the LED and the PD,

denoted with d̂0 ∈ R, is obtained by inverting the average received current in (8.11). To

this aim, it is mandatory to leverage the noiseless model in order to avoid dealing with the

intractable reciprocal Gaussian distribution. Therefore, it is possible to directly estimate the

distance between the LED and the PD as follows,

d̂0 =
m+3

s

RAGp(m+ 1)(qz)m+1

2πµ̂0
≜

m+3

s

β0
µ̂0
. (8.12)

8.2.2 Non-Line-of-Sight Link

When the n-th IMR is enabled, the total measured current can be estimated using the general

expression (8.10). Hence, by subtracting the previous estimated LED contribution in (8.11) as

∆̂n = µ̂n − µ̂0, (8.13)

it is possible to evaluate solely the IMRs contribution.

Therefore, the estimated distance d̂n between the PD and the active IMR is derived by

solving the following

(rn + d̂n)
2d̂n = ρ

RAGp(m+ 1)

2π∆̂n

Unw
z

n ≜
βn

∆̂n

≜ αn, (8.14)
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which has three different solutions. Nevertheless, only one of them is real and reads

d̂n=
1

3τn
(rn−τn)2, τn=

3

s

r

27r3nαn+
729

4
α2
n+r

3
n+

27

2
αn. (8.15)

8.2.3 Linear Least Square Method

Once the PD has accumulated all the contributions from the IMRs, it proceeds to estimate

its position employing LLS Trilateration method [9]. First, a system of N + 1 equations

is defined, with N averaged non-zero IMR contributions for each anchor. Specifically, the

system links the estimated distance between each entity with the horizontal position of the

PD, denoted as û = [ûx, ûy]T , to derive as follows

 

 

 

 

 

 

 

 

 

 

 

d̂20 = (ûx − qx)2 + (ûy −qy)2 + (0− qz)2,

d̂21 = (ûx − wx

1)
2 + (ûy−wy

1)
2 + (0− wz

1)
2,

...

d̂2N = (ûx − wx

N )
2 + (ûy−wy

N )
2 + (0− wz

N )
2.

(8.16)

It is possible to represent (8.16) in a linearized form by selecting an anchor equation as

the reference and subtracting the others from it, as Aû = ŷ where

A=

 

 

 

wx

1 − qx wy

1 − qy

...
...

wx

N − qx wy

N − qy

 

 

 
, ŷ=

1

2

 

 

 

d̂20 − d̂21 − ∥q∥2+∥w1∥2
...

d̂20 − d̂2N − ∥q∥2+∥wN∥2

 

 

 
.

It is important to note that, a minimum of three non-zero contributions (corresponding

to N ≥ 2 IMRs), are required to make the system feasible. Finally, by leveraging the least

square method, the estimated horizontal PD position is

û = (ATA)−1AT ŷ. (8.17)

8.3 Positioning Error

In this Section, the analysis on the positioning error is conducted in order to derive the number

of samples required to achieve a prescribed accuracy. The goal is to guarantee that the absolute

error between the actual signal and the estimated one is lower than a certain threshold δ0 with

a probability greater than 1− ε, such that

P(|µ̂0 − µ0|≤δ0)=P
(

|η0,k|≤δ0
�

=P

�

σ0√
K0

�

�N (0, 1)
�

�≤ δ0

�

=

P

�

HN
�

σ0√
K0

�

≤ δ0

�

= erf

 
s

δ20K0

2σ20

!

≥ 1− ε. (8.18)

Imposing the minimum tolerable error probability with strict equality, the number of sam-

ples required is obtained as

K0 = 2σ20δ
−2
0 erf−1(1− ε)2. (8.19)
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The above rationale can be applied also to the IMR case, while considering the error

brought by µ̂0 in (8.13) as

P

�

|∆̂n−∆n|≤δn
�

=P

��

�

�

�

N
�

0,
σ20
K0

�

−N
�

0,
σ2n
Kn

��

�

�

�

≤δn
�

=

P

�

HN
(
√
K
�

≤ δn

�

= erf
�

δn(2K)−
1

2

�

≥ 1− ε, (8.20)

where K =
σ2
0
Kn+σ2

nK0

K0Kn
and ∆n = µn − µ0. After some mathematical manipulations, the

number of required samples is

Kn =
2σ2nK0

δ2nK0 erf
2(1− ε)− 2σ20

=
2
(

σn erf
−1(1− ε)

�2

δ2n − δ20
, (8.21)

which demonstrates that the IMR contribution cannot be more precise than the LED one,

i.e., δn > δ0. Further, for ε → 0, the absolute errors ϵ0 and ϵn between the distance and its

estimate, in the two cases, can be expressed starting from the absolute errors on the current

δ0 = µ0 − µ̂0 and δn = ∆n − ∆̂n. Therefore, starting from the definition of β0 and βn in

(8.12) and (8.14), it results that

δ0 =
β0

dm+3
0

− β0
(d0 + ϵ0)m+3

⇒ ϵ0=d0

�

m+3

r

µ0
µ0 − δ0

− 1

�

,

δn = βn

�

1

(rn + dn)2dn
− 1

(rn + dn + ϵn)2(dn + ϵn)

�

⇒ (rn + dn + ϵn)
2(dn + ϵn)=

(rn + dn)
2dnβn

βn−δn(rn + dn)2dn
≜γn

⇒ ϵn = d̂n
�

�

αn=γn
− dn,

where d̂n is defined in (8.15). Finally, by rearranging the estimated position in (8.17) as û =
(ATA)−1AT (y + ỹ), the error positioning vector e = [ex, ey]T = (ATA)−1AT ỹ, where

ỹ=
1

2

 

 

 

ϵ0(ϵ0 + 2d0)− ϵ1(ϵ1 + 2d1)
...

ϵ0(ϵ0 + 2d0)− ϵN (ϵN + 2dN )

 

 

 
.

The above chain of equations provide a analytical tool to assess the performance of IRS-

assisted VLC systems.

8.4 Numerical Results

A simulation campaign is conducted hereby to provide useful results on the channel model

and on the proposed RSS-based IPS. All the simulations, if not otherwise specified, adopt

the following parameters [297], [298]: ψ = Θ1/2 = 70◦, f = 1.5, ρ = 0.95, A = 0.2 cm2,

R = 0.54A/W, T = 1, I1 = 5pA, I2 = 0.562, I3 = 0.0868, τ = 295K, G0 = 10,

ζ = 1.5, g = 30mS, ν = 112 pF/cm2. For the sake of the analysis, in Fig. 8.2, the IMR

contribution is analyzed imposing d0 = rn = K0 = Kn = 1. Specifically, Fig. 8.2a depicts

the signals (µ0 and ∆n) and the noise average power as a function of the distance, with a

transmission power p = 1000 lumen (683 lumen = 1W). As expected, all curves diminish

as the related distance increases, even if for higher bandwidth values this trend is less evident

due to the dominance of the thermal noise over the shot one. Indeed, the former does not
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Figure 8.3: Absolute error ϵn for different PD position and number of sam-

ples.

depend on the received power and hence the related curves do not decay with the distance.

These results are further confirmed by Fig. 8.2b, where the SNR is reported as a function

of the optical power. Clearly, under the selected parameter set, even with a low transmission

power is always possible to obtain a satisfactory SNR also for the reflected signal (denoted

by the red lines). However, this is not necessary true for all distances and hence a sufficient

number of samples is required to obtain a target accuracy.

In this regard, it is considered a room of 5x5x3 m with a LED located at q = [2.5, 2.5, 3]T,

N = 4 IMRs mounted on the walls at w1 = [2.5, 0, 2]T, w2 = [0, 2.5, 2]T, w3 = [5, 2.5, 2]T,

and w4 = [2.5, 5, 2]T, B = 5MHz, ε = 10−3. Fig. 8.3 illustrates the absolute error ϵn
when (i) the position of the PD changes and (ii) the number of samples K0 and Kn varies

with the PD fixed in the center of the room. Remarkably, ϵn ∼ 7 cm can be achieved with

few samples and a low transmission power at the considered distance, i.e, ∼ 3m. It is worth

specifying that these results are valid for all the IMRs, which are symmetrically deployed, and

are upper-bounds for ϵ0.
Finally, adopting the same room configuration, Fig. 8.4 shows the RMSE, i.e., ∥e∥, for

N = 2 and N = 4 IMRs by imposing K0 = 50 and Kn = 100. The first setup provides
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(a) N = 2 (b) N = 4

Figure 8.4: RMSE for different number of IMR.

the maximum accuracy in the area encompassed by the three entities, expressed with a pat-

tern slightly deformed towards the center of mass weighted on the received power. On the

contrary, the symmetrical deployment of the IMRs in the second configuration leads to a uni-

form coverage in terms of accuracy emerging as a pattern centered around the LED projected

position.
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This work investigates the critical necessity of integrating NTN technologies into terrestrial

networks to meet the evolving worldwide demands of the last decade for seamless connec-

tivity. To this aim, Chapter 1 outlines the necessary steps to bridge this gap, thus effectively

mitigating the digital divide. In particular, while 5G technology has undeniably advanced

our communication capabilities, the proliferation of IoT smart devices, even in areas that are

challenging to reach via terrestrial infrastructure, necessitate the development of the next-

generation network (i.e., 5G&B). Bridging the digital divide in remote areas remains a sig-

nificant challenge, and innovative solutions such as NTN, with their extensive coverage, are

essential. Furthermore, the rise of the deployment of LEO CubeSats in the space-segment,

driven by standardization and cost reductions, exemplifies the potential for space-based tech-

nology integration to enable ubiquitous connectivity. Nevertheless, 5G&B-based network re-

quires more than just NTN solutions, terrestrial network advancements are equally important.

Indeed, resource virtualization and VLC, standardized by IEEE 802.11bb and commonly re-

ferred to as LiFi, play pivotal roles in the evolution of the 5G&B networks in the IoT domain.

On one hand, resource virtualization, as laid out by the rise of the Digital Twin, is a crucial

component of network progress, blurring the line between the physical and digital realms. It

offers novel avenues for human-machine interaction and allows for the integration of intelli-

gent services into everyday activities. On the other hand, LiFi, in particular, offers high-speed

data transmission through LED technology, leveraging existing lighting infrastructure to re-

duce deployment costs, enhance energy efficiency, and provide immunity to interference. In

this rapidly evolving landscape, the synergy between space-based and terrestrial technologies

will continue to drive innovation and shape the future of communication and connectivity,

ensuring a more inclusive, efficient, and resilient digital future.

In particular, Chapter 2 presented a robust NB-IoT architecture for satellite communica-

tion, with a specific focus on its applicability in agriculture. The chapter delved into link-level

considerations, including antenna selection and the fine-tuning of critical parameters, ensur-

ing the reliability of the communication link. The crucial innovation is the assumption of

deploying the entire protocol stack onboard the satellite, a departure from the conventional

approach. Technical adaptations for the radio interface were explored to enable seamless

connections between NTN terminals and remote satellites. Rigorous system-level simula-

tions were conducted, validating the architecture’s adherence to NB-IoT specifications and

demonstrating its feasibility. Future research will broaden the scope to diverse applications,

employing an experimental testbed to elevate technology readiness.

Chapter 3 introduced an extension of the open-source 5G-air-simulator, which models

a satellite-based architecture for Narrowband Internet of Things (NB-IoT). This extension

incorporates several crucial features, including blind repetitions management, the Layer-2

Satellite (L2S) model, cell selection procedures, and a satellite mobility model. This tool

holds the promise of supporting research on satellite-based NB-IoT communication systems.

Additionally, to demonstrate its effectiveness, the chapter presents a set of preliminary perfor-

mance metrics derived from a monitored scenario. These results shed light on the significant

impact of constellation configuration on latency and service reliability. Notably, the simula-

tion tool underscores the importance of proper constellation dimensioning, showing that more

satellites per orbit result in moderate NPRACH preamble collisions, leading to lower packet
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delays and higher average delivery ratios for NTN terminals. Future work may expand upon

this system-level investigation by assessing the effects of constellation configuration on more

complex network topologies, examining multi-tone uplink and downlink channel configura-

tions, and analyzing energy consumption patterns.

Chapter 4 proposed a novel 5G&B-oriented architecture with advanced orchestration ca-

pabilities of security services into the Non-Terrestrial segment. Specifically, it provides these

main scientific contributions: i) a definition of network architecture and protocol stack en-

abling the interaction among terrestrial and space network entities, ii) a definition of a system

model describing the network configuration and the delays associated with the deployment

of specific security services, and iii) formulation of optimization problem willing to dynam-

ically allocate security VNFs among satellites over a looking-ahead horizon. Three alter-

native heuristic methods for the aforementioned optimization problem have been investigated

through computer simulation to assess the overall performance of the proposed approach. Ob-

tained results demonstrated the ability of the conceived approach to deploying the requested

services within a strict deadline. Specifically, the SA-based solution demonstrates to out-

perform the other approaches in terms of service deployment delays, resource consumption,

and processing time. Future research activities will investigate more complex scenarios en-

visaging a deep integration of terrestrial and NTN, embracing other space network elements

(such as drones). Moreover, they will also evaluate the effectiveness of the proposed solution

through real experimental testbeds.

Chapter 5 presented a Satellite-IoT network powered by a UAV via WPT. Starting from

the system model, two MINLP problems have been formulated to fairly maximize the har-

vested energy of the GNs and the total transmitted data towards a LEO CubeSat. This requires

a joint optimization approach that encompasses recharge and transmission scheduling plans

while accounting for drone kinematics. To handle the non-convexity of both problems, the

former has been decomposed into two sub-problems and then reformulated by also applying

SCA technique. Meanwhile, the latter is tackled by employing the same two aforementioned

techniques. A simulation campaign has been conducted in order to evaluate the algorithm

performance over different (i) number of GNs, (ii) number of antenna elements of the UAV,

(iii) WPT transmission power levels, (iv) area sizes, and (v) mission duration. Finally, the

proposed solution is compared with a reference baseline approach, demonstrating a substan-

tial performance improvement, ranging from 1.5 to 7 times, in terms of the total amount of

transmitted data. In the future, the research efforts will be focused on the following directions

(i) extend the algorithm to multiple drones for a thoroughly integrated NTN cooperative net-

work. (ii) investigate inductive and capacitive WPT models to improve the overall efficiency.

(iii) employ 3D antenna arrays for a more flexible beam-steering and -forming strategies. (iv)

expand the trajectory optimization and GN placement considering different heights to address

different terrain conditions. (v) consider the presence of a IRS that can enhance the energy

harvested by GNs. Finally, the proposal will lay the groundwork for the realization of a testbed

that will be used for experimentation and measurements in the context of 5G&B technologies.

Chapter 6 proposed a novel resource capability-aware TMS scheme in the service provi-

sioning for a SIoT environment. The proposed strategy aims to grant trusted services with a

high QoE, overcoming some fundamental limitations in this research field, such as responsive-

ness, resource capability, efficiency, and scalability. Then, the performance of the proposed

approach has been compared to baseline solutions. Obtained results highlight that the pro-

posed scheme can process service requests in real-time, experiencing low latency within a

fair resource distribution and relieving the IoT devices from any computational load. Further-

more, it allows a responsive identification of malicious nodes, preventing them from acting

as providers for forthcoming service requests. Future research activities will further examine

the multi-clustered structure by investigating the synchronization procedure between Primary

Nodes. Furthermore, a security service will be set for real-time propagation of the malicious
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nodes identification along the clusters.

Chapter 7 provided a thorough overview of the research activities on the LiFi technology

applied to the IoT scenario. After a detailed description of the novel aspects of this work

and the main differences from the other surveys and review papers, the surveyed papers have

been classified based on the different topics, that range from the adoption of LiFi in IoT ap-

plications to integrated communication technologies, the solution to optimization problems,

QoS provisioning, energy efficiency, physical layer analysis, positioning strategies, security

and proposals of communication schemes. From the analysis of the surveyed literature, some

important conclusions can be drawn. First, there are some topics that attract much interest,

like the adoption of LiFi technology in different application scenarios and the integration or

coexistence of LiFi with other technologies like Wi-Fi or cellular networks. This is testified

by the number of works on these topics. Second, the QoS provisioning is mostly related to

the solution to optimization problems, that sometimes is hard to find due to the complexity of

the problem itself and not always suitable for IoT devices, which usually have reduced com-

putational resources. Third, the energy saving issue is crucial in IoT environments, where

nodes are battery-powered. Nevertheless, for the sake of feasibility in IoT environments, the

proposed strategies must keep a low complexity and a high transmission efficiency. Fourth, it

is very important to focus the research efforts on the coexistence of LiFi with other commu-

nication technologies (Wi-Fi or cellular networks), preventing communication systems and

network architectures to be designed from scratch. The main difficulty related to this topic is

the integration and interaction among different protocols, developed by different standardiza-

tion bodies, and at different layers of the stack. Additional efforts have thus to be spent in this

direction.

Chapter 8 investigated the performance of the RSS-based IMR-assisted Trilateration, start-

ing from the mathematical model of the VLC channel and the related noise contribution. The

impact of the number of samples collected, the distance of the PD, and the bandwidth on

the overall accuracy has been evaluated through an analytical study and corroborated by nu-

merical results. The derived findings can be employed for the design and assessment of such

IPS. Future works include the optimization of the position of LED and IMRs, as well as the

investigation of the PD tilting angle and different multiplexing techniques.

In conclusion, the integration of terrestrial and non-terrestrial technologies in the IoT

network represents a pivotal aspect, as extensively discussed in this work. This integration

necessitates adaptations ranging from the physical and link levels to the application level,

with a crucial focus on resource virtualization and optimization. Hence, it is imperative for

terrestrial networks to facilitate the continuous development, even among the challenges posed

by the scarcity of available spectrum in the radio frequency domain. Indeed, this work also

includes preliminary investigations into the performance of the innovative LiFi technology.
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