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Abstract

Computer Aided Decision (CAD) systems, based on 3D tomosynthesis
imaging, could support radiologists in classifying different kinds of breast
lesions and then improve the diagnosis of breast cancer (BC) with a lower
X-ray dose than in Computer Tomography (CT) systems.

In previous work, several Convolutional Neural Network (CNN) architec-
tures were evaluated to discriminate four different classes of lesions consid-
ering high-resolution images automatically segmented: a) irregular opacity
lesions, b) regular opacity lesions, c) stellar opacity lesions and d) no-lesions.
In this paper, instead, we use the same previously extracted relevant Regions
of Interest (ROIs) containing the lesions, but we propose and evaluate two
different approaches to better discriminate among the four classes.

In this work, we evaluate and compare the performance of two differ-
ent frameworks both considering supervised classifiers topologies. The first
framework is feature-based, and consider morphological and textural hand-
crafted features, extracted from each ROI, as input to optimised Artificial
Neural Network (ANN) classifiers. The second framework, instead, considers
non-neural classifiers based on automatically computed features evaluating
the classification performance extracting several sets of features using differ-
ent Convolutional Neural Network models.

Final results show that the second framework, based on features computed
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automatically by CNN architectures performs better than the first approach,
in terms of accuracy, specificity, and sensitivity.

Keywords: Breast Cancer, Tomosynthesis, Image Processing, Hand-crafted
features, Shallow and Deep Artificial Neural Networks, Convolutional
Neural Networks.

1. Introduction

Breast cancer is the second most prevalent cause of cancer death, which
is turning into a global public health problem due to its complex aetiology
and poor response to the treatment [1, 2]. In recent years, several studies
have dealt with innovative treatments to retard breast cancer progression,
such as melatonin [3, 4, 5, 6].

The increasing women life expectancy and the higher incidence of breast
cancer in the general population require an accurate assessment of the breast
glands with imaging techniques, and mammography still represents the gold
standard imaging tool in this field [7].

Mammographic examinations, in fact, are used in several screening pro-
grams as they could lead to very early detection of the pathology, whereas
other kinds of diagnostic tests, such as Magnetic Resonance (MR), Computed
Tomography (CT) or Digital Breast Tomosynthesis (DBT) techniques, are
necessary to perform a more in-depth analysis of risky cases, or for the follow-
up of treated patients [8].

DBT has been recently introduced for breast cancer screening and de-
tection; it consists in a promising innovative radiological technique for early
diagnosis and staging. In details, DBT produces a limited angle cone beam
tomosynthesis of the breast glands and has demonstrated to have a higher
accuracy if compared to the most commonly used bi-dimensional imaging
techniques, such as the previously introduced mammography, CT or MR [7,
9, 10, 11]. After the acquisition of multiple thin and high-resolution images,
the DBT system produces a quasi-three-dimensional format of the recon-
structed breast images aiming to reduce the effect of tissue superimposition,
a typical side effect of the conventional planar digital mammography [12].
Moreover, since the edges of the breast lesions are better defined, DBT also
improves the visualisation of masses and architectural distortions, thus lead-
ing to an improvement of the final diagnostic performance [13].
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Figure 1: Number of publications per year from 2006 to 2017. Topic: Computer Aided
Diagnosis & Medical Imaging. Indexes: SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-
SSH, ESCI.

In the last decades, Computer-Aided Decision (CAD) systems have be-
come very popular in literature, with more than 1000 papers, indexed by
the most common academic search engines from 2006 to 2017, dealing with
computer-assisted diagnosis in the fields of medical imaging and biosignal
processing, as depicted in Fig. 1. In fact, always more frequently in real-
world applications, CAD systems support clinicians in everyday diagnostic
practice offering a cheap and suitable alternative to double reading as a mean
for reducing errors [14].

The design of traditional CAD systems usually follows a linear pipeline,
as represented in Fig. 2, usually based on different steps, which are: (1)
Image Acquisition, (2) Image Processing, (3) ROIs Extraction, (4) Feature
Extraction, (5) Classification and finally (6) Validation [15, 16]. Although all
the steps are crucial for the correct detection and classification of the patho-
logical areas, the extraction good sets of features describing candidate areas
for classification is of fundamental importance since the classification perfor-
mances strongly depend on the description capability of the features [17].

In details, acquired images are generally pre-processed to eliminate noise
and artefacts by using optimized filters [18, 19, 20]; after the pre-processing
phase, images are segmented by using different algorithms based on the
methodology used for pixels classification, such as the absolute grey-level val-
ues of pixels, the gradient, or even combined with geometrical distribution or
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Figure 2: The steps of the pipeline usually implemented by traditional CAD systems.
Input devices acquire the images which are then stored on a supporting device (generally
in DICOM format). Subsequently, image processing algorithms are performed to obtain
an enhanced representation, allowing an easier extraction of Regions of Interest (ROIs).
The features describing the selected ROIs are computed and used as input to a classifier.
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orientation properties [21, 22, 23, 24]|. The segmentation step allows extract-
ing ROIs containing candidate suspicious lesions which are then represented
computing several descriptors, thus creating specific patterns of features. In
the most of cases, the considered sets are built considering the same parame-
ters used for the image processing step (e.g., gradient-based, intensity-based,
or geometric), or may also group features of different kinds [25].

Moreover, an accurate designing of the clinical study, as a pattern recog-
nition task, is crucial to obtain good results concerning classification per-
formance. For this reason, in literature, several algorithms and procedures
could be found which are used to design the optimal sets of features, from
the extraction approaches to their dimensionality reduction, such as based
on relative correlation ranking, principal or independent components extrac-
tion [26, 27]. In the last years, a relevant number of studies have been
proposed for the classification of breast lesions with classifiers based on ra-
diologists’ gold standard labelling. In most cases, they were based on super-
vised learning approaches using Artificial Neural Networks (ANNs) or Sup-
port Vector Machines (SVMs), as well as Swarm Intelligence, simpler Linear
Discriminant Analysis (LDA), Decision Tree or Bayes classifiers which are
well known mathematical models used to perform classification for different
aims [28, 29, 30, 31, 32, 33, 34, 35, 5, 36, 37, 38, 39, 40, 41, 42, 6, 43, 44, 45,
46, 47].

Regarding the classification approach using ANNs, two main classes of
Artificial Neural Networks could be identified in the literature, generally de-
pending on the number of hidden layers, which are Shallow and Deep Neural
Networks. According to the commonly accepted differentiation, ANNs with
a single layer are named shallow neural networks, whereas a deep architec-
ture has a number of hidden layers greater than one [48]. A representation of
the two topologies is represented in Fig. 3. This discrimination in the ANNs
topology is particularly important since the design of the optimal architec-
ture for Artificial Neural Networks, in terms of the number of hidden layers
and the number of neurons per layer, is still an open problem today, which
strongly affect the classification performance [49].

Recent studies have evaluated the performance differences between shal-
low and deeper neural networks by highlighting the strengths and weaknesses
of both architectures [50, 51]. According to literature, there is not an ob-
jective motivation to prefer Deep or Shallow Neural Networks. In fact, both
the neural architecture could approximate any (reasonable) function, where
the quality of the final generalisation properties strictly depend on the signif-
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Figure 3: Architectural differences between (a) shallow and (b) deep neural networks.
(Adapted from Nielsen [48] under Creative Commons Attribution-Non Commercial 3.0
Unported License)
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Neural Network & Medical Imaging. Indexes: SCI-EXPANDED, SSCI, A&HCI, CPCI-S,
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icance and classes-balance of the available training data. However, shallow
neural networks could reach an extremely high number of neurons in their
hidden layer, leading to very wide ANNs, thus making the number of param-
eters to be tuned during the training phase considerably high, with the risk
of data overfitting [52]. On the other side, the introduction of multiple layers
makes ANNs able to learn features at different levels of abstraction, based
on the number of hidden layers, leading to stronger capabilities of generalisa-
tion if compared to a shallow architecture with the same computing power,
in terms of number of neurons and connections.

Regarding deep neural networks, different learning strategies and archi-
tectures have been introduced in the literature so far; these automatic learn-
ing systems are having a huge success mainly thanks to the use of (deep)
Convolutional Neural Networks (CNNs) and Deep Learning algorithms in
the field of image processing and classification. In fact, these kind of archi-
tectures are able to make a decision (i.e. classify) working directly on a raw
image used as input to the network [53, 54, 55]. A CNN, in fact, has the capa-
bility to automatically extract some descriptors from an image, the so-called
feature learning capability, thus eliminating the need to develop image pro-
cessing algorithms aiming to the extraction of hand-crafted features necessary
to a traditional feature-based classifier, such as ANN or SVM [54, 56, 57].

In recent years, Deep Learning (DL) and Convolutional Neural Networks
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Figure 5: The implementation of Alexnet CNN combined with SVM classifier [60]. This
architecture is composed of 5 convolutional layer, some of them coupled with max-pooling
and normalization layers, and 2 fully-connected layers. Finally, the SVM classifiers is used
for class discrimination.

(CNNs) have been used in many applications for the segmentation and clas-
sification of images, including the medical field, with more than 200 works
dealing with the topics of interest published in the last 5 years (Fig. 4),
having half of these works focused on breast cancer.

For example, Samala et al. designed a DL-CNN architecture for breast
micro-calcification classification [58]. The authors found the optimal DL-
CNN architecture by varying among 216 combinations of parameters in the
network (e.g., the number of filters and the filter kernels) and analysing the
effects of their variation in the parameter space. The comparison between
the selected DL-CNN and their previously designed CNN, which was a non-
deep learning Artificial Neural Network performing convolution on the input
images, showed a statistically significant improvement since the Areas Under
the Curve (AUCs) of the CNN and DL-CNN were 0.89 and 0.93 respectively.

Another interesting work in the breast cancer prevention field is the one
performed in [59]. In fact, Kallenberg et al. presented an innovative method
capable of learning from features at multiple scales hierarchy from not la-
belled data addressing two different tasks: (i) breast density segmentation
and (ii) scoring of mammographic texture. The authors reported that the
scores obtained by using the proposed method, which was based on automatic
learning, had a high correlation with the ones obtained with the manual ap-
proach. Furthermore, the learned texture scores were predictive of breast
cancer.



Unlike traditional neural architectures, a Convolutional Neural Network
may have different kinds of layers, which are generally combined in different
ways depending on the specific implementation [56]. Specifically, the three
main types of layers to build these architectures are Convolutional Layer,
Pooling Layer, and Fully-Connected Layer. An example of CNN architecture
is reported in Fig. 5, which show the AlexNet implementation combined with
a SVM classifier [60].

According to literature, Convolutional Neural Networks are powerful ar-
chitectures that may be used in three different ways [61, 56, 54]:

e Training from scratch: as for ANNs, Convolutional Neural Networks
may be created from scratch, designing the overall architecture and
providing enough samples as input for training. Generally, this process
takes a lot of time and computational resources using large datasets
with several classes.

e Transfer Learning or Fine-Tuning: this approach allows using an
available pre-trained model for classification purposes different from the
original target classes. In details, it is possible to fine-tune the classifi-
cation layer of a CNN to predict new classes given as input. Thanks to
the power and versatility of these architectures, it is possible to fine-
tune all the layers of the network, or just some of them maintaining
the weights of the other layers. In particular, some authors suggest to
fine-tune the higher levels of networks, due to the higher generality of
the features computed in the lower levels of the networks [56].

e Features Extractors: in addition to the previous ways for CNN im-
plementation, it is possible to get the output at a specific level of the
CNN and use it as automatic descriptors of the input data of the net-
work itself. Since this process is iterative, it is possible to intercept the
output at the desired level, based on the desired level of abstraction of
the features.

In a previous work, several pre-trained deep models coupled with non-
neural classifiers were investigated for classifying breast lesions, considering
images from digital tomosynthesis [62].

In this paper, two different approaches have been considered for the clas-
sification of breast lesions; in particular, after image pre-processing and ex-
traction of ROIs containing lesions, two neural architectures were used for
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classification. In the first approach, morphological and textural features have
been extracted from each ROI. An Artificial Neural Network was used to dis-
criminate among the classes of lesion considering the hand-crafted previously
mentioned features. The obtained results are then compared with those ob-
tained following a Deep Learning approach based on Convolutional Neural
Networks, where well known pre-trained CNN models have been evaluated
as feature extractors by comparing the classification performance of several
non-neural classifiers cascading to the CNN.

The paper is organized as follows: patients, image acquisition system and
the algorithms for image processing are organized as materials and then are
discussed in Section 2; the two different frameworks considered for the classi-
fication of breast lesions are described in Section 3; experimental results are
reported and discussed in Section 4, and finally, the conclusions are presented
in Section 5.

2. Materials

In this section, details about patients, acquisition protocol, images and
algorithms for image processing are given.

2.1. Patients

From January to November 2016, 16 patients underwent breast tomosyn-
thesis examination. All the patients were women aged between 35 years and
65 years (average age 49.8 + 9.2 years). In particular, some women under-
went more than a single tomosynthesis examination, thus reaching a dataset
composed of 39 breast exams.

2.2. Acquisition System: Protocol and Images

In DBT, several images of the compressed breast are obtained projecting
X-ray from different emission sources [63]. Starting from these images, a
reconstruction algorithm is performed to produce a three-dimensional view
of the breast tissue, slice by slice, mutually parallel and suitably spaced.

The acquisition system used for this study is the 2nd generation DBT
Giotto Tomo with the emission sources ranging in a wide scanning angle of
40°, as shown in Fig. 6. In particular, an innovative iterative reconstruction
algorithm is used, which have been designed exclusively for tomosynthesis
systems, thus it is not derived from CT or MR techniques.

10
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Figure 6: Emission angles distribution and doses by DBT Giotto Tomo
(http://www.tomosynthesis-giotto.com/). The larger the dot, the greater the dose at
the corresponding angle.

Figure 7: A slice extracted from a reconstructed image.

Despite the wide acquisition range, only 13 exposures with reduced op-
timised dose were used, as represented in Fig. 6, and the pixel size of 8 ym
allowed to obtain high resolution images without binning.

An example of a slice from the reconstructed image is shown in Fig. 7.

2.3. Image Processing

The extraction of ROIs was performed following the success of previous
empirical strategies [64] and it is described in the following paragraphs.
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2.83.1. Image pre-processing

The first step of the pre-processing procedure started windowing and
enhancing the contrast of the DICOM images [65]; it was performed following
the algorithm reported in Alg. 1.

The proposed algorithm converted images by a linear transformation, con-
sidering the Window Width (w) and Window Centre (c) where z is the value
of a pixel from the input DICOM image, y is the value of the corresponding
pixel in the output image, y_min and y_maz are the bounds of the range
for pixel value in the final image (e.g. [0 - 255]). Fig. 8 shows the result of
the windowing operation. The values of ¢ and w were obtained empirically,
based on the images acquired by the specific input device.

Algorithm 1 The proposed algorithm for image windowing.

K — 67057(11)71)
2

if x < K then
) — Ymin
else
if x > K then
y % ymam
else
Y <
end if

end if

z—(c—0.5
m * (yma:c - ymzn) + Ymin

After this preliminary operation, enhancement of the contrast, median fil-
tering and border removal were sequentially performed to enhance the ROIs
to be processed in the subsequent steps, as represented in Fig. 9. The en-
hancement of the contrast was applied on the image resulting from the pre-
vious windowing operation to map the intensity value of the pixels to new
values such that 1% of the data was saturated in both low and high inten-
sities. Then, a median filter was applied to remove the granular noise, also
known as ”salt & pepper”, from the image using a 3x3 squared kernel [66].
Finally, the removal of the breast external border was performed; this last
step was of fundamental importance in the pre-processing phase since the
breast showed a white edge that could interfere in the subsequent segmen-
tation phase. This last operation was performed expanding the background
(the black part of the image) using a disk with 16-pixel radius.

12



(a)

Figure 8: The Windowing result; (a) shows the original DICOM image; (b) shows the
modified image ( Window Centre was 3477, Window Width was 844).

2.3.2. Segmentation

After the enhancement of the acquired images, the extraction of ROIs
containing suspicious lesion was performed in the segmentation step, which
generally consists in several algorithms leading to the labelling of each pixel,
according to the analysed characteristic [67, 68].

2.3.2.1 Image Binarisation

In grey levels tomosynthesis images, breast lesions appear brighter than the
surrounding tissues. An adaptive thresholding algorithm was chosen to per-
form the binarisation task, according to a previous approach used to segment
regions for better detecting benign or malignant masses in mammography [69]
or retinal vessel extraction [70]. The proposed strategy was adaptive, in fact,
the optimal value of the selected threshold allowed to minimise both the risk
to remove meaningful regions and the searching subspace of the whole breast
image. In details, the threshold was empirically determined by adding the
mean value of the grey level values to their standard deviation multiplied by
an empirical constant.
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Figure 9: A schematic representation of the steps needed in the image pre-processing phase

leading to the enhancement of the input images.
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2.3.2.2 Hole Filling and Post-Processing

Finally, since the remaining regions included some blood vessels that could
interfere in the subsequent classification step, a procedure based on the aspect
ratio of the remaining areas was used to remove them [71, 30]. The approach
used to select ROIs containing suspicious lesions is represented in Fig. 10.

In details, areas with aspect ratio below a threshold were removed, thus
allowing the removal of all ROIs representing vessels and not suspicious areas.
At the end of the segmentation phase, a dilatation of each segmented ROI
was performed and the mean values of grey levels in both the initial and the
extended ROIs were evaluated; if the difference between the obtained two
values was higher than a threshold, or the grey levels of the two areas were
significantly different, the segmented ROI was left as it was; otherwise, an
active contour procedure was performed, considering the border coming from
the binarisation process as the initial curve for the algorithm [72, 73].

2.3.83. Images Extraction

The goal of the previous segmentation step was to build an exhaustive and
robust dataset of ROIs to design the classification workflow of the different
supervised classifiers. In order to comply with the input size requirements of
the considered pre-trained CNN models, a preliminary resizing of the ROIs
was performed, obtaining images sized 227x227 [74, 54].

Finally, all the images were labelled according to the classification of the
radiologists in the previous mentioned 4 classes, which are:

1. None: segmented ROI not containing any kind of lesion (Fig. 11(a));
2. Ori: segmented ROI containing an irregular opacity (Fig. 11(b));
3. Oro: segmented ROI containing a regular opacity (Fig. 11(c));

4. Ost: segmented ROI containing a stellar opacity (Fig. 11(d)).

3. Classification Frameworks

This section describes the two frameworks designed to classify the ex-
tracted ROIs containing candidate breast lesions: the first framework pro-
poses the adoption of feed-forward ANNs, whereas the second one uses CNNs
coupled with a non-neural classifier.

15
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Figure 10: A block-diagram showing the algorithm for the ROIs extraction.




(d)

Figure 11: Images extracted after the segmentation phase: (a) ROI with no lesions; (b)
ROI with irregular opacity; (¢) ROI with regular opacity; (d) ROI with stellar opacity.
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Figure 12: PCA explained variance of the principal components computed from the initial
dataset. Bars show the variance for each component, whereas the black line indicate the
cumulative variance for each principal component.

In particular, the workflow of the first framework is based on the extrac-
tion of some hand-crafted features from the ROIs, and then addresses the
problem as a traditional ANN-based supervised pattern recognition. On the
other side, the second approach considers CNNs as feature extractors with a
non-neural classifier cascading to discriminate among the classes of the four
lesions.

3.1. First Framework with Artificial Neural Networks

The ROIs extracted with the algorithm for segmentation were described
using both morphological and textural features computed using the Grey
Level Co-occurrence Matrix (GLCM), which have been used in similar clas-
sification problems [29, 75, 76, 77]. In particular, 26 different features were
computed and the arithmetic mean of pixels’ grey levels in the region was
also considered.

In order to reduce the number of features to be considered for the subse-
quent classification, dimensionality reduction was performed using the eigen-
decomposition Principal Component Analysis (PCA) [78, 79, 80]; finally, a
set of 13 features in the new subspace was selected to cover an overall variance
of 99.3%, as could be seen in Fig. 12.

Moreover, before performing PCA, each feature was normalized to zero
mean and unitary standard deviation, by using the z-score remapping [81].
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In this framework, two different classifications based on ANNs were con-
sidered:

e binary classification discriminating between the Positive class, con-
taining images of three classes of lesions, i.e. Oro, Ori and Ost, and
the Negative class, with no-lesion images;

e multi-class classifier to discriminate among all the considered classes
of images, i.e. Oro, Ori, Ost and no-lesion.

After the preliminary data preprocessing, the obtained dataset was con-
stituted by: 63980 samples for None class, 391 samples for Ori class, 654 for
Oro class and 480 samples for Ost class.

3.1.1. Binary Classification

The considered dataset was considerably unbalanced since about 64000
entries were labelled as Negative, whereas the Positive samples were 1525
only. Since imbalance between the classes generally leads to low classifica-
tion performance, thus leading to the need to develop specific procedures
for improving classification performance, the number of entries labelled as
Negative was reduced to 1670, removing the most correlated entries, having
a correlation factor higher than 0.9 [82, 17, 83].

After dataset rebalancing, an optimised Artificial Neural Network was
designed. Since evolutionary strategies are suitable approaches for the op-
timisation of classifiers, the optimal topology for the considered classifier
was found by means of an evolutionary approach based on a mono-objective
Genetic Algorithm (GA) [30, 84, 43]. The used GA searches for the ANN
topology reaching the highest mean accuracy on the test set [85, 86, 87],
where each ANN in the GA population was trained, validated and tested
considering a dataset split into 60/20/20 respectively for training, validation
and test sets (with a number of random permutations fixed to 200).

The optimisation algorithm found a shallow ANN whose topology con-
sisted of 143 neurons for the single hidden layer with the log-sigmoid transfer
function (logsig) and one neuron in the output layer with the hyperbolic tan-
gent sigmoid transfer function (tansig). The input dataset was the balanced
PCA dataset obtained as reported in the previous paragraph and, at each
iteration, random samplings were performed to maintain balanced the ratio
between the two considered classes.

19



3.1.2. Multi-class Classification

After the binary classification approach, the Genetic Algorithm in Bevilac-
qua et al. was modified to perform multi-class classification [30]. In details,
the previous version of the GA was modified to describe ANN topologies
with the output layer set to softmax, allowing the discrimination of multiple
classes, rather than two.

As for the previous approach, each ANN was trained, validated and tested
considering both the same partitions of the dataset and the same number of
iterations. In this case, the returned ANN optimal topology was composed
of two hidden layers with 248 and 46 neurons respectively with hyperbolic
tangent sigmoid transfer function (tansig) for both the hidden layers where
the output layer had 4 neurons with softmax transfer function.

3.2. Second Framework with Convolutional Neural Networks

Unlike the traditional approach described in the previous section, which
is based on the classification considering hand-crafted features computed by
processing the ROI extracted using the segmentation algorithm, Convolu-
tional Neural Networks can perform classification taking images as input.

As already reported in Sect. 1, CNN classifiers may be used in different
ways; in this work, CNNs have been used as automatic Features Extrac-
tors considering their output as input for non-neural classifiers. In order to
use CNNs as Feature Extractors for the subsequent learners, the following
workflow was adopted:

1. loading the pre-trained model;
2. loading the dataset;
3. dataset preparation:

a. class balancing;

b. training and test sets creation, considering 2/3 of samples for the
training set, and the remaining samples for the test set, maintain-
ing balanced the number of samples for each class;

4. features extraction using batch approach due to memory constraints
(32 images per batch);

5. features normalization using Z-Score algorithm, if needed;
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6. training of the non-neural classifier;

7. test of the classifier.

In order to evaluate the variability of the obtained results and the mean
performance of the classifiers, 50 iterations of training and test have been
performed, as for the described traditional approach. In particular, the se-
quence from (3.) to (7.) represents a single iteration.

As the number of samples is not equally distributed among the considered
classes, data augmentation is an essential step to both increase the number
of samples of classes with few images and train the desired invariance and
robustness properties [88]. This preliminary step in the augmentation of the
input images by means of specific transformations, such as rotation, trans-
lation, skewing and distortions [89]. Since the number of Positive samples
(Oro, Ori and Ost classes) was lower than the Negatives, a combination of
flips and rotations (0°, 90°, 180°and 270° respectively) was used to augment
the Positive dataset; in this way, for each Positive image sample, 8 images
were obtained.

In the next section, more details on the pre-trained models evaluated in
this work are provided.

3.2.1. Pre-trained Models and Learners

Several pre-trained models were considered and evaluated for features
extraction using CNNs. For this aim, the classification layer and the re-
lated fully-connected layer, were removed in order to obtain a set of features
describing images automatically computed. The following models were con-
sidered:

e GoogLeNet [90]: the main feature of this net is the Inception Module
that helps to reduce the total number of parameters of the net. It also
uses average pooling layers instead of full-connected layers at the end
of the net and it keeps only the last full-connected layer before the
classification one.

e ResNet [91]: this net is characterized by skip connections and makes
an extensive use of batch normalization. Skip connections help to sim-
plify the training phase thanks to several residual blocks that directly
propagate information from a bottom layer to a distant higher one; the
gradient back-propagation is facilitated too, by allowing the gradient
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to reach lower layer without losing magnitude. More details on skip
connections are reported in the related work.

AlexNet [54]: its architecture is similar to LeNet [92] but it is deeper
and bigger. Another difference compared to LeNet (that has every
single convolutional layer followed by a pooling layer) is the multiple
convolutional layer stacked on the top of each other before the pooling
layer.

VGG-verydeep (VD) [93]: it consisted of two nets with different
number of weighted layers: 16 and 19, respectively. In this work, VGG-
Net with 19 layers and 144 million parameters was considered. This
network is composed of several convolutional layers with 3-by-3 recep-
tive fields and different numbers of channels.

VGG-F, M and S [94]: three CNN models, representative of the state
of the art, were proposed in the related work. Fach model represents a
different accuracy/speed trade-off. In details, VGG-F is the Fast model
and it is based on the architecture of Krizhevsky et al. [54]; VGG-M is
the Medium model and it is very similar to CNN developed by Zeiler
and Fergus [95]; finally, VGG-S is the Slow model and its architecture
is based on the accurate network from Overfeat package [96].

The output of the CNN models (or rather, their final activations) was
used to train a new classifier. In this case, several non-neural learners were
considerd and evaluated, which are:

Linear Support Vector Machine (Linear SVM) [97];
K-Nearest Neighbor (KNN) [98];

Naive Bayes (NBA) [99];

Decision Tree (DT) [100];

Linear Discriminant Analysis (LDA) [101, 102].

The performances for all the described approaches are reported in the
following section.
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4. Experimental Results

In this section, all the results obtained in the classification sessions are
reported, for both the introduced framework. In particular, a comparison be-
tween binary and multi-class classification approaches is presented in the first
subsection, whereas the results considering all the CNN pre-trained models
combined with the different learners are reported in the subsequent para-
graph.

4.1. First Framework Performance

Regarding the binary classification, the results are reported in terms of
Accuracy (Eq. 1), Specificity (Eq. 2) and Sensitivity (Eq. 3) on the test set, as
mean values on the iterations performed according to what already discussed
in Sect. 3.1.1. The number of True Positive (TP), True Negative (TN), False
Positive (FP) and False Negative (FN) samples are evaluated considering the
confusion matrices (Tab. 1) obtained from the classification on all the test
sets created by permuting the dataset, where Positive and Negative classes
have been already defined.

Table 1: Confusion Matrix
True Condition

Positive Negative

. .l Positive TP FP
Predicted Condition Negative PN ™
TP +TN
A = 1
Y = TP A TN+ FP+ FN (1)
TN
ity — Y 5
Speci ficity FPLTN (2)
TP
bivity —
Sensitivity TP+ FN (3)

As reported in Table 2, more than 80 % of Accuracy, Sensitivity and
Specificity have been reached for the approach based on the binary classifi-
cation. On the other side, the optimized ANN designed for the multi-class
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classification reached a mean Accuracy of 74.84 %+4.89, where the Accuracy
have been evaluated as the ratio between the number of instances correctly
classified and the total number of instances.

Table 2: Results for binary classification

Accuracy Specificity Sensitivity

Mean 84.19 % 82.82 % 85.90 %
Standard Deviation 3.06 5.38 5.17

Comparing the obtained values of Accuracy, it is evident that the binary
classifier is more accurate and stable than the multi-class classifier. As ex-
pected, the multi-class approach showed worse performance than the binary
case. This behaviour was predictable and reasonable considering the way
in which ANNs were designed and optimised: the extraction process of the
most discriminant features heavily influences the overall capabilities of the
classifier. In this case, the features used as inputs showed good results to
discriminate binary class samples (presence or absence of lesions), whereas
these did not provide enough information to correctly describe all the differ-
ent kinds of lesions in the multi-class approach.

4.2. Second Framework Performance

In this section, the results obtained following the approach discussed in
Sect. 3.2, using Convolutional Neural Networks as features extractors and
non-neural learners, are reported. In particular, some preliminary tests were
firstly performed and evaluated to find the optimal working set to improve
the overall performance of the classifiers.

4.2.1. Activations Normalization

Firstly, all the CNN models, coupled with each learner, were evaluated
comparing the classification performance considering the normalisation of
the activations obtained from the CNN which are then given as input to
the learner. As it could be seen in Table 3, which reports the best results
among the analysed learner, the normalization of the activations extracted
from all the models does not significantly affect accuracy. However, a slight
improvement can be observed in almost all cases.
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Table 3: Results obtained from two tests performed with the KNN classifier, trained on
different models activations. Accuracy was averaged over 50 iterations using GPU and
augmented images. The only difference between tests was the activations normalisation.

No - Normalisation Normalisation

Nets Accuracy (%) Std Accuracy (%) Std
GoogLeNet 80.79 0.58 81.43 0.62
ResNet 89.70 0.54 90.19 0.36
AlexNet 90.11 0.52 90.12 0.49
VGG-VD 89.78 0.48 89.65 0.39
VGG-F 91.44 0.4 91.61 0.42
VGG-M 90.62 0.52 90.77 0.51
VGG-S 91.91 0.36 92.02 0.51

4.2.2. Images Augmentation

As for the normalisation approach, all the CNN models were evaluated
comparing the classification performance considering the dataset modified
with the augmentation approach. Results are reported in Table 4, which
shows the performance obtained considering the KNN classifier, as for the
normalisation comparison. Unlike the previous test, the improvement achieved
with the augmented images is clearly evident. The accuracy improvement is
approximately 10 % for VGG nets (VD, F, M and S) and AlexNet while it
is higher (about 15 %) for GoogLeNet and ResNet; the standard deviation
is reduced also showing a more stable behaviour of the CNN models.

4.2.3. Learners Comparison

The CNN models performing better in the tests described in the previous
section were then used with different learners trying to classify the different
kinds of lesions. Except for GoogleNet, all the CNN models reached accuracy
near to 90 %. Final tests to evaluate the performance of non-neural classifiers
were performed on a subset of the considered CNNs; in particular, VGG-F,
VGG-S and VGG-S were used for final evaluations, as they reported the
higher mean accuracy and minimum processing time in the previous tests.

In order to perform the final tests, both dataset augmentation and activa-
tions normalisation were performed. In details, after the augmentation of the
dataset for the samples belonging to Oro, Ori and Ost classes, the number
of samples for each class was equalled to the number of samples in Ori class,
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Table 4: Results obtained from two tests performed with the KNN classifier, trained on
different models activations. Accuracy was averaged over 50 iterations using GPU and
normalization. The only difference between tests was the augmentation of images.

No - Augmentation Augmentation
Nets Accuracy (%) Std Accuracy (%) Std
GoogLeNet 06.16 1.82 81.43 0.62
ResNet 75.61 1.90 90.19 0.36
AlexNet 80.62 1.77 90.12 0.49
VGG-VD 78.73 1.93 89.65 0.39
VGG-F 81.49 1.50 91.61 0.42
VGG-M 80.93 1.51 90.77 0.51
VGG-S 82.60 1.55 92.02 0.51

Table 5: Results of the selected pre-trained CNNs used as features extractor, training the
learners with normalization and augmented images. Results are reported in terms of mean
value of accuracy (+ standard deviation) on the test set.

LINEAR NAIVE  DECISION
SVM BAYES TREES

VGG-F 91.63+ 0.41 64.57+ 0.66 6729+ 2.02 43.82+ 0.59 59.68 + 1.07
VGG-M 90.7{ £ 0.48 66.25 + 0.60 69.50x 2.16 42.85+ 0.57 57.03 £ 0.98
VGG-S 92.02+ 0.48 6524+ 0.80 68.84 + 1.89 44.89+ 0.60 56.16 + 0.93

KNN LDA

which was the lowest one, by randomly removing samples from the other
classes at each iteration. In order to evaluate the reliability and stability
of the results, the training and test of the CNN coupled with the classifiers
was performed 50 times, permuting the input dataset at each iteration. The
input dataset (at each iteration) was constituted by 12512 images, equally
distributed among the 4 classes; the training set was the 66 % (2064 samples
per class) of the whole dataset, whereas the remaining 34 % was used as test
set (1064 samples per class).

The obtained results are reported in Table 5, which shows the mean
accuracy (£ standard deviation) obtained by each classifier working on the
set of features extracted by each CNN of the considered subset.

As reported in Table 5, the Naive Bayes classifier was not recommended
in this classification as it shows the worst mean accuracy; Decision Trees
lead to an improvement of the mean accuracy in comparison to Naive Bayes,
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Table 6: Sensitivity and Specificity for the lesions evaluated through 1-vs-all approach.

Ori vs all Oro vs all Ost vs all

Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity
VGG-F 98.67 % 97.07 % 96.01 % 95.98 % 97.24 % 96.93 %
VGG-M 98.14 % 96.64 % 95.00 % 95.76 % 97.18 % 96.62 %
VGG-S 98.36 % 97.13 % 95.61 % 96.33 % 96.67 % 97.25 %

Table 7: Confusion Matrix of the best classifier (accuracy 93.26% with VGG-S and KNN)
True Condition

Oro Ort Ost None
Oro 1017 10 9 91
Ori 16 1051 3 51
Ost 12 1 10338 5/
None 19 2 19 868

Predicted Condition

but it was far from being considered as a reliable classifier, whereas both the
linear classifiers (SVM and LDA) further increased the performance. Despite
these results, mean accuracy was lower than the expected value.

On the other side, different outcomes were obtained from the KNN clas-
sifier, where, in addition to the accuracy reported in Table 5, detailed results
about sensitivity and specificity are reported in Table 6. In this case, the
mean performance shows high values of accuracy, specificity and sensitivity
which are higher than 90 % independently from the CNN used.

Moreover, the drop in the overall accuracy, if compared to the values
of sensitivity and specificity which are higher than 95 %, is justifiable and
predictable analysing the confusion matrix reported in Table 7, which is
related to the best classifier obtained during the final tests (accuracy 93.26 %
with VGG-S and KNN). In fact, it shows a high number of misclassifications
involving the "none” class, leading the classifier to have a high number of
false positives impacting negatively on the overall performance.

5. Conclusions

In this work, two different frameworks to support radiologists in clas-
sifying breast tomosynthesis images are discussed and quantitatively com-
pared. Both frameworks were based on supervised learning strategies and
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used features extracted from the images: while the first framework is based
on optimised Artificial Neural Network topologies for the classification of
hand-crafted features extracted by an ad-hoc procedure, the second frame-
work consider and compare different non-neural learners processing features
automatically extracted by Convolutional Neural Network models.

In details, in case of traditional Artificial Neural Networks, morphological
and textural features were extracted after the processing and segmentation
of the input images; subsequently, the optimal topology for both binary and
multi-class neural classifiers were designed through an evolutionary approach
based on a mono-objective genetic algorithm.

On the other side, several CNN models were tested as feature extractors
using the activation of each considered last layer as input for different learn-
ers. Regarding the training of CNNs coupled with learners, it was found that
the activation normalisation is useful to obtain slight performance improve-
ment, whereas images augmentation is necessary to improve the classification
performance significantly, especially when the number of samples per class
in unbalanced.

After the evaluation of different CNN pre-trained models and non-neural
classifiers, VGG-F, VGG-M and VGG-S were considered for the final tests
as they showed the best performance coupled with the KNN classifier.

The reported results show that the approach based on CNNs as features
extractors is very useful and powerful for this kind of classification problem,
where the extraction of meaningful features able to discriminate more than
two classes could be a problematic approach. In fact, according to the pre-
sented literature, the use of convolutional classifier for the extraction of image
descriptors is a very promising approach if compared to the design of effec-
tive strategies for the extraction of hand-crafted features for classification
purposes.

Thanks to the innovation introduced by these models, and to the sim-
plification in the design and implementation of automatic decision support
systems, future works will examine the reliability of such systems as feature
extractors to support clinical diagnosis also for other body districts.

Essential benefits will certainly be evident from the physicians’ point of
view, in terms of both time (hence cost for the national sanitary system)
and diagnostic reliability. In addition, patients will also benefit from these
systems, thanks to which innovative techniques, predictive of the pathological
course, can be developed, thus exposing the patients to lower risks.
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