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«He smiled understandingly – much more than understandingly. It was one of those

rare smiles with a quality of eternal reassurance in it, that you may come across four

or five times in life. It faced – or seemed to face – the whole external world for an

instant, and then concentrated on you with an irresistible prejudice in your favor. It

understood you just as far as you wanted to be understood, believed in you as you

would like to believe in yourself, and assured you that it had precisely the impression

of you that, at your best, you hoped to convey.»

«The truth was that Jay Gatsby, of West Egg, Long Island, sprang from his Platonic

conception of himself. He was a son of God—a phrase which, if it means anything,

means just that—and he must be about His Father’s business, the service of a vast,

vulgar, and meretricious beauty. So he invented just the sort of Jay Gatsby that a

seventeen year old boy would be likely to invent, and to this conception he was faithful

to the end.»

«Gatsby believed in the green light, the orgastic future that year by year recedes before

us. It eluded us then, but that’s no matter—tomorrow we will run faster, stretch out

our arms farther... And then one fine morning... So we beat on, boats against the

current, bone back ceaselessly into the past.»

F. Scott Fitzgerald
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POLITECNICO DI BARI

Abstract
Department of Electrical and Information Engineering

Doctor of Philosophy

Architecting Advanced IoT Services: from Communication to Social

Perspective

by Giancarlo S��������

The advent of the Internet of Things (IoT) has marked the onset of a transformative era

characterized by the proliferation of interconnected devices, resulting in the genera-

tion of vast amounts of data and the promise of extensive applications across various

fields. To fully harness the potential of IoT and ensure its uninterrupted functionality,

there is a critical need for the implementation of highly efficient service provision-

ing. IoT encompasses heterogeneous entities, all of which require reliable access to

network services and resources while adhering to stringent Quality of Service (QoS)

requirements, including low latency, scalability, and security, as mandated by numer-

ous applications. In response to these challenges, the presented research proposes the

design of advanced architectures and strategies that span from communication to se-

curity perspectives, facilitating QoS provisioning in IoT environments. Specifically,

i) the adoption of NB-IoT technology in satellite communications aims to extend IoT

services beyond the limitations imposed by current terrestrial infrastructures; ii) en-

hancing the social skills of IoT entities through virtualization to support the selection

of a suitable provider capable of accomplish the required service.

HTTP://WWW.POLIBA.IT
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v

Acknowledgements
Thanks to my supervisors, Domenico Striccoli and Giuseppe Piro, and the entire

Telematics Lab, who have always supported the realization of this work. Especially,

many thanks to my colleagues Antonio Petrosino, Ingrid Huso, my most precious

one ’agenda’ Federica deTrizio, Prof. Pietro Camarda, and Nicola Cordeschi, who

collaborate and work with me in the realization of my paper activities during my

Ph.D.

Giancarlo Sciddurlo gratefully acknowledges the Politecnico di Bari for the sup-

port of his PhD scholarship. Some contribution are the result of research activities

carried out by different academic and industrial partners, collaborating as a partner-

ship in the context of the project “3GPP Narrow-Band Internet-of-Things (NB-IoT)

User Sensor Integration into Satellite” funded by the European Space Agency (ESA)

under contract no. 4000129810/20/NL/CLP, https://artes.esa.int/projects/

nbiot4space or partially supported by the European Union under the Italian Na-

tional Recovery and Resilience Plan (NRRP) of NextGenerationEU, partnership on

“Telecommunications of the Future” (PE00000001 - program “RESTART”).

Above all else, to my mom and dad.

https://artes.esa.int/projects/nbiot4space
https://artes.esa.int/projects/nbiot4space




vii

Contents

Acknowledgements v

List of Figures xii

List of Tables xiii

List of Acronyms xv

Scientific Contributions xix

Introduction to the Internet of Things in 5G and Beyond Networks 1

1 Design of a Service Oriented Solution over Non-Terrestrial Network 5

1.1 NB-IoT Radio Access Technology . . . . . . . . . . . . . . . . . . 6

1.2 State-of-the-Art on NB-IoT over satellite systems . . . . . . . . . . 7

1.2.1 Related Works on NB-IoT over satellite links . . . . . . . . 7

1.2.2 Recent 3GPP discussions . . . . . . . . . . . . . . . . . . . 8

1.3 An Open-Source Tool for Evaluating System-Level Performance of

NB-IoT Non-Terrestrial Networks . . . . . . . . . . . . . . . . . . 9

1.3.1 The Proposed Simulation Module . . . . . . . . . . . . . . 10

1.3.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . 13

1.4 Looking at NB-IoT over LEO Satellite Systems: Design and Evalua-

tion of a Service-Oriented Solution . . . . . . . . . . . . . . . . . . 16

1.4.1 The reference use case and related requirements . . . . . . . 17

1.4.2 Protocol architecture and low-level adaptations . . . . . . . 19

Adaptations for the Uu interface . . . . . . . . . . . . . . . 21

Adaptations for the Random Access procedure . . . . . . . 22

Adaptations for Doppler Shift and Carrier Frequency Offset 22

1.4.3 Link-level analysis and satellite constellation . . . . . . . . 23

Antenna Selection . . . . . . . . . . . . . . . . . . . . . . 23

Link Budget Analysis . . . . . . . . . . . . . . . . . . . . . 24

Satellite Constellation . . . . . . . . . . . . . . . . . . . . 28

1.4.4 System-level performance of NB-IoT over satellite . . . . . 29

System-level tool and parameter settings . . . . . . . . . . . 30

Link-to-system model . . . . . . . . . . . . . . . . . . . . 31

Satellite attach procedure and visibility time . . . . . . . . . 31

Communication latencies over the service-link . . . . . . . 32

Ability of the system to drain buffered data through the

service-link . . . . . . . . . . . . . . . . . . . . 33

Impact of the number of satellites per orbit . . . . . . . . . 34



viii

1.5 From Interoperability to Full Integration – the ITA NTN Project Vision 34

2 Design and Development of Innovative Architectures and Trusted Com-

munication Protocols for the Social Internet of Things. 39

2.1 A Multi-tiered Social IoT Architecture for Scalable and Trusted Ser-

vice Provisioning . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.1.1 Related works on Trust Management System in SIoT deploy-

ments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.1.2 The conceived SIoT tiered architecture . . . . . . . . . . . . 42

2.1.3 Details on the conceived service provisioning procedure . . 44

2.1.4 Trust model . . . . . . . . . . . . . . . . . . . . . . . . . . 45

2.1.5 Resource management . . . . . . . . . . . . . . . . . . . . 46

2.1.6 Performance Evaluation . . . . . . . . . . . . . . . . . . . 46

2.1.7 Simulation results . . . . . . . . . . . . . . . . . . . . . . 47

2.2 Boosting Service Provisioning in SIoT by Exploiting Trust and Ca-

pability Levels of Social Objects . . . . . . . . . . . . . . . . . . . 52

2.2.1 The overall system architecture . . . . . . . . . . . . . . . . 53

2.2.2 Details on the new conceived methodology . . . . . . . . . 55

2.2.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . 57

Simulation parameters . . . . . . . . . . . . . . . . . . . . 57

Average delay . . . . . . . . . . . . . . . . . . . . . . . . . 59

Processing Time . . . . . . . . . . . . . . . . . . . . . . . 60

QoE Fairness Index . . . . . . . . . . . . . . . . . . . . . . 60

Responsiveness in malicious nodes identification . . . . . . 61

3 Non-Terrestrial Elements Employment within a Virtualized Ecosystem:

a Comprehensive Use Case 65

3.1 Surviving disaster events via dynamic in-network processing assisted

by Network Digital Twins . . . . . . . . . . . . . . . . . . . . . . . 65

3.1.1 Related Works . . . . . . . . . . . . . . . . . . . . . . . . 67

3.2 The reference scenario and the proposed MCDM solution . . . . . . 68

3.2.1 Network Digital Twins parameters . . . . . . . . . . . . . . 69

3.2.2 The conceived algorithm based on TOPSIS methodology . . 70

3.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 72

3.3.1 Simulation Results . . . . . . . . . . . . . . . . . . . . . . 75

4 A Markov Chain Analytical Model Supporting Service Provisioning and

Network Design in the Social Internet of Everything 77

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2 Background, goals, and reference SIoE scenario . . . . . . . . . . . 78

4.2.1 Open issues covered by this contribution . . . . . . . . . . . 79

4.2.2 Background on SIoE scenario . . . . . . . . . . . . . . . . 80

4.2.3 Trust Management Procedure . . . . . . . . . . . . . . . . 81

4.3 Modelling a social entity through Markov Theory . . . . . . . . . . 82

4.3.1 Average number of service requests assigned to a social entity 84

4.3.2 States Transition Rates . . . . . . . . . . . . . . . . . . . . 87

Case 1: Task assignation to a social entity provider transition. 87



ix

Case 2: Negative feedback reception in response to a service

provided. . . . . . . . . . . . . . . . . . . . . . . 88

Case 3: positive feedback reception in response to a service

provided. . . . . . . . . . . . . . . . . . . . . . . 90

4.3.3 State Probability . . . . . . . . . . . . . . . . . . . . . . . 91

4.3.4 What can the model derive? . . . . . . . . . . . . . . . . . 92

Average reputation . . . . . . . . . . . . . . . . . . . . . 92

Intensity of unanswered requests on the SIoE Network . 92

Reputation threshold . . . . . . . . . . . . . . . . . . . . 93

Probability that an higher-class provider is available to

perform a service request . . . . . . . . . . . . 93

4.4 Model validation and analysis . . . . . . . . . . . . . . . . . . . . 94

4.4.1 Parameter setup . . . . . . . . . . . . . . . . . . . . . . . . 95

4.4.2 Model validation of social entity reputation . . . . . . . . . 95

4.4.3 Model validation of resource availability in the cluster . . . 96

4.4.4 Numerical results and considerations . . . . . . . . . . . . 97

Conclusions and Future Works 103

A Appendix 105

A.1 Average number of service requests assigned to a social entity . . . 105

Assuming  = 0 . . . . . . . . . . . . . . . . . . . . . . . 105

Assuming  = 1 . . . . . . . . . . . . . . . . . . . . . . . 107

Assuming  = 2 . . . . . . . . . . . . . . . . . . . . . . . 109

Bibliography 112





xi

List of Figures

1.1 Overall vision of the interaction among the implemented simulator

features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.2 ECDF of the NPRACH Preamble collisions. . . . . . . . . . . . . . 14

1.3 Box plots of the end-to-end packet delays. Each box plots identifies

the median delay (i.e., the red line), the 25th and the 75th percentile

(i.e., the bottom line and the top line of the blue rectangle), as well as

the minimum and the maximum measured delay value (i.e., the edges

of the vertical black line). . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 The proposed network architecture and the protocol stack of the Non-

Terrestrial Network (NTN) terminal and satellite. . . . . . . . . . . 20

1.5 Antennas types and related radiation diagrams. . . . . . . . . . . . 25

1.6 Link Budget in the function of Elevation Angle for different orbital

altitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.7 Signal to Noise Ratio (SNR) in different transmission mode configu-

rations for the uplink. . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.8 European field of view and satellite beam coverage. . . . . . . . . . 29

1.9 BLER curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.10 Average end-to-end delay with EDT disabled. . . . . . . . . . . . . 32

1.11 Average end-to-end delay with EDT enabled. . . . . . . . . . . . . 33

1.12 Number of packets in the buffer with 10 clusters. . . . . . . . . . . 33

1.13 Possible terrestrial-non-terrestrial network (TN-NTN) architectures

of interest in the ITA NTNproject. . . . . . . . . . . . . . . . . . . 36

2.1 The proposed SIoT tiered architecture. . . . . . . . . . . . . . . . . 42

2.2 The service provisioning procedure on the multi-tiered architecture. 44

2.3 Queued Requests Evaluation. . . . . . . . . . . . . . . . . . . . . . 48

2.4 Queued Request increasing traffic load. . . . . . . . . . . . . . . . . 49

2.5 Average Delay increasing traffic load. . . . . . . . . . . . . . . . . 50

2.6 Malicious social objects detection. . . . . . . . . . . . . . . . . . . 51

2.7 The proposed layered architecture. . . . . . . . . . . . . . . . . . . 54

2.8 Average delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

2.9 QoE Fairness Index. . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.10 Temporal evolution of the aggregated feedback. . . . . . . . . . . . 62

2.11 Responsiveness in malicious nodes identification. . . . . . . . . . . 62

3.1 Reference scenario and Intent-based network (IBN)-based network

architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.2 Overview of the drone flight and domain selection. . . . . . . . . . 73

3.3 Overview of the drone flight and domain selection. . . . . . . . . . 74



xii

3.4 Offloaded data, missed acquisitions and overall service availability

for CPU Service Level Agreements (SLA) focus. . . . . . . . . . . 75

3.5 Offloaded data, missed acquisitions and overall service availability

for trustworthiness SLA focus. . . . . . . . . . . . . . . . . . . . . 76

4.1 The Social Internet of Everything (SIoE) reference environment. . . 80

4.2 The designed Trust Management System procedure. . . . . . . . . . 82

4.3 State Diagram of the proposed model. . . . . . . . . . . . . . . . . 84

4.4 Transition rate diagram of a generic node of the graph. . . . . . . . 87

4.5 Average reputation validation. . . . . . . . . . . . . . . . . . . . . 96

4.6 Intensity of unanswered request validation. . . . . . . . . . . . . . . 97

4.7 Simulation time convergence. . . . . . . . . . . . . . . . . . . . . . 98

4.8 Unanswered requests analysis. . . . . . . . . . . . . . . . . . . . . 101



xiii

List of Tables

1.1 Transmission Time Interval (TTI) sizes . . . . . . . . . . . . . . . 7

1.2 Review of Related Works . . . . . . . . . . . . . . . . . . . . . . . 8

1.3 Packet Delivery Ratio . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 Average communication latency measured under different constella-

tion designs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.1 Direct Social Factor rate based on relationships . . . . . . . . . . . 45

2.2 Resource Capability Classes [91]. . . . . . . . . . . . . . . . . . . 47

2.3 Services characteristics. . . . . . . . . . . . . . . . . . . . . . . . . 47

2.4 Friendship ties rates. . . . . . . . . . . . . . . . . . . . . . . . . . 56

2.5 Device parameters and QoE classes. . . . . . . . . . . . . . . . . . 58

2.6 Services Requirements. . . . . . . . . . . . . . . . . . . . . . . . . 58

2.7 Processing time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.1 Review of Related Works . . . . . . . . . . . . . . . . . . . . . . . 67

4.1 Main Symbols Description. . . . . . . . . . . . . . . . . . . . . . . 83

4.2 Social Entities resources and capabilities. . . . . . . . . . . . . . . 94

4.3 Reputation analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.4 Traffic requests analysis . . . . . . . . . . . . . . . . . . . . . . . . 100





xv

List of Acronyms

KPI Key Performance Indicator

B5G Beyond 5G

BER Bit Error Rate

BLER Block Error Rate

C-LOR Co-Location Object Relationship

C-WOR Co-Work Object Relationship

CFO Carrier Frequency Offset

CIoT Cellular IoT

CoAP Constrained Application Protocol

COTS Commercial-Off-The-Shelf

CRC Cyclic Redundancy Check

CU Centralized Unit

DT Digital Twin

DTDL Digital Twin Definition Language

DU Distributed Unit

EDT Early Data Transmission

eNB evolved Node-B

EPC Evolved Packet Core

EPS Evolved Packet System

ESA European Space Agency

GEO geostationary Earth orbit

GNSS Global Navigation Satellite System

GoS Grade of Service

HARQ Hybrid Automatic Repeat Request



xvi

HAP High-altitude Platforms

HPA High Power Amplifier

HPBW Half Power Beam Width

HSS Home Subscriber Server

IAB Integrated Access Backhaul

IBN Intent-based network

IoE Internet of Everything

IoT Internet of Things

ISL Inter Satellite Link

LBO Local Break-Out

LEO low Earth orbit

LPWAN Low Power Wide Area Network

LTE Long Term Evolution

M2M Machine-to-Machine

MAC Medium Access Control

MCDM Multi Criteria Decision Making

MCL Maximum Coupling Loss

MCS Modulation and Coding Scheme

MME Mobility Management Entity

MTC Machine Type Communication

NAS Non-Access Stratum

NB-IoT NarrowBand-IoT

NDT Network Digital Twin

NFV Network Function Virtualization

NGSO non-geostationary Earth orbit

NIDD Non-IP Data Delivery

NPBCH Narrowband Physical Broadcast Channel

NPDCCH Narrowband Physical Downlink Control Channel

NPDSCH Narrowband Physical Downlink Shared Channel



xvii

NPRACH Narrowband Physical Random Access Channel

NPUSCH Narrowband Physical Uplink Shared Channel

NR New Radio

NRU Number of Resource Units

NTN Non-Terrestrial Network

OFDM Orthogonal Frequency-Division Multiplexing

OOR Ownership Object Relationship

OWC Optical Wireless Communication

P-GW Packet Gateway

PDCP Packet Data Convergence Protocol

PDU Protocol Data Unit

PHY Physical

POR Parental Object Relationship

QoE Quality of Experience

QoS Quality of Service

RAO Random Access Occasion

RC Relative Closeness

RLC Radio Link Control

RRC Radio Resource Control

RTD Round Trip Delay

RTT Round Trip Time

RU Resource Unit

SatCom Satellite Communication

S-GW Serving Gateway

SCEF Service Capabilities Exposure Function

SC-FDMA Single Carrier Frequency Division Multiple Access

SDN Software Defined Network

SIoT Social Internet of Things

SIoE Social Internet of Everything



xviii

SLA Service Level Agreements

SNR Signal to Noise Ratio

SOR Social Object Relationship

TA Timing Advance

TBS Transport Block Size

TMS Trust Management System

TN-NTN terrestrial-non-terrestrial network

TTI Transmission Time Interval

UAV Unmanned Aerial Vehicle

UE User Equipment

YANG Yet Another Next Generation

WSN Wireless Sensor Network



xix

Scientific Contributions

All the scientific contributions produced during the doctoral course are listed below.

International Journals:

• G. Sciddurlo et al., "Looking at NB-IoT Over LEO Satellite Systems: De-

sign and Evaluation of a Service-Oriented Solution," in IEEE Internet of

Things Journal, vol. 9, no. 16, pp. 14952-14964, 15 Aug.15, 2022, doi:

10.1109/JIOT.2021.3135060.

• G. Sciddurlo, P. Camarda, D. Striccoli, G. Piro, G. Boggia, "A Markov Chain

Analytical Model Supporting Service Provisioning and Network Design in the

Social Internet of Everything ", in IEEE/ACM Transactions On Networking,

2023 (submitted).

International Conferences:

• A. Petrosino, G. Sciddurlo, S. Martiradonna, D. Striccoli, G. Piro and G. Bog-

gia, "WIP: An Open-Source Tool for Evaluating System-Level Performance of

NB-IoT Non-Terrestrial Networks," 2021 IEEE 22nd International Symposium

on a World of Wireless, Mobile and Multimedia Networks (WoWMoM), Pisa,

Italy, 2021, pp. 236-239, doi: 10.1109/WoWMoM51794.2021.00042.

• G. Sciddurlo, I. Huso, D. Striccoli, G. Piro and G. Boggia, "A Multi-tiered

Social IoT Architecture for Scalable and Trusted Service Provisioning," 2021

IEEE Global Communications Conference (GLOBECOM), Madrid, Spain,

2021, pp. 1-6, doi: 10.1109/GLOBECOM46510.2021.9685084.

• G. Sciddurlo, A. Petrosino, D. Striccoli, G. Piro, L. A. Grieco and G. Boggia,

"Boosting Service Provisioning in SIoT by Exploiting Trust and Capability Lev-

els of Social Objects," 2022 IEEE International Conference on Smart Comput-

ing (SMARTCOMP), Helsinki, Finland, 2022, pp. 1-6, doi: 10.1109/SMART-

COMP55677.2022.00077.

• F. de Trizio, G. Sciddurlo, I. Cianci, D. Striccoli, G. Piro, G. Boggia, "Surviv-

ing Disaster Events Via Dynamic In-Network Processing Assisted by Network

Digital Twin ", Proc. of 8th International Conference on Information and Com-

munication Technologies for Disaster Management (ICT-DM), Cosenza 2023.

• F. Matera, M. Settembre, P. Salvo, S. Morosi, L. A. Grieco, G. Piro, A. Guidotti,

L. Pierucci, A. Vanelli-Coralli, M. Ruggieri, G. Iacovelli, G. Araniti, S. Pizzi,

L. Oliviero, G. Bacci, G. Sciddurlo, and A. Gotta, “From interoperability to

full integration - the ITA NTN project vision,” in European Wireless 2023 - 6G

Driving a Sustainable Growth (EW 2023), Rome, Italy, Oct. 2023.





1

Introduction to the Internet of Things

in 5G and Beyond Networks

In 2020, the Internet of Things (IoT) achieved a significant milestone with a stagger-

ing 20 billion connected devices, catalyzing a remarkable transformation across both

business and consumer domains. This extraordinary development marked the incep-

tion of a new industrial revolution. It’s worth noting that by this time, the number

of objects connected to the Internet had already exceeded the global population, and

projections for 2025 anticipate an even more extensive network, estimating approx-

imately 37 billion interconnected devices, with 25 billion directly affiliated with the

IoT [1].

The foundational concept of the IoT revolves around networks, devices, and data,

forming the cornerstone for communication and interaction among objects and em-

bedded devices within diverse environments. At present, the IoT encompasses an

extensive network that includes a variety of elements, such as basic sensors, smart-

phones, wearables, autonomous vehicles, drones, and other interconnected compo-

nents. Through the IoT, devices acquire the capacity to collect, exchange, and analyze

data, facilitating seamless communication with central systems, often operating au-

tonomously. The interconnected ecosystem of devices and data sharing is designed to

process and leverage the resulting information and knowledge to enable more intelli-

gent and automated actions. This dynamic offers a multitude of possibilities, ranging

from automation and data-driven decision-making to enhanced efficiency, with sig-

nificant implications for a wide range of industries and aspects of daily life.

Data generated by IoT devices takes the form of large-scale streaming data, char-

acterized by its heterogeneity, high noise levels, and significant concerns related to

privacy, reliability, and security. Extracting valuable insights from this diverse data

typically requires transmitting it to the cloud or fusion centers via wireless networks.

Consequently, wireless networks play a pivotal role in facilitating the widespread

adoption of IoT devices. In recent years, extensive research has been dedicated to

classifying IoT technologies. A widely accepted classification system categorizes

IoT networks based on their coverage range, resulting in divisions such as cellular,

wide-area, and short-range IoT networks.

In addition, the widespread expansion of IoT applications is currently confronting

several challenging scenarios. This includes the deployment of IoT devices in geo-

graphical areas where terrestrial networks are either absent or challenging to access,

such as deserts, oceans, or forests. In such contexts, ensuring uninterrupted service

and rapid deployment can be successfully achieved only through the adoption of in-

novative methodologies that transcend the limitations imposed by current terrestrial

networks. A recent classification known as NTN has emerged, offering extensive cov-

erage and representing a more comprehensive evolution encompassing both cellular

and wide-area networks.
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In recent times, both scientific literature and the 3GPP standardization body have

been exploring the feasibility of integrating NarrowBand-IoT (NB-IoT) into satellite-

based communication architectures with the objective of enhancing IoT services. Fur-

thermore, beyond the link-level studies featured in scientific literature and the initial

3GPP technical reports, the ongoing discussion provides an opportunity to advance

this integration. This can be achieved through concurrent investigations at both the

link-level and system-level to optimize physical transmissions, satellite constellations,

and protocol architectures. It is essential that these efforts align with the desired sys-

tem behavior and follow a novel, service-oriented methodology that centers around

the meticulous alignment of application requirements and technological constraints.

This approach sets the stage for the development of an effective proof-of-concept,

which holds the potential to significantly reduce the time-to-market, currently re-

stricted by prevailing state-of-the-art practices.

As the envision of the future of network technology, concepts such as device-to-

device and machine-to-machine communications are poised to assume pivotal roles.

These concepts involve connecting objects equipped with identification, sensing, and

processing capabilities, enabling seamless communication with other devices. These

networked devices are well-suited to facilitate a range of collaborative tasks, includ-

ing remote data sensing, individual identification, and remote home control. Concur-

rently, the deployment of 5G networks in various regions across Europe, the United

States, and Asia has spurred extensive research in anticipation of the emergence of

what is known as Beyond 5G (B5G) networks. These networks, among other require-

ments, aim to provide higher peak data rates, universal connectivity, low latency, en-

hanced reliability, improved energy efficiency, widespread intelligence, and inherent

security. Furthermore, the ongoing surge in demand for mobile data traffic, driven

by web applications, real-time streaming, and IoT applications, is expected to exert

additional pressures on B5G networks. These networks will need to accommodate a

significant increase in the number of connected IoT devices and a substantial rise in

multimedia traffic. To ensure the necessary level of network quality and user experi-

ence for such traffic, the provision of Quality of Service (QoS) guarantees assumes a

central role in the context of next-generation wireless networks. Moreover, the antic-

ipated proliferation of application using IoT entities in B5G networks raises concerns

related to scalability [2] and trustworthiness [3].

In response to these challenges, various architectures and solutions for QoS provi-

sioning have been proposed. These solutions leverage technologies such as Software

Defined Network (SDN), virtualization functions, and social skills to reallocate re-

sponsibilities from network core devices. They also employ effective strategies for

evaluating and managing the trustworthiness of the entities involved. In this context,

the concept of Social Internet of Things (SIoT) is gaining momentum thanks to its

unique ability to autonomously establish social relationships among smart objects

and facilitate novel services within a Social Network of IoT entities. When it comes

to service provisioning, the SIoT uses its social capabilities to prioritize the selection

of appropriate objects capable of delivering the requested services.

This underscores the essential role of orchestration in the service provisioning pro-

cess for the IoT. Orchestration involves the coordination and management of various

elements, including components, resources, and processes essential for delivering IoT

services. It is indispensable for managing complexity, optimizing resource utilization,
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ensuring scalability, and facilitating adaptability in the ever-evolving IoT landscape.

Orchestration not only enhances the efficiency, reliability, and security of IoT services

but also empowers organizations to fully harness the expansive potential of IoT across

diverse applications and industries. An emerging technology that actively facilitates

the orchestration of the IoT ecosystem, along with the management of services, net-

work resources, and processing, is referred to as Network Digital Twin (NDT), as

discussed in [4]. By creating a virtual representation of a physical system and trans-

ferring tasks from one domain to another, NDT harnesses the potential to analyze

performance metrics and make informed decisions, thus representing a key enabler

for 5G and beyond.

The convergence of IoT and 5G technologies offers the promise of transforming

industries and everyday life. Nevertheless, this convergence introduces intricate chal-

lenges in areas such as security, interoperability, data management, energy efficiency,

and more. Effectively addressing these challenges is of paramount importance to fully

realize the potential benefits of IoT in the 5G era and beyond.

The rest of this thesis is organized as follows:

• How can we design a service-oriented solution for implementation in remote

areas where terrestrial technologies face limitations or are absent?

In chapter 1, a comprehensive framework for providing NB-IoT over satellite

services, aligned with 3GPP specifications, is introduced. The objective is to

address the significant challenges associated with the practical implementation

of NB-IoT over NTN in real-world applications.

• How can we enhance network navigability while ensuring reliability and scal-

ability in the service provisioning process of IoT entities?

chapter 2 focuses on the social perspective, presenting the design and devel-

opment of innovative architectures and trusted communication protocols in a

SIoT environment.

• In what application scenario can the virtualization of involved entities be used

to enhance network service provisioning efficiency?

chapter 3 illustrates a particular use case developed by employing non-

terrestrial elements within a virtualized ecosystem, leveraging social attributes

through Digital Twin (DT).

• How can we model attributes such as reputation and available resources in a

social IoT environment to promote service provisioning?

chapter 4 discusses the analysis of a real-world scenario through a Markov

Chain Model aimed at supporting service provisioning and appropriately de-

signing the SIoE network.

Finally, chapter 4.4.4 draws final remarks.
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Chapter 1

Design of a Service Oriented Solution

over Non-Terrestrial Network

The rapid proliferation of IoT applications has introduced a series of challenges sce-

narios. This notably involves the deployment of devices in geographic locations

where terrestrial networks are absent or hard to reach. In such circumstances, the

successful achievement of service continuity and the rapid deployment of services

necessitates the adoption of disruptive methodologies that transcend the limitations

imposed by current terrestrial networks.

The utilization of Satellite Communication (SatCom) is expected to play a pri-

mary and predominant role in the context of 5G and subsequent generations of net-

works, as articulated in the research conducted in [5]. This prominence is attributed

to its inherent ubiquity and resilience in the face of natural disasters. These quali-

ties enable SatCom to facilitate the expansion of network coverage in a cost-effective

manner by providing connectivity in regions devoid of telecommunication infrastruc-

tures, including, but not limited to, areas such as oceans, forests, and deserts. This

cutting-edge connectivity model can naturally provide backup links in the event of

network failures. Furthermore, it can provide additional connections to offload ter-

restrial networks while maintaining the performance of loss or delay-sensitive appli-

cations. Simultaneously, it significantly fosters the scalability of mobile networks by

facilitating potential future extensions of existing 5G deployments through satellite

support. Here, the primary challenge lies in providing connectivity to a vast multi-

tude of devices, some of which may have specific design constraints or conflicting

Key Performance Indicators (KPIs), such as the need for extended battery life and

long transmission ranges. In this overarching context, researchers worldwide are ac-

tively exploring the feasibility of employing NB-IoT as a promising communication

technology to enable the forthcoming Non-Terrestrial Networks.

Taking these premises into account, this chapter is structured as follows:

• section 1.1 provides a concise overview of NB-IoT radio access technology.

• section 1.2 presents a comprehensive review of the state-of-the-art research per-

taining to NB-IoT technology in satellite systems.

• In section 1.3, the work published in [6] is described, offering insights into

the implemented link-to-system abstraction models, which encompass trans-

mission, propagation, and reception mechanisms. Additionally, it introduces a

new mobility model and the cell selection procedure, successfully integrated

within the broader framework of the 5G-air-simulator.
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• Following the definition of the smart agriculture reference scenario, section 1.4

outlines the overall protocol architecture and the associated low-level adapta-

tions necessary for the integration of the NTN NB-IoT system. This section

provides a comprehensive link-level study, as detailed in [7].

• Lastly, section 1.5 presents potential TN-NTN architecture configurations of

interest within the ITA NTN project.

1.1 NB-IoT Radio Access Technology

NB-IoT represents a powerful Low Power Wide Area Network (LPWAN) radio com-

munication technology engineered to accommodate a substantial volume of devices

across expansive regions, ensuring cost-efficiency and extended battery life. It is

specifically tailored for applications characterized by small and sporadic data trans-

missions, as outlined in [8]. The 3rd Generation Partnership Project (3GPP) has for-

mally standardized NB-IoT within Release-13 to address the connectivity needs of

IoT devices within the framework of mobile network infrastructure, as documented

in [9].

NB-IoT uses a subset of the well-known Long Term Evolution (LTE) technolog-

ical capabilities, confining its operations to a single carrier bandwidth of 180 kHz,

which characterizes it as a narrow-band technology [10]. Furthermore, to expand the

link capacity, the use of multiple carriers is a viable option. These carriers, in a gen-

eral sense, can be deployed within an LTE channel (referred to as in-band), within

the guard-bands of the LTE bandwidth (known as guard-band), or mapped onto GSM

carriers of 200 kHz (termed as stand-alone).

Similar to LTE, at the physical layer, the downlink employs the Orthogonal

Frequency-Division Multiplexing (OFDM) transmission scheme, utilizing 12 sub-

carriers with a subcarrier spacing of 15 kHz, as defined in [11]. The frame’s dura-

tion is 10 ms, comprised of 10 subframes, each lasting 1 ms, referred to as TTIs.

Each subframe, in turn, comprises two slots, with seven OFDM symbols. On the

other hand, the uplink employs the Single Carrier Frequency Division Multiple Ac-

cess (SC-FDMA) transmission scheme, differentiating it from LTE. Two possible

configurations are supported: single-tone and multi-tone, with the multi-tone config-

uration retaining a subcarrier spacing of 15 kHz.

The Resource Unit (RU), which signifies the smallest radio resource that can be

allocated to an end-user, extends over 3, 6, or 12 adjacent subcarriers and has dura-

tions of 4 ms, 2 ms, or 1 ms, respectively, in line with [12]. In contrast, the single-tone

configuration can operate with a subcarrier spacing of either 15 kHz or 3.75 kHz, with

only one subcarrier being available to a single user in the latter case. The choice of

transmission configuration dictates the size of the RU, as presented in 1.1. Depending

on the subcarrier spacing, the uplink bandwidth is divided into either 12 or 48 RU,

each with durations of 8 ms and 32 ms, respectively, in accordance with [13].

Broadly, NB-IoT repurposes the pre-existing LTE physical channels, encompass-

ing Narrowband Physical Downlink Shared Channel (NPDSCH), Narrowband Phys-

ical Downlink Control Channel (NPDCCH), and Narrowband Physical Broadcast

Channel (NPBCH) for the downlink, and Narrowband Physical Uplink Shared Chan-

nel (NPUSCH) for the uplink, making necessary adjustments to align them with the
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T���� �.�: TTI sizes

Transmission Subcarriers ∆f BW Slots TTI

Single-Tone
1 3.75 kHz 3.75 kHz 16 32 ms

1 15 kHz 15 kHz 16 8 ms

Multi-Tone

3 15 kHz 45 kHz 8 4 ms

6 15 kHz 90 kHz 4 2 ms

12 15 kHz 180 kHz 2 1 ms

narrower bandwidth requirements. Furthermore, it introduces a novel Narrowband

Physical Random Access Channel (NPRACH) configured to utilize the single-tone

setup with a subcarrier spacing of ∆f = 3.75 kHz, aimed at augmenting capacity

during the Random Access Procedure [14].

Ultimately, the repetition of transmissions stands as a key facilitator for achieving

an extended coverage in NB-IoT. Fundamentally, each transmission can be replicated

a user-defined number of times to enhance the probability of successful reception.

Nevertheless, the extension of coverage comes at the cost of increased transmission

rates. It’s worth noting that all NB-IoT channels can derive advantages from this

repetition mechanism, ensuring the fulfillment of coverage requirements in a well-

adapted manner.

1.2 State-of-the-Art on NB-IoT over satellite systems

The State-of-the-Art review is structured as follows: initially, subsection 1.2.1 ex-

amines scientific contributions that center on NB-IoT when integrated with satellite

systems. Subsequently, subsection 1.2.2 presents an overview of recent 3GPP initia-

tives related to NTN networks. These two sections also highlight the scientific and

technical gaps addressed within this study.

1.2.1 Related Works on NB-IoT over satellite links

In scientific literature, extensive exploration has been conducted on the feasibility

of incorporating NB-IoT into satellite-based communication systems with specific

adaptations. In particular, system-level performance analysis offers several benefits,

helping organizations and engineers optimize the functionality and efficiency of their

systems. As outlined in Table 1.2, prior studies have primarily focus the attention on

several key topics, including the analysis and selection of suitable antenna types [15]–

[17], the assessment of link budgets [15]–[21], satellite constellation design [18],

[22], link-level performance investigations [15], [21], Doppler shift evaluations [16],

[17], [19], [21]–[24], and management of the Random Access Procedure [16], [23],

[24]. Notably, other relevant works, such as [25] and [26], have examined the Doppler

shift and Random Access Procedure in satellite communication systems based on LTE

and 5G, respectively. These studies, while addressing specific facets of the system,

often operate under varying assumptions, leading to a somewhat fragmented body of

research.
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Nevertheless, the seamless integration of NB-IoT into satellite networks demands

a comprehensive approach that integrates service-oriented considerations. This ap-

proach takes into careful consideration the intricate interplay of protocols, architec-

tural, physical, and functional elements to form a unified whole. In this context, the

main goal of this chapter (and the works published in [6] and [7]) is to provide a

thorough description, review, refinement, redefinition, modeling, and simulation of

each relevant aspect. This comprehensive treatment aims to showcase the feasibility

of the proposed solution while capitalizing on the valuable capabilities provided by

regenerative satellites.

T���� �.�: Review of Related Works

Features [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] This research

NB-IoT in satellite communications 3 3 3 3 3 3 3 3 3 3 3

Antenna Selection 3 3 3 3

Link Budget Evaluation 3 3 3 3 3 3 3 3

Constellation Design 3 3 3

Visibility Time 3

BLER curves Analysis 3 3 3

Doppler shift Evaluation 3 3 3 3 3 3 3 3 3 3

Random Access procedure 3 3 3 3 3 3

Protocol Stack Configuration 3

System-level Architectural Design 3

System-level Performance Analysis 3

1.2.2 Recent 3GPP discussions

The 3rd Generation Partnership Project (3GPP) initiated the standardization of NTN

within Release-15. This effort addressed various deployment scenarios, system pa-

rameters (including architecture, satellite altitude, and orbit), and tailored channel

models, as documented in [27]. The available reports and specifications introduced

the concept of narrow-band access, previously established with NB-IoT, to delineate

a service-link provided by mobile satellites operating in the frequency band below 6

GHz.

Furthermore, they outlined two potential deployment scenarios: the wide area

IoT service aimed at ensuring global service continuity for mobile sensors in areas

partially covered by terrestrial networks, and the local area IoT service designed for

a cluster of sensors that collect data and communicate with a central point situated on

a mobile platform. In the latter scenario, the satellite plays a crucial role in ensuring

connectivity between the mobile core network and the base stations serving IoT de-

vices. In both cases, 3GPP highlighted the possibility of integrating the Inter Satellite

Link (ISL) optionally and considering either a satellite with a bent-pipe payload or

implementing the base station onboard the satellite.

More recently, with Release-17, 3GPP introduced new amendments spanning

from the physical (Physical (PHY)) to network access stratum (Non-Access Stra-

tum (NAS)) layers. These amendments were designed to enhance the performance

of NTN systems in terms of latency, coverage, and power efficiency, as detailed in

[28]. Particularly noteworthy is the discussion presented in [29], which explores the

applicability of the guidelines established in [30] to NTN deployments with explicit

support for IoT services based on NB-IoT.
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As mentioned previously, 3GPP’s work on NTN networks is ongoing and incom-

plete. Therefore, this research work leverages the preliminary technical reports pro-

vided by 3GPP to address the recent questions that have arisen and aims to offer

concrete solutions to these open issues.

1.3 An Open-Source Tool for Evaluating System-Level

Performance of NB-IoT Non-Terrestrial Networks

The significance of satellite technologies in expanding terrestrial networks is

paramount for LPWAN services. Satellite-based IoT systems excel in providing ef-

fective solutions in remote areas where terrestrial technologies encounter limitations

or are absent.

The distinctive capabilities of NTNs in this context ensure the continuity of ser-

vices for Machine-to-Machine (M2M) and IoT devices, even in critical or emergency

situations, with a particular focus on applications in maritime and aeronautical do-

mains. This offers a multitude of advantages, primarily due to the substantially wider

coverage and enhancements in scalability and availability as outlined in [31]. Fur-

thermore, SatCom can furnish additional connections to relieve the burden on ter-

restrial networks, thereby significantly promoting the scalability of mobile networks.

For these reasons, it proves exceptionally effective for Machine Type Communica-

tion (MTC) scenarios, which are foreseen for IMT-2020 and beyond [32], particularly

when a large number of cost-effective devices require connectivity in vast areas that

are not served by terrestrial networks

Several recent research studies have also explored NB-IoT as a potentially promis-

ing technology for 5G satellite MTC, as evidenced by the works cited in [16], [19],

[21]–[23], [33]–[36].

The significance of integrating terrestrial and non-terrestrial networks in the realm

of new communication technologies is emphasized in [33]. This paper delves into

an evaluation of various options, including LoRA, SigFox, and 5G alternatives like

NB-IoT, for achieving this integration. In the context of integrating satellite com-

munication into 5G networks, [37] also investigates the use of NB-IoT technology.

Specifically, the study demonstrates that 5G devices can establish low-bit-rate com-

munication via satellites in conjunction with terrestrial infrastructure. Furthermore,

the paper includes an examination of system sizing and channel modeling, which is

facilitated by calculations in the link budget. These calculations analyze the com-

munication performance requirements. The research presented in [34] centers on the

expansion of NB-IoT and LTE-M technology to encompass NTN, thus enhancing the

existing terrestrial deployment. The authors detail the necessary modifications to the

terrestrial network architecture to accommodate satellite communication. They also

identify physical-level adjustments and introduce signaling schemes to facilitate the

incorporation of new features. The significance of expanding NB-IoT coverage and

services to a scenario involving low Earth orbit (LEO) satellites is emphasized in [38].

The paper introduces novel coding and modulation schemes designed to enhance the

performance of LEO satellite networks. Additionally, [16] investigates a LEO satellite

constellation for delivering NB-IoT radio service. This technology holds considerable

potential for enabling applications like global sensor reporting. In [22], the authors
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introduce an NB-IoT architectural solution that utilizes LEO satellites, with a focus

on discussing the significant impact of the substantial Doppler shift. Furthermore,

papers [35] and [21] propose an NB-IoT satellite architecture using LEO satellites,

examining the advantages of communication through this system. Specifically, these

works put forth an uplink scheduling technique capable of mitigating the differential

Doppler shift to a level compliant with the standard. In the study outlined in [23],

an NB-IoT over satellite system is considered, exploring various deployment options

based on satellite orbits, payloads, and cell types. Additionally, a customized config-

uration for NPRACH is suggested to alleviate the adverse effects of common satellite

channel impairments on the NB-IoT Random Access Procedure. The work presented

in [19] delves into the design of an NB-IoT system utilizing a constellation of LEO

satellites. It proposes an algorithm to determine the optimal configuration for min-

imizing the impact of the satellite channel, with a focus on a link-level perspective.

Lastly, [36] evaluates the Bit Error Rate (BER) to assess the number of collisions

and their consequences in a satellite-based NB-IoT system. This assessment aims to

accommodate the maximum number of devices within the proposed communication

scenario.

Most of the previously mentioned papers utilize simulators designed for link-level

analysis, with their primary focus directed toward a single communication link. Si-

multaneously, recent research indicates an increasing need for flexible tools in design-

ing and evaluating new algorithms and protocols tailored for NB-IoT-based satellite

environments. However, as of the research conducted and presented in [6], and to

the best of the authors’ knowledge, there are no system-level simulators accessible to

the research community that explicitly catered to the considered scenario. It is worth

noting that the existing scientific literature predominantly concentrates on physical

and link-level analyses exclusively.

To bridge this gap, the open-source simulation framework known as 5G-air-

simulator [39] emerges as a robust tool for conducting system-level analyses on var-

ious technical components standardized by the 3GPP. Notably, 5G-air-simulator al-

ready includes support for a range of NB-IoT features. However, the existing version

of the simulator does not encompass NB-IoT technology within a satellite scenario.

With these considerations in mind, this research work introduces an open-source im-

plementation of an NB-IoT communication system based on satellite built upon the

5G-air-simulator framework. It’s worth emphasizing that some preliminary research

efforts have already leveraged the base version of 5G-air-simulator [40], [41], con-

firming that the simulation tool has gained traction in the field of SatCom as well.

1.3.1 The Proposed Simulation Module

Following the guidelines outlined by 3GPP [30], this study assumes the utilization

of LEO satellites to ensure viable communication links with acceptable SNR levels.

However, a single LEO satellite might not be capable of completing its entire orbit

within the specified timeframe. Consequently, it becomes imperative to consider mul-

tiple satellites per orbit, forming a constellation. This approach significantly reduces

the intervals during which ground-based devices experience a lack of satellite cover-

age, as elaborated in [18]. Within this context, Cubesats emerge as a cost-effective

solution that simplifies system deployments for satellite constellations.
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Each satellite within the LEO constellation functions as a Base Station. Conse-

quently, NTN terminals are required to initiate the network attachment procedure each

time they come under the coverage of a different satellite.

Every NTN terminal serves as a 3GPP NB-IoT User Equipment (UE) and pos-

sesses the capability to engage in direct satellite access via an adapted Uu interface.

The NB-IoT technology is employed to establish the service link connecting the NTN

terminal and the remote satellite.

It’s important to emphasize that, in the configuration of NTN terminals in this sce-

nario, only uplink channels are considered, with no modeling of downlink transmis-

sions. Additionally, the system exclusively utilizes Single-Tone transmissions. This

approach aims to enhance performance by leveraging the increased robustness offered

by the service link and fully exploiting NB-IoT’s bandwidth management capabilities

to accommodate a multitude of users.

Figure 1.1 provides a comprehensive depiction of the implemented module, high-

lighting the interactions among various constituent components, which are elaborated

upon below.
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F����� �.�: Overall vision of the interaction among the implemented

simulator features.

The initial enhancement integrated into the 5G-air-simulator pertains to manag-

ing blind repetitions. This feature entails transmitting a bundle of the same Transport

Block, replicated a designated number of times. This key-feature facilitates commu-

nication even under low SNR conditions. It plays a vital role in maximizing both

visibility time and overall throughput.

The total number of blind repetitions for NPUSCH transmissions can be config-

ured using the FrameManager::SetNRep method. Subsequently, this value is re-

trieved during the scheduling process. To be specific, the RUsAllocation methods
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in both implemented scheduler classes (FIFO and Round Robin) now take this pa-

rameter into consideration when assigning RUs to users and finalizing the scheduling

process. This ensures that the reception event occurs after the appropriate duration,

which is dependent on the number of repetitions, the actual slot duration, and the

number of RUs allocated to the UE.

The link-to-system model holds significant importance as it provides a stream-

lined yet accurate representation of transmission, propagation, and reception func-

tions. This model combines link-level analysis with the system-level simulation tool.

The simplified channel model encompasses SNR expressions for both downlink and

uplink channels, along with Block Error Rate (BLER) curves for each transmission

mode.

The original version of the 5G-air-simulator did not include a radio channel model

for NB-IoT. Consequently, a new propagation loss model has been developed to as-

sess the signal received by the satellite, considering the real-world conditions of the

satellite scenario. More specifically, the SNR is analytically modeled, factoring in

power gains and losses resulting from radio channel propagation. Taking into ac-

count the elevation angle of the service link (✓el) and the carrier frequency (fc), the

SNR, which quantifies the link performance and is evaluated in decibels (dB), can be

expressed as follows [42]:

SNR(✓el, fc) = P +GANT (✓el, fc)� PL(✓el, fc)�
�Limp(✓el, fc) +DCF (✓el, fc)�N,

(1.1)

whereP corresponds to the signal transmission power, and GANT is the combined

antenna gains of the satellite and NTN terminal (measured in dBi). PL represents the

free space path loss, which considers radio wave attenuation due to propagation, while

Limp accounts for additional losses caused by various impairments, including atten-

uation due to air, fog, atmospheric gas absorption, droplets, rainfall, polarization,

and scintillation. Furthermore, DCF is the cumulative diagram correction factors of

the transmitting and receiving antennas, expressed in dB. Finally, the noise power,

denoted as N , can be determined by considering the system noise power at the re-

ceiving antenna. For a comprehensive calculation of the system noise power, please

refer to [43].

To achieve this goal, a new header file has been created. This file encompasses the

outcomes of the link-level analysis, including data like the received power from the

satellite at the NTN terminal’s side and the received power from the NTN terminal at

the satellite’s side across various elevation angles. Additionally, it includes the BLER

curves for each transmission mode.

The new method, BLERvsSINR_NBIoT_SAT::GetRxPowerfromElAngle_SAT,

assesses the received power at the satellite side for each elevation angle experienced

by the NTN terminal. Consequently, during reception, the satellite obtains an SNR

value associated with the uplink configuration utilized for transmission, reflecting the

channel’s quality. Essentially, this SNR value is utilized to estimate the BLER for the

received data block using newly introduced SNR-BLER curves, which determine the

probability of correct reception.

For this purpose, the BLER is estimated by taking into account the selected

Modulation and Coding Scheme (MCS), the number of utilized RUs, the quantity
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of NPUSCH blind repetitions, and the SNR observed by the satellite during recep-

tion. The BLER value is obtained using BLERvsSINR_NBIoT_SAT::GetBLER_SAT,

which employs SNR-BLER curves stored in the header file, generated through the

MATLAB LTE Toolbox.

An additional enhancement pertains to the new mobility model, which handles

satellite movement by tracking their positions and defining their coordinates within

the selected scenario.

For simulation purposes, and to maintain generality, the movement of satellites

was limited to a single direction along a reference axis of the Cartesian plane, namely

the x-axis. The positional value chosen corresponds to the center of the beam that

encompasses the ground area. Given the count of satellites in the orbit and the current

time, this method furnishes an updated position value using the following equation:

xSat(t) = x0,Sat + vsat(t mod ∆Tsat), (1.2)

where x0,Sat corresponds to the initial position of the satellite, vsat represents the

relative speed of the satellite spot beam on the Earth, t represents the time instant con-

sidered and the modulo operation is needed to exploit the periodicity of the position

function. Lastly, ∆Tsat reflects the elapsed time between two distinct satellites. It is

calculated as Torbit, which corresponds to the time taken by a satellite to complete

one orbit around Earth (approximately 94 minutes), divided by Nsat_per_orbit, which

stands for the number of satellites in a single orbit. ∆Tsat can be expressed as follows:

∆Tsat =
Torbit

Nsat_per_orbit

. (1.3)

Determining whether the entities involved in the communication, namely NTN

terminals and satellites, are within reciprocal visibility for effective communication

is a crucial aspect. To address this, a new extension has been introduced, and this com-

putation takes place within the UserEquipment::UpdateUserPosition method.

Initially, NTN terminals with non-empty transmission buffers measure the power

of the downlink signal received from the satellite. To aid in this determination, a

critical parameter, the Maximum Coupling Loss (MCL), is defined. The MCL plays

a vital role in determining the maximum coverage supported by the cellular system.

When the MCL falls below a defined threshold, typically set at 164 dB, the NTN ter-

minal initiates the attach procedure with the satellite. The NTN terminal continuously

monitors the downlink power signal to maintain its connection with the satellite. This

approach enables the simulator to model errors during the Random Access Proce-

dure, which, if necessary, can be rescheduled. Conversely, even if an NTN terminal

successfully completes the Random Access Procedure, it might still fail the attach

procedure, rendering it unable to communicate.

1.3.2 Performance Evaluation

To assess the practical efficacy of the developed tool, the system-level study conducted

underscores the significant impact of network and satellite configurations on system

performance.

For simulation purposes, the fixed area on the Earth equivalent in size to the satel-

lite spot beam, was selected as the fixed region containing the NTN terminal. At the
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application layer, the chosen traffic model is periodic uplink reporting, as outlined in

[44]. Monitoring represents one of the most prevalent use cases for MTC in NTN, as

indicated in [30].

Regarding the Random Access process, the number of possible NPRACH pream-

bles utilized is the maximum allowed by the standard, which is 48. A NPRACH

periodicity of 240 ms has been selected, while the Backoff Parameter is configured

at 2048 ms. These settings aim to mitigate the likelihood of collisions due to pream-

ble retransmissions. Importantly, these values are also compatible with the extended

Round Trip Times (RTTs) characteristic of NTN systems, as discussed in [23].

In this study, only one coverage class has been taken into account, and an MCL

threshold value of 164 dB has been selected. The simulation duration has been chosen

to ensure at least 8 cycles of satellite visibility over the communication area. A 20

MHz bandwidth within the 1980 MHz to 2000 MHz frequency range, along with a

single NB-IoT carrier, has been considered. Various KPIs have been measured by

processing the output trace files.
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Figure 1.2 presents the ECDF for the number of collisions in the NPRACH pream-

bles. To begin with, the number of Cubesats in the Satellite Platform has a significant

impact on NPRACH performance. A lower count of Cubesats results in extended pe-

riods during which ground terminals lack satellite coverage. When these terminals

regain visibility, a substantial surge in NPRACH preamble transmissions occurs, re-

sulting in numerous collisions. Additionally, an increased number of NTN terminals

naturally leads to a higher overall number of preamble collisions, which aligns with

expectations. For example, when using 4 Cubesats and 10,000 NTN terminals, the

likelihood of experiencing fewer than 100 collisions is less than 10%. This under-

scores that NPRACH poses a bottleneck in densely populated network deployments.

The Figure 1.3 provides insights into End-to-End packet delays. These delays are

calculated, taking into consideration the impact of cell selection, the Random Access
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F����� �.�: Box plots of the end-to-end packet delays. Each box plots

identifies the median delay (i.e., the red line), the 25th and the 75th

percentile (i.e., the bottom line and the top line of the blue rectangle),

as well as the minimum and the maximum measured delay value (i.e.,

the edges of the vertical black line).

Procedure, scheduling decisions, and the actual physical transmission. As mentioned

earlier regarding NPRACH considerations, one prominent observation is the substan-

tial effect of the satellite constellation’s size on End-to-End packet delays. In particu-

lar, a larger number of Cubesats extends the duration for which NTN terminals enjoy

satellite coverage, consequently reducing End-to-End delays. Furthermore, it’s worth

noting that the time required to complete the Random Access Procedure increases as

the number of NTN terminals rises. This escalation is due to the heightened number

of users engaging in the Random Access Procedure, which leads to more collisions.

Consequently, packet delays also grow with the number of NTN terminals.

In conclusion, the analysis covers the packet delivery ratio, which is the proportion

of packets correctly received to those that were transmitted in all the simulation sets.

More specifically, the Table 1.3 displays the average delivery ratio that was achieved.

T���� �.�: Packet Delivery Ratio

1000 NTN Terminals 10000 NTN Terminals

4 Cubesats 92.66% 1.04%

8 Cubesats 99.41% 79.20%

Clearly, the 8 Cubesats constellations exhibit the highest packet delivery ratios.

However, performance significantly degrades when a large number of NTN terminals

is deployed. For instance, with 4 Cubesats and 10,000 ground terminals, the packet

delivery ratio drops to approximately 1%. This steep decline is a result of the exten-

sive number of NPRACH preamble collisions.
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1.4 Looking at NB-IoT over LEO Satellite Systems:

Design and Evaluation of a Service-Oriented So-

lution

Recently, the scientific literature and the 3GPP standardization body considered as

viable the integration of NB-IoT in satellite-based architectures. Without any doubt,

the design of the space segment is not easy. A number of state of the art (reported

in section 1.2) contributions already tackled the related operational technical chal-

lenges, while focusing on feasibility studies at both physical and link levels [15]–

[24], satellite constellation [18], [22], and Random Access procedure [16], [23], [24].

However, aside from the important findings they report, detailed selection of physical

(and standards-compliant) transmission settings, protocol stack configuration, and a

significant system-level evaluation of the overall communication architecture are still

unexplored topics. Also, the discussion started by the 3GPP in RAN2 technical meet-

ings (see [30] and [29]) is still in its embryonic stage and no turnkey solutions have

been standardized yet.

Recently, both the scientific literature and the 3GPP standardization body have

recognized the feasibility of integrating NB-IoT into satellite-based architectures.

However, it is important to note that the design of the space segment is a complex

task. While several state-of-the-art contributions (as outlined in section 1.2) have

addressed operational and technical challenges, focusing on feasibility studies at the

physical and link levels [15]–[24], satellite constellation design [18], [22], and Ran-

dom Access procedure optimization [16], [23], [24], there are still several unexplored

aspects. Despite the valuable insights provided by these studies, there remains a need

for a detailed selection of physical transmission settings, standards-compliant pro-

tocol stack configuration, and a comprehensive system-level evaluation of the entire

communication architecture. Additionally, the ongoing discussions within the 3GPP,

as documented in RAN2 technical meetings (refer to [30] and [29]), are still at a rel-

atively early stage, and standardized turnkey solutions have not yet been established.

To address this gap, the work presented in this Section and published in [7] focuses

on designing a fully functional NB-IoT over satellite service that adheres to 3GPP

specifications. Its goal is to tackle the most critical issues associated with employing

NB-IoT over NTN in a real application scenario. In contrast to existing scientific

literature, this work follows a service-oriented methodology that:

• illustrates application requirements and technological constraints that charac-

terize a reference use case (taken from the smart agriculture domain);

• configures the entire protocol stack configuration to ensure the transmission of

small data packets generated at the application layer, even when a feeder link is

absent;

• identifies and implements low-level adaptations to address challenges affecting

satellite communication, including those during the random access procedure,

Doppler shift, and frequency carrier offset;

• carries out a detailed link-level investigation to determine the appropriate phys-

ical settings that ensure efficient ground-satellite communication;
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• defines a satellite constellation offering a realistic service operating in Europe;

• assesses the performance of the proposed architecture through system-level

simulations.

1.4.1 The reference use case and related requirements

The work presented in this section considers a reference use case in the context of

smart agriculture, which is one of the most promising application areas for the effec-

tive utilization of NB-IoT technology over satellite communication.

It is widely acknowledged that farms necessitate uninterrupted and consistent con-

nectivity and communication with monitoring systems used for various purposes,

such as managing harvests, monitoring machine and facility power consumption, opti-

mizing production processes, and controlling environmental conditions in both green-

house and open field settings.[45]–[47]. In this context, satellites have assumed a

pivotal role in addressing the challenges of future farming, particularly for large-scale

customers who require hundreds or even thousands of NB-IoT devices for precision

agriculture in rural areas. Numerous companies are embracing LEO satellite-based

connections to provide seamless, real-time communication across the entire globe, as

evidenced by recent developments cited in the reference [48].

Furthermore, there are ongoing initiatives aimed at assisting mobile operators

in expediting the deployment of new NB-IoT devices and services connected via

satellite-based systems in the context of smart agriculture scenarios, as detailed in

the [49].

These motivations are also rooted in the project “3GPP Narrow-Band Internet-of-

Things (NB-IoT) User Sensor Integration into Satellite” funded and supported by the

European Space Agency (ESA), where the smart agriculture scenario is considered

one of the most compelling case studies.

For the sake of generality, this study assumes that clusters of IoT devices are dis-

tributed across the satellite’s geographical coverage area. Each cluster is positioned

within a rectangular crop field spanning approximately 30 hectares, which is around

the maximum size of crop fields found in certain European countries, as referenced

in [47]. This extensive field size facilitates the assessment of system performance

over a broad area equipped with a substantial number of sensors. The sensor nodes

are evenly placed throughout the entire field with a 10-meter spacing between them,

allowing for a total of 3000 nodes to be deployed in each cluster.

Similar to the majority of smart agriculture setups, wireless sensor units deployed

on-ground consist of four distinct components: application-specific sensors, a pro-

cessing unit, a radio transceiver, and a battery for power, as described in the literature

[45]. The energy consumption of each sensor is primarily attributed to the radio

transceiver when the node is active, and this consumption is dependent on the time

required for the node to successfully transmit its generated measurements. However,

the node remains active only during Random Access procedures and Transport Block

transmissions, each of which takes only a few tens of milliseconds.

Given that a sensor node is active for only a small fraction of the day, monitoring

sensors employed in smart agriculture can effectively utilize embedded rechargeable

batteries powered by solar cells [45], [50]–[54]. Consequently, energy consumption
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is not a significant concern in the specified application scenario, and its impact on

system performance can be disregarded in this study.

In the context of the examined use case, portable sensors are employed for the

measurement of five distinct soil-related parameters, primarily for monitoring pur-

poses. These parameters encompass soil moisture, rainwater flow, soil temperature,

conductivity, and salinity, as detailed in the reference [45]. Each of the sensed mea-

surements is collected with a precision of 2 bytes. Furthermore, to ensure proper

identification and tracking, 2 bytes are allocated for the sensor ID, allowing for the

addressing of up to 65.536 different sensors, which is more than sufficient for the spe-

cific scenario being depicted. To enhance the spatial precision and accuracy of the

collected data, an additional 6 bytes are dedicated to storing latitude and longitude

coordinates from a GPS module. These coordinates serve to pinpoint the exact loca-

tion of the sensed data. Consequently, the total size of the message generated by each

sensor, at the application layer, amounts to 18 bytes.

For an efficient field monitoring, there’s no need for the sensed parameters to be

generated at a high frequency. Consequently, it is assumed that each node collects all

five measurements six times a day, resulting in one measurement of each type being

collected every 4 hours by each sensor node. Moreover, this low data generation

frequency is easily manageable by the network, as it allows each node to make the

most of the visibility of multiple satellites passing over the field to transmit its data.

To facilitate this process, the sensed data are gathered by the node and stored in a

buffer until the node enters the satellite’s visibility window. During this specific time

interval, the node makes repeated attempts to transmit the buffered data to the base

station via the satellite link until successful reception is achieved.

In terms of system requirements, the study reported in this section aims to address

the following demanding aspects:

• Compliance with NB-IoT Standards: this work seeks to promote the use of

3GPP standard technology to the fullest extent, aiming to support device inter-

operability, extendability of applications, and cost-efficiency. A specific em-

phasis is placed on devising a solution with streamlined hardware to ensure

prolonged battery life.

• Ensuring Service Area and Timing Alignment with Application Require-

ments: the primary objective is to guarantee satellite coverage within the ser-

vice area at intervals of a few hours. This enables the sensors to transmit data

within this timeframe, aligning with the specific characteristics of the applica-

tion.

• Necessity for Adequate Satellite Coverage Configuration: the satellite sys-

tem is carefully structured to encompass the entire European area of interest,

spanning approximately 6700 kilometers across 60 degrees of longitude, rang-

ing from 20 degrees west to 40 degrees east.

• Achieving Data Transfer During Visibility Windows: the visibility time sig-

nifies the duration within which the NTN terminal can establish a radio bearer

and execute data transmission towards the satellite. To ensure efficient com-

munication, a data transmission round must be completed within a time frame
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shorter than the visibility window. This duration is inherently influenced by

satellite orbit attributes and the realized link budget.

• Minimizing the Impact of Satellite Access Latency on Sensor Data Trans-

mission Window: the initial delay incurred during Random Access procedures,

primarily due to satellite Round Trip Delay (RTD), constitutes the first delay

factor. It is imperative that this setup delay is reduced to a level at least an order

of magnitude less than the total visibility time to ensure it does not significantly

affect the effective data transmission period.

• Ensuring Reliability in Satellite Communication: the satellite link consti-

tutes a wireless channel subject to substantial influence from various propa-

gation impediments. Notably, the ground-space link experiences propagation

losses attributed to diverse factors, encompassing atmospheric absorption, rain-

induced attenuation, tropospheric and ionospheric scintillation, depolarization

effects, as well as fog and atmospheric gas attenuation. Addressing all these

critical elements is essential to pinpoint appropriate physical layer parameters

and system configurations that assure dependable communication.

• Compensation for Doppler Effect: due to the satellite’s motion, a frequency

shift occurs in the signal. Addressing this Doppler shift necessitates adjust-

ments at the physical layer.

• Requirement of Resilient Communication Infrastructure in Feeder-Link

Unavailability: the continuity of the connection between the satellite and the

remaining functional components of the NB-IoT network cannot be assured

over extended periods. The establishment of the feeder-link occurs when a

gateway is positioned within the satellite’s spot-beam, and this synchronization

may not align with the availability of the service-link. Consequently, the entire

architecture must be devised to enable NTN terminals to communicate with

satellites, even in scenarios where the feeder-link is temporarily unavailable.

• Satellite Cost Optimization: the separation of satellite service and feeder-link

raises the challenge of ensuring end-to-end service reliability. Potential solu-

tions encompass the establishment of a satellite constellation and the imple-

mentation of on-board processing.

1.4.2 Protocol architecture and low-level adaptations

Consistent with the 3GPP standardization efforts pertaining to NTN networks as out-

lined in [27], the architecture under examination in this study adheres to the Local

Area IoT Service scenario.

Regarding the fundamental satellite infrastructure, the baseline architecture in-

corporates NTN terminals, satellites, and NTN-Gateways. Data exchange between

NTN terminals and satellites transpires via the service-link. Specifically, each NTN

terminal is capable of establishing a connection with a single satellite from the con-

stellation during its visibility window. When a new satellite within the same orbital

path traverses the region where the NTN terminal is situated, the device restarts its

configuration procedures in a stateless manner. Conversely, communication between
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satellites and NTN-Gateways occurs via the feeder-link. It’s worth noting that the

NTN-Gateway might be positioned in a distinct geographic area, leading to a time-

shifted connection over a feeder-link with the serving satellite.

The design of the network architecture is motivated by the need to separate the

service-link and feeder-link. Consequently, since the availability of the feeder-link is

not always guaranteed, data transmissions via the service-link can be executed asyn-

chronously compared to the data offloading to the NTN-Gateway. In order to ac-

complish this, the proposed solution involves the installation of the complete Evolved

Packet System (EPS) on-board the satellite. The entire service can be effectively im-

plemented using a satellite constellation without the utilization of ISL. Notably, con-

figurations that leverage ISL and multiple gateways are not taken into consideration,

and this approach results in a substantial reduction in both complexity and costs. This

pivotal technical decision had initially been contemplated in the Cellular IoT (CIoT)

architecture as documented in [55]. However, this perspective has not been explored

from a system-level standpoint, as highlighted in section 1.4. It presents an appealing

solution, particularly for international entities such as ESA engaged in satellite system

endeavors.

Figure 1.4 depicts the proposed network architecture and the resulting protocol

stack.

F����� �.�: The proposed network architecture and the protocol stack

of the NTN terminal and satellite.

Within the satellite system, various logical nodes are hosted, including the evolved

Node-B (eNB), CIoT Serving Gateway (S-GW) node, and Local Break-Out (LBO).

The eNB, serving as the base station, is responsible for implementing the Uu inter-

face, which provides radio connectivity with NTN terminals. The CIoT S-GW node

encompasses the functionalities of the remaining components of the Evolved Packet

Core (EPC) protocol stack. Consequently, it includes the following:

• the Mobility Management Entity (MME) manages Control Plane communica-

tions through NAS signaling facilitated by the Radio Resource Control (RRC)

protocol;



1.4. Looking at NB-IoT over LEO Satellite Systems: Design and Evaluation of a

Service-Oriented Solution
21

• the S-GW and the Packet Gateway (P-GW) oversee User Plane communica-

tions, leveraging IP at a higher protocol layer;

• the Home Subscriber Server (HSS) is responsible for NTN terminal network

registration and authentication.

In order to facilitate asynchronous data delivery, messages transmitted by NTN

terminals via the service-link are temporarily stored on the satellite, making use of a

local application managed through the LBO. The accumulated data can subsequently

be transferred to a remote NTN-Gateway on the ground once it comes within the satel-

lite’s visibility. To accommodate various options simultaneously, the feeder-link can

be established using non-3GPP technologies, offering data rates that are comparable

to or even higher than those observed in the uplink direction.

With this high-level protocol architecture as a starting point, certain specific adap-

tations need to be incorporated into various layers of the communication stack to ef-

fectively address the challenges posed by the satellite communication link.

Adaptations for the Uu interface

In the context of the Uu interface, there is a need for adjustments in both the Control

Plane and User Plane, as specified in [56]. A novel approach for uplink transmission,

known as Non-IP Data Delivery (NIDD), has been introduced. It enables the encap-

sulation of user data within NAS messages of the Control Plane, involving both the

MME and Service Capabilities Exposure Function (SCEF) components, as an alter-

native to IP-based data transport. It’s worth noting that NIDD introduces an additional

6-byte overhead, primarily due to the header size of the NAS message. Furthermore,

new RRC procedures, available since Release-15, enable the suspension and rapid

resumption of the RRC connection. This feature is particularly advantageous in light

of the limited visibility intervals.

As outlined in subsection 1.4.1, each message generated by a sensor node has a

total size of 18 bytes. At the application layer, the chosen protocol is Constrained

Application Protocol (CoAP), as specified in [57]. This protocol introduces an as-

sociated 4 bytes of overhead. CoAP operates on a web-based framework and relies

on the request-response or client-server model, making it well-suited for the scenario

at hand. In this context, sensors engage in on-demand and infrequent data exchange.

At the transport layer, the choice is NIDD, serving as an alternative to the conven-

tional UDP/IP solution. CoAP is compatible with NIDD, resulting in a reduction of

overhead from 28 bytes in the UDP/IP solution to 6 bytes, as detailed earlier.

In the lower network layers, namely the Packet Data Convergence Protocol

(PDCP), Radio Link Control (RLC), and Medium Access Control (MAC) protocols,

appropriate configurations have been put in place to adhere to the constraints and

requirements of NTN NB-IoT. Specifically, the need for data retransmissions has

been restricted to the MAC layer only, which involves enabling the Hybrid Automatic

Repeat Request (HARQ) process, while disabling retransmission and feedback-based

procedures at the PDCP and RLC layers. Furthermore, segmentation of Protocol Data

Units (PDUs) at the RLC layer has been deactivated. As a result, it is now possible to

utilize PDUs with significantly simplified headers across all three layers, as stipulated

in [58]–[60]. This results in the addition of a minimal 4-byte overhead.
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To sum up, the proposed configuration encompasses 18 bytes for data, 4 bytes for

the application, 6 bytes for NIDD, and a combined total of 4 bytes for all the lower

layers, which includes PDCP, RLC, and MAC. Consequently, the smallest transport

block that aligns with one of the available options for Transport Block Size (TBS) and

facilitates the utilization of the Early Data Transmission (EDT) protocol in the pro-

posed solution is equal to 41 bytes or 328 bits, in accordance with the specifications

in [61].

Adaptations for the Random Access procedure

The Random Access procedure serves as a means for NTN terminals to secure the up-

link resources required for data transmission. Initially, it is imperative for the network

to identify the corresponding Random Access Occasion (RAO) to which a preamble

belongs. This step is essential for determining the appropriate Timing Advance (TA)

required to synchronize the uplink transmission.

In cases where the periodicity of the RAO is not sufficiently wide, the preamble

receiving windows of two successive RAOs may overlap, leading to ambiguity regard-

ing the RAO to which a preamble pertains. An effective solution to circumvent this

problem, as explored in [30], involves extending the interval between two RAOs to

a duration exceeding twice the maximum delay difference encountered by two NTN

terminals within the same cell.

Enhancements to the TA are imperative due to the fact that the TA command can

surpass the maximum allowable value as defined by the standard, which covers dis-

tances of up to 100 km between the NTN terminal and the satellite, as outlined in [24].

To address this concern, the most promising solutions involve the implementation of

autonomous TA calculations by the NTN terminal. This approach leverages Global

Navigation Satellite System (GNSS) data to determine the terminal’s position and

uses satellite ephemeris information provided by the network to estimate propagation

delays through geometric calculations, as discussed in [62].

Another viable alternative to GNSS involves broadcasting a common TA offset

tied to a reference point situated at the center of the satellite’s beam (Nadir). The

differential component of the TA, computed for the NTN terminal concerning the

reference point, can be adjusted by the TA command without necessitating any modi-

fications to the standard. This adjustment ensures that the differential TA falls within

the 100 km range, even in the most challenging scenario of an NTN terminal located

at the cell edge.

While many of these solutions may warrant further exploration through experi-

mental testbeds, these adaptations have been chosen as the most suitable options for

the scenario under consideration.

Adaptations for Doppler Shift and Carrier Frequency Offset

In the realm of satellite communication, two undesirable frequency domain effects

manifest themselves: the Doppler shift and the Carrier Frequency Offset (CFO). The

Doppler shift results from the relative motion between the NTN terminal and the

satellite. In the specific scenario considered, where NTN terminals are stationary on

the ground, this shift is solely due to the satellite’s movement. On the other hand, the

CFO pertains to the frequency shift arising from inaccuracies in the local oscillators
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of the receiver. Both of these effects induce a frequency shift that leads to interference

with adjacent subcarriers in the uplink, thereby presenting a significant challenge for

signal reception.

According to [26], the LTE physical layer can withstand a maximum Doppler shift

of up to 950 Hz. However, based on the model presented in [25] and the guidelines

provided in [30], the scenario examined in this section is expected to encounter a

Doppler shift ranging from -30 kHz to 30 kHz. Since these values significantly ex-

ceed the permissible limit of 950 Hz, it becomes imperative to integrate additional

methodologies into the adapted Uu interface to compensate for the Doppler effect.

Similarly, for the CFO, compensation techniques are necessary. Per 3GPP specifica-

tions, where an NTN terminal’s crystal accuracy can be as high as 10 parts per million,

a CFO of approximately 20 kHz can be derived at the chosen carrier frequency in the

reference scenario [30].

The Uu interface developed in this study can incorporate two viable solutions for

Doppler shift compensation.

The first approach adheres to standard recommendations and employs GNSS-

capable devices. These devices utilize knowledge of the satellite ephemeris to au-

tonomously estimate the position of the satellite and the relative distance from it, as

required by NTN terminals.

The second solution pertains to devices that are not equipped with GNSS capabili-

ties. It originates from the research conducted in [22], which seeks to simultaneously

compensate for the Doppler shift and the CFO. Unlike the Doppler shift, the CFO

maintains a constant value throughout the entire satellite visibility period. In the ab-

sence of positioning information, an estimator is employed based on prior knowledge

of the expected Doppler Shift, which consistently falls within the maximum devia-

tion range calculated for the chosen scenario. To perform accurate initial Doppler

shift estimation and compensation, the filter bandwidth is expanded to encompass a

frequency range that includes both the maximum Doppler shift and the CFO. This

expansion ensures that the filter can always accommodate the modulated signal af-

fected by the overall frequency shift. Subsequently, the Doppler shift estimation is

periodically updated through a first-order differential system. This system has the ca-

pability to track and compensate for Doppler variations over time, with a periodicity

that allows for the inclusion of shift variations within the 950 Hz limit. As a result, an

80 ms periodicity proves sufficient to fulfill the Doppler compensation requirements

throughout all satellite visibility periods.

1.4.3 Link-level analysis and satellite constellation

The development of an efficient communication architecture that harnesses NB-IoT

technology over a satellite link is built upon a thorough examination of link-level

characteristics reported in what follows.

Antenna Selection

Concerning the NTN terminal side, the antenna should be readily deployable and cost-

effective. To address this requirement, the proposed solution utilizes a horizontally-

oriented monopole antenna with linear polarization. This type of antenna is already
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commercially available as a Commercial-Off-The-Shelf (COTS) product, as detailed

in [42].

On the other hand, for the satellite side, achieving the right balance between the

power radiated by the antenna and the role of the High Power Amplifier (HPA) is a

crucial consideration. Small satellites have limitations when it comes to accommo-

dating a large HPA. However, to compensate for the limited power resources provided

by a small HPA, it’s possible to enhance radiated power by optimizing antenna gain.

It’s important to strike a balance in this regard as excessive antenna gain results in

increased volume, mass, and deployment complexities. With these considerations in

mind, this work opts for a circular patch antenna tile for the satellite. The deployment

of this antenna should be managed while accounting for potential dynamic steady

states in the satellite’s orbit.

Furthermore, a monopole antenna with linear polarization generates a signal that

undergoes polarization rotation as it propagates through the Earth’s ionosphere due

to the influence of the Earth’s magnetic field. As a result, the satellite may receive

a signal with a polarization orientation different from what its receiving antenna ex-

pects, which typically degrades communication performance. However, utilizing a

satellite-side antenna with circular polarization can help mitigate this effect to some

extent. In this context, even in the worst case scenario of a 45° misalignment between

circular and linear polarization, the penalty incurred is only 3 dB.

It’s worth noting that the tile circular patch antenna exhibits excellent perfor-

mance with regard to the coverage of the satellite beam. The Half Power Beam

Width (HPBW) factor represents the angle in which the relative power is higher than

the 50% of the peak power of the main lobe reported in the effective radiated field

of the antenna. The chosen antenna’s main lobe ensures an HPBW of approximately

±56°, making it a highly suitable choice for the scenario under examination.

In both cases, the chosen antennas provide a significant gain – 5.19 dB for the NTN

terminal’s antenna and 6.97 dB for the antenna patch on the satellite. It’s important to

mention that these values were computed using the analytical formulation outlined in

[42]. Additionally, a linear approximation was utilized (only for the satellite) within

the frequency range from 1900 MHz to 2200 MHz.

In summary, Figure 1.5 provides further insights into the selected antenna types,

along with radiation diagrams for reference.

Link Budget Analysis

Considering the power gain provided by the chosen antennas, the transmission power

of NB-IoT technology, and accounting for propagation losses, the link budget analy-

sis serves to determine the satellite antenna altitude and the range of elevation angles

within which the radio link can be established. The link budget assessment is rooted

in the analysis detailed in [43] for satellite communications systems. The satellite

system’s design is underpinned by theoretical formulas that accurately replicate real-

world phenomena affecting signal propagation in both the uplink and downlink direc-

tions.

As outlined in the analytical description of the satellite link in [43], the link budget

is expressed in dB as a function of the carrier frequency fc and elevation angle ✓el and

is reported in the following equation in the same manner of the eq.1.1:
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F����� �.�: Antennas types and related radiation diagrams.

LB(✓el, fc) = P +GANT (fc)� FSPL(✓el, fc)� Limp(✓el, fc) +DCF (✓el, fc),
(1.4)

In the provided equation (1.4), the variables are defined as follows: P represents

the signal power, GANT denotes the combined gains of the base station and NTN ter-

minal antennas (as detailed in Section 1.4.3), FSPL accounts for the free space path

loss, Limp encompasses additional losses stemming from propagation effects, and

DCF sums up the diagram correction factors for transmitting and receiving antennas

in dB. Notably, this equation does not incorporate multi-path fading models, as the

paths obstructed by Earth’s obstacles are negligible in comparison to those reaching

the satellite.

The impairments captured by Limp are calculated by taking into consideration

various factors, including air attenuation that considers dry air absorption as per [63],

rainfall attenuation estimating droplet absorption as described in [64], [65], scintil-

lation attenuation which factors in fluctuations in the amplitude and phase of radio

waves [42], polarization attenuation that addresses disparities in polarization between

the receiving antenna and the incoming radio wave [43], and fog and atmospheric gas

absorption as per [66], [67]. It’s important to note that the models used to assess

attenuation due to air, rainfall, scintillation, and atmospheric gas absorption are pre-

dictive models based on analytical estimates outlined in the most recent updates of

the ITU-R recommendations referenced above.

Figure 1.6 displays the link budget assessment based on the elevation angle and

satellite altitude. For illustrative purposes, we assume an NTN terminal deployed

within the European field of view.

Consistent with NB-IoT specifications [27], the carrier frequency and transmis-

sion power are configured as follows: fc=1995 MHz and P=23 dBm for the uplink,

and fc=2185 MHz and P=33 dBm for the downlink.

The link budget is notably influenced by the user-satellite elevation angle. It ex-

hibits an increment as the elevation angle approaches 90°, indicating improved link

quality. Conversely, the link quality diminishes with increased satellite altitude. In
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both the uplink and downlink, the receiver antenna captures both the attenuated sig-

nal and noise power. Therefore, it’s crucial to determine under what conditions the

received signal power surpasses the receiver sensitivity.

As per [43], the receiver sensitivity represents the noise power in the link, ex-

pressed through the Nyquist formula presented in eq. 1.5:

RS|dBm = 30 + 10log10(kBTsysBW ), (1.5)

where kB represents the Boltzmann constant, Tsys denotes the equivalent system

noise temperature that encompasses both antenna and receiver noise, and BW in-

dicates the NB-IoT subcarrier bandwidth. As per [68], Tsys is set at 150 °K for the

uplink and Tsys=290 °K for the downlink. Conversely, BW is contingent on the se-

lected transmission configuration.

Figure 1.6 also presents the computed receiver sensitivity. The results suggest

opting for the lowest satellite altitude, namely 500 km, to achieve a favorable link

budget for lower elevation angles. An altitude of 500 km strikes an optimal balance

between the elevation angle (which governs coverage area) and connectivity (mea-

sured in terms of the power level received by the receiver).

Given the link budget and the receiver sensitivity, it is possible to calculate the

expected value of SNR:

SNR = LB(✓el, fc)�RS. (1.6)

Figure 1.7 illustrates the SNR curves as a function of the elevation angle, for

different transmission modes in the uplink.
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NB-IoT technology enables the use of individual subcarriers to concentrate power

on a narrower band, resulting in increased coverage range and power gain. This
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notable improvement in the single-tone configuration, offering nearly 10.8 dB gain

compared to multi-tone, enhances the attractiveness of this solution for the proposed

architecture.

As depicted in Figure 1.7, the single-tone configuration delivers commendable

SNR values for lower elevation angles when compared to the multi-tone setup. As

detailed in section 1.1, while adopting a single-tone configuration with a 3.75 kHz

subcarrier could further boost SNR, it would require longer subframe durations.

Therefore, the intermediate configuration, featuring a single-tone with a subcar-

rier bandwidth of 15 kHz, is chosen as the optimal compromise between SNR perfor-

mance and time resource utilization. This configuration ensures a higher SNR at the

same elevation angle when compared to the multi-tone setup.

In line with these considerations, a subcarrier bandwidth of 15 kHz is selected for

the uplink, while a bandwidth of 180 kHz is chosen for the downlink. The receiver

sensitivity varies for uplink and downlink configurations due to the different subcar-

rier bandwidths. For the uplink, with a subcarrier bandwidth of 15 kHz, the receiver

sensitivity is lower, measuring -130 dBm, whereas the downlink configuration, with

a subcarrier bandwidth of 180 kHz, features a receiver sensitivity of -117 dBm.

It is worth noting that the points of intersection between the link budget curves and

the receiver sensitivity, as depicted in Figure 1.6, indicate the elevation angle beyond

which the SNR exceeds zero. However, the radio link could still be established at neg-

ative SNR values under specific configurations, resulting in lower elevation angles.

The practical feasibility of the connection is determined by evaluating the communi-

cation success probability. This probability is defined by analyzing the BLER curves

using the same methodology described in section 1.3 and is further evaluated in sec-

tion 1.4.4.

Satellite Constellation

Using a single satellite for the selected 500 km altitude leads to very short visibil-

ity periods. In contrast, with a constellation of multiple satellites, NTN terminals

could have more opportunities to transmit their data, reducing the time without satel-

lite coverage. This approach would also decrease the data storage and forwarding

requirements for each NTN terminal, simplify the satellite hardware, and reduce en-

ergy consumption, which is a critical consideration for IoT technology.

The satellite platform under consideration in this research must adhere to cost-

effective solutions to meet the cost optimization requirement. In this context, the study

explores the use of small or nano-satellites, offering an efficient and budget-friendly

solution with various simplifications in system design and deployment. With this in

mind, the decision was made to utilize a 12U CubeSat in a 2x2x3 configuration, as

detailed in [69]. This platform comprises multiple units that can be assembled in a

highly scalable and adaptable manner to achieve the required performance.

A CubeSat in LEO at an altitude of 500 km (equivalent to an orbital radius of

6878.14 km) necessitates a orbital velocity of 7612.6 m/s to sustain its orbit.

Therefore, the orbital period is 1 hour and 34 minutes, and the number of satellites

per orbit must be chosen thoughtfully to balance cost and service requirements. While

having a lower number of satellites is cost-effective, it’s crucial to also consider factors

like the low variability of the frequency of sensed data transmission and the battery
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life of NTN terminals. To strike a suitable balance between these constraints, the

proposed architecture incorporates either 2 or 3 satellites per orbit. In the first case,

an NTN terminal can establish contact with a satellite approximately every 47 minutes

and 18 seconds, even though the orbital period for a single satellite at 500 km altitude

is 1 hour and 34 minutes. In the latter case, an NTN terminal can communicate with

a satellite roughly every 31 minutes and 32 seconds.

The well-known System Tool Kit, as referenced in [70], is employed to assess the

diameter of the satellite spot-beam. More precisely, the analysis aimed at covering

approximately 6700 km of longitude, which corresponds to the European region. The

findings of this study indicate that around 8 circular orbits (with a 0° eccentricity) with

sun-synchronous characteristics (97°/98° orbital inclination) are necessary to meet

the continuous service requirement. Consequently, the entire satellite constellation

would comprise 24 satellites.

Figure 1.8 provides a depiction of the geographical area covered and offers a snap-

shot of the beam coverage along with the satellite orbits. It’s worth noting that there is

an overlap between the areas covered by satellite beams from adjacent orbits. How-

ever, to prevent interference between satellite transmissions to NTN terminals, the

approach proposed in this work assumes that satellites from different orbits are spa-

tially shifted.

F����� �.�: European field of view and satellite beam coverage.

1.4.4 System-level performance of NB-IoT over satellite

Merely having knowledge of the link budget is insufficient for assessing the viability

of the satellite architecture. Consequently, this section proves the effectiveness of the

proposed architecture by conducting system-level simulations. The analysis provided

here specifically assesses how physical and system configurations impact two crucial

factors:
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• the capability of the entire communication architecture to distribute data via

the service-link;

• the resultant communication latencies.

System-level tool and parameter settings

The system-level simulations are carried out using the 5G-air-simulator [39] [71].

This simulator is designed to support NB-IoT and encompasses various functional-

ities. Of particular note is the Random Access procedure model within the 5G-air-

simulator, which has previously undergone analytical validation [72], ensuring the

reliability of the results discussed in the subsequent sections. Additionally, the tool

has been suitably extended to accommodate the implementation of the envisioned

NTN scenario, as reported in section 1.3 and [6].

For the physical layer, as outlined in subsection 1.4.3, certain parameters have

been defined, including the transmitted power and the configured bandwidth. Addi-

tionally, the chosen MCS is QPSK, selected for its superior spectral efficiency com-

pared to BPSK. The TBS indicates the amount of data passed through the physical

layer and subsequently mapped to the NPUSCH channel. It has been set to 328 bits,

aligning with the protocol stack configuration detailed in section 1.4.2. With the es-

tablished TBS, data packets can be transmitted using different Number of Resource

Unitss (NRUs). Following the guidelines in [73], the available options for NRU con-

figuration include 2, 3, 4, 5, or 6

Indeed, a trade-off exists regarding NRU configuration. On the one hand, increas-

ing NRU values enhance data protection at the physical layer. On the other hand,

higher NRU settings lead to longer physical transmission durations for a data packet.

Considering the considerable distances within the satellite scenario and the associated

latencies, a decision has been made to set the maximum number of HARQ retrans-

missions to 4.

For the Random Access procedure, the configuration includes 48 available pream-

bles, an 80 ms periodicity for the RAO, and a 65536 ms backoff window.

To assess the impact of varying traffic loads, we examine different scenarios in-

volving clusters of NTN terminals. As previously discussed in subsection 1.4.1, each

cluster comprises 3000 NTN terminals distributed across a single 30-hectare crop

field. Each NTN terminal is programmed to generate data every 4 hours. Addition-

ally, every 4 hours, all the NTN terminals within each cluster transmit their data si-

multaneously during a 1-minute time slot. This setup allows us to analyze how the

proposed approach performs under demanding conditions characterized by bursts of

traffic.

The satellite allocates radio resources to NTN terminals that have successfully

completed the access procedure, following a round-robin scheduling approach. Sub-

sequently, extensive computer simulations spanning a 48-hour duration are per-

formed. This extended timeframe covers numerous satellite visibility cycles and en-

ables us to obtain consistent and stable average results.
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Link-to-system model

A link-to-system model represents the initial step in conducting a thorough system-

level analysis. It serves the purpose of characterizing the quality of communication

achievable under specific parameter configurations, while ensuring an abstraction of

transmission, propagation, and reception aspects. In this context, the 5G-air-simulator

tool was enhanced to include the propagation model, link budget, SNR model, and

BLER curves, as outlined in section 1.3. Additionally, BLER curves were integrated

to simulate communication quality as a function of measured SNR.

To facilitate the generation of BLER curves, the MATLAB LTE Toolbox was

employed. The BLER was calculated as the ratio of the total number of received

blocks for which the Cyclic Redundancy Check (CRC) failed to the total number of

transmitted blocks. For a detailed BLER assessment, a range of SNR values from -10

dB to 10 dB was selected, and the total number of transmitted blocks was set at 1000.

Figure 1.9 illustrates the BLER curves obtained in relation to NRU and SNR.

The results clearly indicate that higher NRU values offer enhanced data protection

at the physical layer. Concurrently, higher SNR values correspond to improved link

conditions. Consequently, based on these observations, it can be deduced that BLER

diminishes with increased values of both NRU and SNR.
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Satellite attach procedure and visibility time

Every NTN terminal initiates the attachment procedure when the receiver power of the

satellite’s reference signal reaches a coupling loss below the specified MCL threshold,

which has been configured at 154 dB. Considering the given parameter settings and

the mentioned MCL threshold, the average SNR value (measured in the downlink

direction) is -4.9 dB.

Furthermore, as demonstrated in the study outlined in section 1.4.3, this particular

SNR value is achieved at elevation angles of 46.3° for the downlink, marking the

commencement of the visibility time.
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Now, with the satellite positioned at an altitude of 500 km, a trigonometric anal-

ysis enables the calculation of the effective satellite footprint diameter. Taking into

account the slant range, which represents the distance between the NTN terminal and

the satellite and is determined by the elevation angle, the diameter of the effective

footprint is estimated to be approximately 890 km. This estimation considers the

satellite’s relative speed with respect to the Earth, which is approximately 7059 m/s.

Based on this effective footprint size and satellite speed, the visibility time can be

calculated, resulting in an approximate duration of 125 seconds.

Communication latencies over the service-link

Communication latency denotes the duration it takes for a packet to be received suc-

cessfully by one of the satellites in the constellation, in relation to the moment it was

generated. Figures 1.10 and 1.11 illustrate the communication latency under vary-

ing physical configurations and network loads. These curves represent the impact of

enabling or disabling the EDT transmission scheme, and in this scenario, each orbit

accommodates 3 satellites.
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Primarily, communication latency is influenced by the probability of successfully

completing a Random Access procedure. As anticipated, an increased number of

clusters results in more NTN terminals attempting to access the network, subsequently

raising the collision probability during the Random Access procedure. This, in turn,

explains the rise in communication latency with the number of clusters supported by

the configured satellite architecture.

Additionally, the NRU allocation to each NTN terminal significantly influences

the average end-to-end delay. While distributing a Transport Block across multiple

NRUs provides enhanced protection, it also prolongs the transmission time, leading

to a notable impact on the end-to-end delay.

In contrast, the EDT scheme effectively reduces communication latency by up to

40% due to its capability to deliver the data packet alongside the Msg3 of the Random

Access procedure.
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Ability of the system to drain buffered data through the service-link

The examination of the cumulative number of packets stored across all NTN termi-

nals serves as a means to assess the capacity of the satellite architecture to effectively

accommodate the provided service. A rapid increase in this value indicates that the

network may struggle to fulfill all NTN terminal requests, resulting in message con-

gestion and network overload. Conversely, a slower accumulation of packets in the

buffer suggests that the network is capable of handling the traffic generated by the

NTN terminals.

Figure 1.12 illustrates the practical capacity of the proposed approach to efficiently

clear buffered data via the service-link, employing a constellation of 24 satellites (i.e.,

3 satellites per orbit).
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For the sake of clarity, the results pertain exclusively to the most heavily loaded

scenario, involving 10 clusters of NTN terminals (equivalent to 30,000 nodes) and an

NRU setting of 2.

The depicted curves underscore that NTN terminals necessitate more than a single

visibility time to transmit their data. The dissemination of the entire packet burst

generated by NTN terminals is expedited when EDT is enabled.

Impact of the number of satellites per orbit

For added clarity, Table 1.4 presents the average communication latency observed

when varying the number of satellites per orbit. Similar to the prior analysis, the

investigation maintains an NRU setting of 2. As anticipated, the communication la-

tency rises with an increase in the number of clusters (nC). Furthermore, it’s evident

that EDT consistently delivers improved results. Nonetheless, a constellation with 2

satellites per orbit manages to accommodate all the generated data, albeit with slightly

extended communication latency.

T���� �.�: Average communication latency measured under different

constellation designs.

RACH Satellites Average end-to-end delay [s]

Configuration per orbit nC = 1 nC = 4 nC = 7 nC = 10

EDT disabled
3 969 1602 1869 2386

2 1816 2739 3124 3895

EDT enabled
3 859 1061 1207 1491

2 1646 1909 2128 2546

1.5 From Interoperability to Full Integration – the

ITA NTN Project Vision

6G holds the potential to extend the horizons of existing terrestrial networks, encom-

passing various tiers such as spaceborne and airborne communication systems within

NTN. However, the grand vision of creating a Ubiquitous Intelligent Mobile Society,

characterized by scalable and efficient access to connectivity and computing services

as needed and wherever needed, can only be realized in future 6G networks. This

achievement hinges on the incorporation of innovative network architectures, trans-

mission techniques, communication protocols, and service orchestration approaches

that transcend the boundaries of conventional 5G enabling technologies.

Given the multitude of challenges posed by forthcoming 6G research in both aca-

demic and industrial contexts, the ITA NTN project takes center stage as a dynamic,

resilient, and highly rewarding platform. Situated within the RESTART program,

it provides an exciting space for the development, experimentation, validation, and

enhancement of innovative approaches in the realm of integrated TN-NTN wireless

networks. These approaches are aimed at facilitating the seamless provision of high-

capacity, resource-intensive applications and accommodating the extensive connec-

tivity needs of diverse device types.
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At its very core, the ITA NTN project staunchly believes that the seamless in-

tegration of terrestrial and space-based wireless networks within the framework of

future 6G deployments is of paramount importance. This integration is seen as a piv-

otal step in providing all-encompassing, readily available, adaptable, and on-demand

wireless broadband connectivity. In pursuit of this goal, the project aims to develop a

novel 3D network architecture capable of harnessing connections that are established

and dynamically configured among various ground and space-based network ele-

ments. These elements encompass Unmanned Aerial Vehicles (UAVs), High-altitude

Platformss (HAPs), aircraft, geostationary Earth orbit (GEO), and non-geostationary

Earth orbit (NGSO) satellites. This architecture is intended to facilitate the deliv-

ery of a wide range of services and applications tailored to different needs. The ITA

NTN project aligns perfectly with the roadmap for beyond-5G and 6G technologies,

which has been outlined in documents from NetWorld 2020 Strategic Research and

Innovation Agenda, 3GPP, EU initiatives directed at achieving the objectives of the

2030 Digital Decade, and the EU Global Gateway strategy. This alignment is further

corroborated by ongoing funding requests and industry white papers in conjunction

with the ESA.

Regarding the formulation of the 3D network architecture, the ITA NTN project

will establish a unified wireless access network that harnesses innovative transmission

techniques at the physical and data-link layers. This approach entails the integration

of cutting-edge wireless optical links alongside conventional wireless communication

methods, coupled with the development of novel antenna and electronic technologies.

Furthermore, the project will devise advanced high-level protocols grounded in the

principles of network softwarization and virtualization. It will also explore the com-

prehensive integration of edge computing solutions and artificial intelligence method-

ologies, both in satellite on-board systems and at the ground level. These elements

will be instrumental in the optimal coordination of physical components and network

resources that are distributed across the multi-layered 3D network architecture.

What proves to be of utmost importance is the comprehensive evaluation of realis-

tic service objectives for NTN B5G, coupled with the formulation of the correspond-

ing performance prerequisites for satellite network components. These requirements

are essential to achieve a system performance that is both acceptable and sustainable

from a business perspective. This endeavor must be undertaken in conjunction with

the support for all the technologies mentioned earlier, which cater to NTN-friendly

services encompassing IoT, back-hauling, broadcasting, and multicasting.

Based on the roles assigned to the various layers of the 3D network, distinct ar-

chitectural configurations can be identified, as illustrated in Figure 1.13. These con-

figurations vary based on the functions allocated to the space/air segment, including

entities like Integrated Access Backhaul (IAB) nodes, gNB-Distributed Unit/Central

Unit, gNB, and the 5G Core Network mode.

The first configuration (case A) comprises a relay network based on drones con-

necting the user segment to the 5G Core Network on the ground. This configuration

typically involves UAV or HAPs deployed in the air segment, along with a ground

control station, which can be integrated within the gNB. An essential aspect that

characterizes the overall architecture is the choice between deploying transparent or

regenerative payloads on-board the drone. In the transparent mode, the network node
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Furthermore, when multiple satellites are employed, inter-satellite communication

often becomes a practical solution for covering large areas.

Within the 3D single-connectivity architecture (case C), UE possesses the ca-

pability to establish communication with intermediary transparent nodes located at

lower altitudes, which may comprise a swarm of drones or HAPs. These interme-

diary nodes assume the responsibility of routing traffic to an on-board gNB on the

satellite and subsequently to the Core Network located on the ground. As in other

configurations, the non-terrestrial nodes can opt for either a transparent or regener-

ative approach. This architecture offers significant advantages, particularly in emer-

gency scenarios, where UEs may lack the required technology or capabilities for direct

communication with the satellite or the gNB.

The 3D multi-connectivity architecture (case D) improves network capacity by

employing multiple layers or tiers of connectivity, encompassing terrestrial, aerial,

and satellite networks. This architecture can be implemented in either of the following

ways:

i) between a terrestrial node and a non-terrestrial node;

ii) between two non-terrestrial nodes.

In the latter configuration, non-terrestrial nodes can adapt as transparent or re-

generative, providing enhanced network reliability and resilience. In the event of

interruptions in one connectivity layer, the others can serve as backups or alternative

routes, guaranteeing continuous communication. Nevertheless, the increased com-

plexity of managing and coordinating such a network may present challenges. The

integration and synchronization of diverse connectivity layers require advanced al-

gorithms and protocols for efficient resource allocation. These capabilities open up

the potential to deploy autonomous rescue and emergency vehicles in remote areas

lacking telecommunications infrastructure.

Furthermore, by avoiding the use of UAVs and implementing greater intelligence

and autonomy in the satellite, potential delays in the relay process can be minimized.

However, this configuration does bring about increased complexity in payload design.

It represents a highly challenging and innovative breakthrough, as it involves hosting

the entire network, including gNB and CU, on-board the satellite. This approach al-

lows ITA NTN to bypass the ground segment of the network entirely. Moreover, it

introduces the opportunity for LBO of data plane traffic, enabling the direct deliv-

ery of IP services at the network’s edge, and leveraging SDN and Network Function

Virtualization (NFV) capabilities.

Certainly, implementing such a scenario requires an additional effort. In terms

of transmission techniques, it’s worth considering the possibility of implementing

Optical Wireless Communication (OWC) links, especially for the first part of the Uu

interface between the UE and the gNB-DU, which is the UE-UAV (or HAP) link. This

approach not only addresses cybersecurity concerns but also offers a certain level of

transmission performance, including throughput (at least 100 Mbps), a low BER, and

reduced signal latency for average Line of Sight distances. Nevertheless, it’s crucial

to remain flexible when defining constraints.

Additionally, we shouldn’t overlook the second part of the Uu interface between

the UE and the gNB-DU (on-board the satellite), which is the UAV-gNB-DU link.

This link can be implemented using RF technologies, such as THz or mmWave com-

munication (although practical aspects need further investigation), or an equivalent
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sub-6 GHz communication. Therefore, thanks to the ITA NTN project’s challenges,

the 3D TN-NTN network architecture has the potential to become an innovative uni-

fied radio access network, incorporating new transmission techniques at the physical

and data-link layers, with a strong foundation in the OWC pillar. This innovation

should always prioritize reliability and communication performance.
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Chapter 2

Design and Development of

Innovative Architectures and Trusted

Communication Protocols for the

Social Internet of Things.

The promising integration of Social Networks within the domain of the IoT has given

rise to what is known as the SIoT [74]. Through autonomous interactions, smart ob-

jects have the capability to establish social connections, forming a Social Network,

all without the need for human intervention. Consequently, the transition from these

smart objects to social objects introduces additional opportunities for improving net-

work resource visibility and service discovery [75] [76].

Social relationships are at the basis of the SIoT. The contributions [74] and [77]

classified them through different categories to promote trustworthy interactions in a

service-oriented environment:

• Ownership Object Relationship (OOR): established among objects belonging

to the same owner;

• Parental Object Relationship (POR): established among objects that are part of

the same family and generally produced by the same manufacturer;

• Co-Work Object Relationship (C-WOR): established among objects working

together for a common goal or in the same application;

• Co-Location Object Relationship (C-LOR): established among objects always

located in the same place;

• Social Object Relationship (SOR): established among objects without common

attributes or characteristics coming into contact because their owners come in

contact or have a social relationship.

As a result, to generate any form of relationship, each social object must verify some

conditions, such as the examination of the owner profile (OOR and POR), the geo-

graphical position (C-LOR), and the operational context (C-WOR and SOR).

The reproduction of the digital counterpart of physical IoT devices greatly en-

hances network navigability and paves the way for exploring diverse application sce-

narios, such as those in the healthcare domain [78] and Vehicular Social Networks

[79].
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Integrating social attributes with Wireless Sensor Network (WSN) can offer sev-

eral advantages compared to traditional or simple networks. Social attributes enable

devices and users within the network to communicate and collaborate more effec-

tively, providing additional context to the data generated by sensors. By incorporat-

ing social elements, devices can share information, coordinate actions, and respond to

changes in the environment in a more collaborative manner. This is especially useful

in scenarios where multiple devices or users need to work together to achieve a com-

mon goal. Moreover, social interactions and relationships among devices or users can

provide context that enhances the interpretation of sensor data. This improved con-

text awareness allows for more accurate decision-making and a better understanding

of the environment.

This evolution necessitates the development of effective methodologies for ser-

vice provisioning, with a critical requirement being the assurance of the trustworthi-

ness of service providers [80]. In this context, the Trust Management System (TMS)

emerges as a key element for evaluating the behavior of social objects and their suit-

ability as service providers. It enables the facilitation of trusted interactions among

social objects by calculating their trust levels, thereby penalizing nodes that engage

in malicious or incorrect behaviors [81].

This chapter describes two works published in [82] and [83]. In particular, the first

Section addresses the development of a multi-level architecture that leverages a TMS

strategy for the provisioning of scalable and trusted services in the context of SIoT.

On the other hand, the latter Section delves deeper into considering the equitable

distribution of services in order to provide a high Quality of Experience (QoE) to

end-users.

2.1 A Multi-tiered Social IoT Architecture for Scal-

able and Trusted Service Provisioning

In a typical deployment of the SIoT, the TMS serves as the logical entity responsi-

ble for assessing the behavior of social objects. It dynamically assigns trust values

to them through automated mechanisms. Subsequently, the identification of trusted

relationships facilitates the selection of the most suitable object capable of fulfilling

a given request [84]. This latter task is referred to as service provider selection

Existing scientific literature has already proposed various methodologies to ad-

dress these key functionalities. Many of these solutions, as seen in works such as

[85]–[90], perform service provider selection without taking into account the avail-

ability of actual resources. Consequently, requests are often directed to social objects

considering only the higher trust values, leading to network congestion and increased

latencies.

Furthermore, some valuable contributions aim to implement trust computation

and service provider selection directly within SIoT nodes [85]–[87], [90], [91]. Nev-

ertheless, as explicitly pointed out by [92], this approach poses a significant limitation

for SIoT devices with constrained storage and computational capabilities. Indeed, the

design of a more effective SIoT architecture able to jointly address these issues still

represents a challenging research goal.
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To bridge this gap, this Chapter introduces a novel multi-tiered SIoT architec-

ture in which key functionalities are thoughtfully implemented to ensure low latency,

high scalability, fault tolerance, and security. Specifically, the lower level of the ar-

chitecture encompasses physical objects and their logical abstractions, which expose

resources and services. The TMS entity, situated within the first fog layer of the ar-

chitecture, concurrently manages the trustworthiness of service providers under its

control and monitors the availability of resources offered by associated social ob-

jects. This approach enables effective service provider selection without imposing

additional burdens on the limited capabilities of social objects and mitigates network

congestion and slowdowns.

At the second fog layer of the architecture, blockchain technology is employed

to share available services, relationships, and trust values across organizations and

service domains. This securely extends the scope of novel applications on a large

scale.

What has been described thus far is detailed upon in the subsequent sections,

where the effectiveness of the proposed approach is also rigorously evaluated through

computer simulations in a realistic SIoT scenario and performance gains in compar-

ison to a baseline solution that does not leverage the enhanced functionalities of the

TMS are assessed.

2.1.1 Related works on Trust Management System in SIoT de-

ployments

A pioneering introduction of a social TMS responsible for the assessment and man-

agement of social object trustworthiness was presented for the first time in [85]. This

study explored a centralized architecture and identified its principal deployment chal-

lenges, such as a single point of failure and limited scalability. Subsequently, the

scientific literature has proposed various SIoT system architectures, engaging in the

design of recommendation schemes based on trust evaluation and delineating diverse

strategies to facilitate a suitable service provider selection via the TMS.

For instance, the paper [86] tackles the search for service providers among dis-

tributed nodes through a novel, fast, and autonomous approach. The proposed strat-

egy aims to reach an appropriate provider while considering nodes’ energy constraints

to extend the network’s lifetime. However, it overlooks aspects like load balancing,

storage efficiency, and the management of service requests, which are crucial for en-

hancing network scalability.

The work presented in [87] defines functions and parameters to compute com-

petence and willingness, thereby quantifying trust values in the SIoT environment.

Nevertheless, the entire algorithm for trust value computation is executed by IoT de-

vices, leading to suboptimal computational loads.

The contribution in [91] offers a scheme for access service recommendation in

SIoT, addressing both load balancing and network stability aspects. Within a dis-

tributed architecture, each node stores profiles of other network-involved nodes. How-

ever, storage limitations of the nodes involved may hinder their ability to maintain the

extensive set of required information.
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• Owner ID, an identifier of the owner of the device;

• Manufacturer ID, useful to define the device manufacturer;

• Context, which indicates the type of task or service that the device can per-

form. A device can have more context-related identifier values, depending on

the number of tasks/services it can accomplish.

• Resource capabilities, that indicates the resources a device can employ to pro-

vide services;

• Master node list, which indicates the set of master nodes responsible for man-

aging all information related to the device;

• Friend list, which stores all the relationships identified by a social object within

the Social Network.

Master nodes constitute the first sub-layer of the fog layer, specifically referred

to as fog sub-layer 1. The primary role of fog sub-layer 1 is to manage the TMS for

service requests.

A social object can act as both a service requester and a service provider. To pro-

mote service discovery, social objects are organized into service communities based

on the types of services they can offer. It is assumed that they can provide multiple

types of services, making them part of more than one service community simultane-

ously. In turn, each community is overseen by a master node, responsible for manag-

ing the Social Network of service providers for the specific service. This may involve

generating a virtual topology for each service community.

Once social relationships are established, a social object notifies the network of

its availability to provide services. Subsequently, it seeks an existing community that

aligns with the services it can offer within the master nodes. If it cannot find a suit-

able match among the existing service communities, it initiates the creation of a new

one. Given the diverse range of services within the SIoT, a service-based grouping

approach significantly reduces latencies in the service discovery process [88].

The fog sub-layer 2 interfaces with the fog sub-layer 1 below it. It deploys pri-

mary nodes known for their substantial storage capacities, where they store all the

information pertaining to social object profiles, social relationships, and reputations

within a distributed database. This collective information repository is hosted on a

Blockchain, which provides privacy and security for the data, defining the SIoT envi-

ronment. The adoption of a Blockchain in this framework ensures robust and secure

traceability of nodes, supporting the process of identifying the most suitable social

object to provide a service with a high degree of trustworthiness.

Moreover, this hierarchical, distributed, and decentralized approach proves to be

of paramount importance for the execution of the TMS, as it enhances scalability and

efficiency. For instance, in a scenario where information concerning the reputation

of a service requester isn’t available at the master node, it can still be retrieved from

the Blockchain located on the primary node.
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Such information can be transferred in a Blockchain, providing privacy and secu-

rity for the stored data. In the event that details regarding the reputation of a service

requester are not present at the selected master node, they can still be retrieved from

the Blockchain located on the primary node.

2.1.4 Trust model

Given the i-th object requesting a service sk and the j-th object exposing a service,

the TMS calculates the trust value Trski,j . In summary, Trski,j is defined through two

main factors, which are the sociality factor and reputation.

The sociality factor, Si,j , rates the relationship established between the considered

social objects by describing the degree of confidence in the case of both direct and

indirect friendship (e.g., a friend of friends). In the case of direct friendship, it is set

as Si,j = SOi,j , according to the type of social relationship (see Table 2.1).

In indirect friendship, instead, it is evaluated by considering the social objects’

common friends. Precisely, assuming that the number of i and j common friends is

equal to C, Si,j is computed as: Si,j =
PC

c=1 SOj,c

C
, where SOj,c represents the direct

social factor rate between j and its common friends with i.

T���� �.�: Direct Social Factor rate based on relationships

Type of relationship POR OOR C-LOR C-WOR SOR

SOi,j 0.9 0.8 0.7 0.6 0.5

On the other hand, the reputation, Rsk
i,j , represents the opinion on the trustwor-

thiness of a service provider for the service sk, based on past experiences through

feedback values assigned to previous interactions among social objects. It is calcu-

lated as a linear combination of three different contributions:

• the direct feedback ∆
sk
i,j describes how the i-th requester evaluated the j-th

provider for the service sk in the past;

• the indirect feedback Θ
sk
i,j describes how the friends of the i-th requester evalu-

ated the j-th provider for the service sk in the past. Assuming that the consid-

ered requester has F friends, Θ
sk
i,j is computed as:

Θ
sk
i,j =

1

F

FX

f=1

∆
sk
f,j, (2.1)

where ∆
sk
f,j is the feedback given by the f -th friend of the i-th requester.

• the indirect non-friend feedback Π
sk
i,j specifies how the other non-friend social

objects evaluated the j-th provider for the service sk. Assuming that the total

number of non-friends that have previously evaluated the provider j is equal to

P , Π
sk
i,j is computed as:

Π
sk
i,j =

1

P

PX

⇡=1

∆
sk
⇡,j, (2.2)
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Finally, the reputation factor is obtained as:

Rsk
i,j = ↵∆

sk
i,j + �Θ

sk
i,j + �Π

sk
i,j, (2.3)

where ↵, �, and � are the weights (0 < ↵, �, � < 1 and ↵+�+� = 1) that determine

the relevance for each factor considered in the evaluation of the reputation.

To conclude, the trust value associated to the i-th object requesting a service sk
and the j-th object exposing a service, is obtained as:

Trski,j = Si,j ·R
sk
i,j. (2.4)

2.1.5 Resource management

Utilizing the trust model presented in the previous section, it becomes possible to

identify trusted social objects and exclude all providers falling below a configured

threshold from the selection of service providers. Furthermore, through the deter-

mination of the trust value for each service provider, the master node establishes a

ranking based on social object reliability.

Furthermore, the proposed TMS also incorporates an additional investigation into

the resource capabilities of social objects. This contribution is particularly crucial

for trust evaluation, especially in an environment consisting of nodes with limited

resources.

In fact, when multiple service requests are assigned to the same social object with

limited resource capabilities, there’s an increased risk of service execution failures

due to resource constraints. Consequently, the social object’s ability to provide the

requested service diminishes, potentially leading to network congestion.

To address this, the master nodes continuously monitor the status of social objects

and the resources required for service execution. After the ranking computation, the

candidate provider’s resource capacity is monitored to ensure the social object’s avail-

ability for service execution. If this check fails, the candidate provider is temporarily

removed from the list. The master node updates the ranking and repeats the investiga-

tion with new candidates until a service provider with the required resource capacity

for executing the service is found.

2.1.6 Performance Evaluation

The performance of the proposed SIoT architecture and service provision scheme are

investigated herein through computer simulations. To this end, a MATLAB script

is used to model a Social Network with heterogeneous objects, various traffic loads,

together with all the procedures described in subsection 2.1.3.

The proposed scenario includes a fog layer consisting of five master nodes coor-

dinated by a primary node for service request management. The number of social

objects varies from 50 to 300, and they are evenly distributed among four classes

(smartphones, smart cameras, sensors, and smart gateways) based on their resource

capabilities. Each social object randomly generates service requests according to a

Poisson distribution with different � values (ranging from 0.5 to 2 requests per sec-

ond) to simulate various traffic loads.



2.1. A Multi-tiered Social IoT Architecture for Scalable and Trusted Service

Provisioning
47

As described in subsection 2.1.2 regarding the envisioned architecture, each social

object is characterized by an ID, an owner ID, a manufacturer ID, geographical posi-

tion, a list of services it can provide, and its resource capability. Resource capabilities

are set as summarized in Table 2.2, following the approach in [91].

For simplicity, the Social Network is created by considering only POR, OOR, and

C-LOR relationships, which are based on the knowledge of owner, manufacturer, and

geographical position attributes, respectively.

T���� �.�: Resource Capability Classes [91].

Social object class Resource Capability

Smartphone 0.8

Smart gateway 0.6

Smart camera 0.4

Sensor 0.2

Seven different types of service communities are configured and distributed

among all the master nodes. Each social object joins the proper service commu-

nity handled by a master node, following the procedure explained in subsection 2.1.2.

As reported in Table 2.3, each service is identified by an ID, the resource consump-

tion needed to be accomplished (spanning from 0.1 to 0.3), and the execution time

(spanning from 2 s to 8 s).

T���� �.�: Services characteristics.

Service ID 1 2 3 4 5 6 7

Resource Consumption 0.3 0.2 0.2 0.1 0.1 0.2 0.1

Execution Time [s] 2 7 3 7 2 8 5

Finally, the performance of the proposed approach is compared with the baseline

architecture, where the TMS calculates the trustworthiness of social objects by taking

into account relationships and reputation parameters without any resource control.

2.1.7 Simulation results

Figure 2.3 shows the number of queued requests during the time for different traffic

loads.

The results are obtained for a single scenario conducted on a social network with

150 social objects. For each �, results are obtained from ten simulation runs to ac-

count for different network topologies and service distributions, and then averaged

over a five-second time window sliding by one second.

The reported curves highlight the ability of the proposed approach to handle most

of the requests in real-time. Service requests are efficiently distributed to available

trusted objects, preventing queuing phenomena. In contrast, the baseline approach

distributes requests without considering resource availability. Consequently, most

requests are directed to a small set of trusted social objects, which monopolize sched-

uler assignments and quickly exhaust their available resources. As a result, a service

provider selected to execute a service by the TMS may not have sufficient resources,

leading to the formation of a queue of pending requests and an increase in latency.
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In order to generalize the afore discussed findings, Figure 2.4 shows the average

queued requests for different traffic loads.
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F����� �.�: Queued Request increasing traffic load.

Resource management allows for the minimization of the number of pending re-

quests, thereby improving network scalability. In contrast, the baseline approach

struggles to handle large volumes of traffic, resulting in an increase in queued re-

quests and, consequently, a delay in completing them.

Furthermore, the average number of queued requests scheduled in the proposed

TMS decreases as the number of nodes increases. This demonstrates a significant

scalability improvement compared to the baseline approach. Consequently, the net-

work can effectively handle a substantial increase in traffic (e.g., from 0.5 requests/s

to 2 requests/s) without overloading the resources of social objects.

Figure 2.5 depicts the average delay experienced for a request in the proposed and

the baseline approach.
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The delay is represented by the average time taken for each requested service from

its generation until the completion of its execution. It does not account for the time

needed to exchange control messages or interactions between master nodes, as this

time is negligible compared to the service execution time. Thanks to the intelligent

management of available resources in social objects, the delay performance of the

proposed approach remains consistent even with a high number of social objects. It

also outperforms the baseline approach, particularly under heavy traffic loads.

In contrast to the baseline approach, the proposed test does not reveal any perfor-

mance degradation in terms of average delay in request fulfillment. Indeed, as the

number of nodes and the request rate � increase, the average delay remains constant.

The differences between the two approaches become more pronounced in config-

urations with higher population. For instance, when considering 300 social objects

and an average request rate of 2 requests per second, the average delay experienced

can be reduced by up to 60

Finally, to provide further insight, Figure 2.6 illustrates the evolution of feedback

aggregation over time for six service providers. Three of them were compelled to act

as malicious nodes, failing to provide a service after a request and receiving nega-

tive feedback accordingly. This result underscores the effectiveness of the developed

TMS in detecting potential malicious nodes. Indeed, after a warm-up period of ap-

proximately 100 seconds, the identification of malicious nodes becomes unmistak-

able. Since the proposed model is reputation-based, a decrease in trustworthiness

due to negative feedback leads the system to select only trustworthy social objects for

scheduled requests in the service provider selection.
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2.2 Boosting Service Provisioning in SIoT by Exploit-

ing Trust and Capability Levels of Social Objects

The burgeoning phenomenon of the SIoT has been experiencing an upswing due to its

distinctive capacity for autonomously building social connections among intelligent

entities and facilitating innovative services within the domain of the Social Network.

In the course of service provisioning, the TMS assumes responsibility for the identi-

fication of appropriate entities capable of fulfilling the specified services, predicated

upon their reliability and resource capabilities. This conceptual framework is eluci-

dated in the approach presented in the publication [82], and further described in the

section 2.1.

Extensive research in this domain has examined a multitude of methodologies

aimed at assessing and governing the trust levels of service providers within SIoT

settings (as evident in works such as [86], [91], [93]–[96] and the comprehensive

review within subsection 2.1.1).

Nonetheless, the development of particular strategies that take into account the

computational capabilities of social entities within the TMS, with the intention of ex-

pediting and enhancing service provisioning, remains an unexplored territory. More-

over, the existing solutions, characterized by their computational complexity, present

a challenge in terms of practical applicability in real-world scenarios, primarily due

to their unsuitability for most resource-constrained IoT devices.

At the juncture when the research documented in [83] was conducted, and as far

as the authors were aware, the prevailing body of scientific literature solely focused

on the construction and evaluation of a TMS from the trustworthiness perspective.

Consequently, this approach presented certain constraints pertaining to the executed

processes, particularly in terms of responsiveness, resource capability, efficiency, and

scalability.

For example, the studies in [91] and [86] face the selection of the most suitable

service provider in a TMS considering the energy constraints to evaluate the provider

resources. The former proposes device trust dimension referred to the current energy

status remaining unaware of device computational capabilities. The latter aims to

increase the network lifetime, but it ignores the management of service requests and

storage-saving procedures.

The paper [93] develops two algorithms for an efficient resource selection avail-

able through information sharing between social objects. Nevertheless, the described

strategies do not implement a trust metric that jointly considers trustworthiness and

resource efficiency aspects. The contribution in [94] proposes a distributed architec-

ture based on a Blockchain for the secure provision of trust in an IoT system. It adopts

a stochastic approach to detect and prevent malicious behaviors within a lightweight

implementation. The results are obtained only for typical deployments operating with

a limited number of nodes. So, the approach is not suitable for real-time systems,

since it can only handle information generated at a quite low speed.

The authors in [95] investigate a TMS for the evaluation of service providers’ past

experiences and quality of service recommendations. The described self-adapted

model dynamically fits changes in network context or type of demanded service.

However, the presented model is entirely borne by the social objects. Consequently,
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it has the main limitation of the applicability to real-world scenarios with limited

computation and storage capabilities of IoT devices.

Another work presented in [96] suggests a hybrid method to overcome the weak-

ness of both centralized and decentralized approaches for trust management. Despite

considering the evaluation of available resources, it mainly focuses on the user trust

classification. In particular, it detects possible trust attacks via Machine Learning

methods, without investigating the opportunity to distribute service requests to the

most suitable service providers from the capability point of view.

Differently from the aforementioned studies, and with the objective of broadening

the scope of scientific discourse to address the prevalent challenges inherent in SIoT

implementations, the research documented in [83] and delineated in this Chapter,

introduces a novel resource capability-aware scheme for the TMS.

To be more specific, the newly proposed framework incorporates additional func-

tionalities that concurrently take into account trustworthiness, resource availability,

and the computational capabilities of the entities enlisted in the Social Network, all

with the aim of expediting the provisioning of trusted services.

Moreover, this proposed strategy harnesses fog computing to execute all TMS

operations. This approach alleviates the processing and storage demands on IoT nodes

throughout the entirety of the TMS process, encompassing the establishment of social

connections, rendering it highly suited for real-world scenarios.

Simulation results, as detailed in subsection 2.2.3, underscore the efficacy of the

suggested scheme, particularly in relation to the diminished latency observed in ser-

vice provisioning. Notably, the latency is reduced by as much as 67% when compared

to the benchmark solutions, all the while ensuring equitable allocation of the accessi-

ble resources among service providers. Additionally, the enhanced functionalities of

the TMS augment the responsiveness in identifying potentially malevolent devices,

facilitating their swift exclusion from the service provisioning process.

2.2.1 The overall system architecture

This study addresses a reference environment comprising numerous IoT nodes or-

ganized into clusters, their arrangement determined by geographical location, and

overseen through a distributed approach.

The architecture depicted in Figure2.7 shows the resultant multi-layered structure

of the SIoT, a customized adaptation of the architecture originally formulated in [82]

and detailed in the preceding Chapter.

The lower layer is designated as the Physical Layer, where the ensemble of nodes

corresponds to the physical IoT devices. Each IoT device is endowed with the capa-

bility to function as either a service requester or a service provider. For the sake of

generality, this study accounts for three distinct classes of IoT devices, as delineated

in [97]:

• Class 0: devices characterized by severe resource limitations, exemplified by

sensors with mere tens or hundreds of kilobytes of RAM;

• Class 1: devices subject to resource constraints, albeit possessing some pro-

cessing capabilities, typified by examples like Arduino and smart cameras;
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In contrast, the higher level, denoted as the Primary Fog level, is composed of

Primary Fog Nodes equipped with ample storage capacity. This level is responsible

for managing the dataset associated with a cluster of social objects. Specifically, a

Primary Fog Node facilitates the seamless synchronization of the distributed cluster

architecture through interactions with other Primary Nodes.

2.2.2 Details on the new conceived methodology

Upon its inclusion in the Social Network, a social object expresses its willingness to

offer a service. During this phase, it utilizes a dedicated API to transmit its attributes

to the Master Nodes. These attributes play a critical role in constructing a virtual

topology that encapsulates the established social connections. The computation and

storage of social relationships are entirely entrusted to the Master Nodes, which serves

the purpose of making the proposed strategy practicable in real-world situations by

relieving the social objects from this computational burden.

In the event that a node needs to retrieve a service, it dispatches a request to the

Master Node that handles the community responsible for provisioning that particu-

lar service. This methodology streamlines the process of service discovery, thereby

limiting the selection to a subset of providers predicated upon their established social

relationships.

By managing a service request, each Master Node executes the functions inherent

to the TMS, with the objective of determining the most suitable service provider.

Once more, this approach mitigates the computational load on social objects. This

attribute serves as an additional benefit, given that the computation of the optimal

service provider carries the potential to exert a substantial impact on the utilization

of storage and resources. Such an expensive task would be impractical for numerous

IoT devices.

The two procedures implemented by the TMS for the service request management

are summarized in the following steps.

Step 1 - Trust List Evaluation.

Upon receipt of an incoming request, the Master Node conducts a database query

to ascertain the presence of social objects that exhibit a social connection with the

requesting entity. Subsequently, it generates a Trust list comprising potential service

providers. For each provider listed in the Trust list, the TMS conducts an assessment

of the Trust value, which quantifies the degree of trustworthiness attributed to the

service provider. The Trust value calculation proceeds as described in the subsec-

tion 2.1.4. It’s worth noting that the trust calculation operation pertains to a single

service type and is computed by the Master Node responsible for overseeing the re-

spective community. It is summarized as follows.

Considering the i-th social object requesting a service and the j-th social object

as a possible provider, the Trust value Tri,j is calculated through two main factors.

Firstly, the Sociality factor Si,j expresses the friendship ties between social objects.

Table 2.4 describes the rates of the established relationship considered in [83], clas-

sified in order of relevance (i.e., the OOR referred to the same owner is the stronger

friendship tie, followed by POR, C-LOR, and C-WOR referred to the same manufac-

turer, location, and working goal, respectively).



56
Chapter 2. Design and Development of Innovative Architectures and Trusted

Communication Protocols for the Social Internet of Things.

T���� �.�: Friendship ties rates.

Type of relationship OOR POR C-LOR C-WOR

Si,j 0.7 0.65 0.6 0.55

Secondly, the Reputation factorRi,j is defined based on the history of the previous

behavior of social objects, expressed through past received feedback. The Reputation

factor is evaluated as follows:

Ri,j = ↵∆i,j + �Θi,j + �Πi,j, (2.5)

where:

• ∆i,j represents the direct reputation and is calculated as the sum of positive

feedback values divided by the total number of the feedbacks given by the i-th
requester to the j-th provider;

• Θi,j represents the friend indirect reputation and is calculated as the sum of

positive feedback values divided by the total number of the feedbacks given by

friends of the i-th requester to the j-th provider;

• Πi,j represents the overall indirect reputation and is calculated as the sum of

positive feedback values divided by the total number of the feedbacks given by

the other non-friends of the i-th requester to the j-th providers;

• ↵, �, and � are weights determining the relevance of each factor.

Finally, the Trust value is computed as reported in Eq.(2.6) (for details on the Trust

model please refer to [82]):

Tri,j = Si,j ·Ri,j. (2.6)

Upon assigning Trust values to all potential providers in the Trust list, the proce-

dure promptly eliminates any service provider whose Trust value falls below a prede-

fined threshold, which has been empirically defined. This aspect serves as a preventa-

tive measure against the likelihood of errant nodes rehabilitating their reputation and

subsequently reverting to malicious behavior.

Step 2 - The Novel Resource Capability Management.

To enhance the quality of the service provisioning experience, the assembled Trust

list is subjected to a two-tier sorting process. Notably, the initial sorting criterion is

the device class, while the subsequent criterion is the trustworthiness deriving from

Trust value computation.

This approach introduces an innovative and key facet of the devised scheme: a

novel ordering technique designed to optimize resource allocation, affording the ca-

pability to fulfill time-sensitive tasks demanding stringent performance and quality.

The advantages associated with the selection of trusted service providers, who possess

the proper resources for executing the services, will be substantiated by the numerical

findings detailed in the subsequent section.
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Through the aforementioned approach, the Master Node constructs a ranking

based on both social aspects (Step 1) and performance considerations (Step 2). Ad-

ditionally, the proposed TMS incorporates an additional evaluation step that takes

into account the resource availability of potential service providers. Specifically, the

resource management feature actively monitors the resources of the recommended

provider and verifies its capacity to undertake the service. In cases where this veri-

fication fails, the recommended provider is temporarily excluded from the Trust list,

with reconsideration scheduled for when sufficient resources become available. The

system repeats this assessment on the updated ranking until a qualified provider is

identified.

The most suitable provider from the ranking, satisfying the necessary resource re-

quirements, is chosen for executing the service. Subsequently, the requester furnishes

feedback regarding the service’s execution. This feedback serves to indicate whether

the service was completed in accordance with the requester’s expectations, expressed

through a binary value, where ’1’ denotes successful service accomplishment and ’0’

signifies service non-compliance. The received feedback is then archived within the

proper Master Nodes, facilitating Trust value updates in anticipation of future service

requests.

2.2.3 Performance Evaluation

This section assesses the performance of the proposed methodology using computer

simulations. For this purpose, we have developed a C++ object-oriented and event-

driven simulator from the ground up, aimed at evaluating several key metrics. These

metrics include the average delay experienced during service provisioning, the fair-

ness in service distribution, and the responsiveness exhibited by service providers.

The devised scheme is subjected to comparison with two alternative approaches.

The first approach serves as the baseline and does not incorporate any awareness re-

garding the quantity or quality of available resources within the network. The sec-

ond approach, denoted as the resource availability-aware approach (as detailed in the

previous Chapter and in [82]), does account for resource availability but lacks an in-

tegrated resource capability management framework for service provider selection

within the TMS.

Simulation parameters

Without compromising generality, the presented scenario focuses on a social object

cluster that falls under the management of a single Primary Node. Within this cluster,

the TMS is executed by a group of 5 Master Nodes. The quantity of social objects

within the cluster varies within the range of 100 to 300, including instances of 100,

150, 200, and 300.

A typical use case that can be represented by the selected parameters involves IoT

entities integrated into the supply chain to monitor the movement and condition of

goods in transit. Here, stakeholders along the supply chain, including manufacturers,

distributors, and retailers, can share real-time updates on inventory levels, delivery

times, and product conditions through social platforms. This collaborative sharing

improves supply chain visibility and coordination.
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In accordance with the details presented in subsection 2.2.1, each social object ex-

hibits distinct attributes, including a unique object ID, owner ID, manufacturer ID, ge-

ographical location, processor clock speed (expressed in megacycles/s), power level,

and a list of services it offers.

Within the cluster, various device types (e.g., smartphones, smart gateways, smart

cameras, and sensors) are generated within a uniform distribution across the cluster,

whose computing capabilities are reported in Table 2.5. Additionally, each social

object can be categorized into one of three distinct QoE classes, as also outlined in

Table 2.5.

T���� �.�: Device parameters and QoE classes.

Social Object Power Clock Speed (Clk)
QoE Class

Class Level [Megacyles/s]

Smartphone 0.8 2000 2

Smart Gateway 0.6 1000 1

Smart cam 0.4 1000 1

Sensors 0.2 40 0

Consistent with the conventions of a typical SIoT deployment, the formulated

scheme assigns each generated social object to a specific Master Node. Subsequently,

the attributes defined for these objects, such as owner, manufacturer, and geographi-

cal location, facilitate the delineation of social relationships. Specifically, this study

accounts for three relationship types: OOR, which pertains to objects owned by the

same user; POR, which applies to devices produced by the same manufacturer; and

C-LOR, which encompasses devices situated in the same geographical location.

Furthermore, the scenario proposed here encompasses six distinct types of ser-

vices, each characterized by a unique ID, a parameter specifying the requisite re-

sources for task completion (ranging from 0.1 to 0.3), and the size of data to be pro-

cessed, as elaborated in Table 2.6.

T���� �.�: Services Requirements.

Service ID 1 2 3 4 5 6

Resource Consumption 0.3 0.2 0.1 0.2 0.1 0.3

Information Size (B) [Mbit] 1.4 1.0 0.6 1.0 0.6 1.4

According to this, the j-th social object can provide the service S by reserving

part of its computing capabilities for an amount of time t(j, S) equal to:

t(j, S) =
X · B(S)

Clk(j)
, (2.7)

where X is the number of CPU cycles needed to process a single bit, B(S) de-

scribes the total number of bits to process to accomplish the service S, and Clk(j)
denotes the clock speed of the j-th social object in charge to process the service S
expressed in cycles/s. According to [98], X has been set equal to 1000 cycles

bit
.

In order to assess network performance under various traffic conditions, service

requests are generated in accordance with a Poisson distribution. The average request
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rate, denoted as �, is systematically varied across a range from 4 to 10 requests per

second. These requests are randomly selected from the pool of services described in

Table 2.6. Furthermore, for each scenario under examination, the results are gathered

from 20 distinct seeds. This approach is employed to encompass diverse network

topologies, service configurations, and social relationship distributions, ensuring a

comprehensive evaluation.

Average delay

The initial KPI employed for confronting the proposed approach with other method-

ologies is the average delay encountered during service provisioning. This metric

signifies the mean duration that each requested service requires, spanning from its

initiation to the completion of its execution. The results are presented in Figure 2.8.
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F����� �.�: Average delay.

More in detail, the baseline approach hinges solely on the trustworthiness param-

eter for provider selection, without factoring in resource availability. Consequently, it

biases provider selection toward a limited subset of nodes characterized by high trust-

worthiness, thereby subjecting them to an overload of service requests. Consequently,

even with low values of �, this approach incurs the highest average delay.

Conversely, the resource availability approach demonstrates a lower average delay

compared to the baseline. This is attributed to its competence in distributing service

requests across social objects possessing adequate available resources to complete the
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requested tasks. Consequently, the waiting time for an accessible provider is substan-

tially diminished. Interestingly, the delay outcomes exhibit minimal fluctuation even

as the request rate increases.

Finally, the proposed resource capability-aware scheme consistently records the

most minimal experienced delay. Indeed, by taking into account providers with ample

resources and higher QoE classifications during the provider selection, the approach

significantly enhances the performance in executing the required tasks, leading to a

considerable reduction in service provisioning latency.

The effectiveness of the proposed approach in fulfilling requests by identifying

the most suitable providers is validated in an extensive-scale scenario. This ensures

heightened responsiveness and scalability for the network in comparison to other

methodologies. For instance, in the case of 300 social objects and a request rate (�)

of 10 requests per second, the average delay experiences a reduction of up to 67% in

contrast to the resource availability approach.

Processing Time

Table 2.7 illustrates the processing time required by the proposed scheme to deter-

mine the appropriate service provider. The simulations were conducted on a computer

equipped with an i7-7700 CPU and 16 GB of RAM. The processing time represents

the average duration for a Master Node to execute the entire procedure outlined in the

TMS, as described in subsection 2.2.2. Each scheduled request is handled within a

time frame ranging from 1.2 to 4.5 milliseconds, an interval that proves to be negli-

gible when compared to the overall delay encountered during service provisioning.

As a result, the computed processing times underscore the computational efficiency

and scalability of the proposed scheme, regardless of varying traffic loads and Social

Network sizes.

T���� �.�: Processing time.

Scenario
Processing time [ms]

Social Objects � [requests/s]

100
4 4.5

10 3.6

150
4 1.3

10 1.2

200
4 2.0

10 1.7

300
4 4.2

10 4.0

QoE Fairness Index

To strengthen the robustness of the findings, we assess the well-known QoE Fairness

Index, introduced in [99]. This index evaluation quantifies the equity in the distri-

bution of services, taking into account the QoE as perceived by social objects. The

index computation is expressed as:
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F = 1�
2�

H � L
, (2.8)

where � is the standard deviation providing a measure of the dispersion of QoE

among social objects, while H and L are the upper and lower device classes, respec-

tively.

Figure 2.9 illustrates the QoE Fairness Index, where each box is indicative of key

statistics. The central mark represents the median, while the lower and upper edges

signify the 25th and 75th percentiles, respectively.

For a scenario involving 100 social objects, the proposed approach achieves a QoE

Fairness Index of 0.6, marking an improvement of the double when compared to the

alternative approaches. This enhanced efficiency further scales with the enlargement

of the Social Network size. In a large-scale scenario featuring 300 social objects,

the boost in the QoE Fairness Index triples, affirming the scalability and fairness in

service distribution rendered by the proposed approach.
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Responsiveness in malicious nodes identification

This section offers additional noteworthy insights regarding the efficacy of the formu-

lated strategy in the detection of malevolent nodes. Figure 2.10 portrays the temporal

progression of the direct feedback received by a specific provider, averaged across the

entire feedback pool. This averaged feedback is referred to as aggregated feedback.

This aspect is evaluated within a Master Node, considering a scenario with six

social objects responsible for provisioning the same service. In this particular setup,

three nodes have the potential to act maliciously, exhibiting a higher frequency of sub-

par service provision compared to others. Consequently, the accumulation of nega-

tive feedback has a detrimental impact on the overall reputation of these misbehaving

providers.
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The results obtained underscore the effectiveness of the proposed TMS in the

identification of malicious nodes. Indeed, the misbehaving social objects are system-

atically excluded from the service provisioning process and are unlikely to be engaged

in the future, as indicated by the red curves in the graph, which are truncated after

approximately 1300 seconds. This outcome signifies that no further feedback will be

furnished for the three malicious nodes, who are effectively banned from participating

in service provisioning.

To gain further insights, Figure 2.11 presents the number of malicious nodes de-

tected by the TMS over time, averaged across 20 different simulation runs for the

three schemes selected for comparison. The specific scenario considered consists of

100 social objects, with ten of them having an elevated probability of engaging in

malicious activities.
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F����� �.��: Responsiveness in malicious nodes identification.

Notably, within this scenario, the TMS framework devised in this study exhibits a

superior capability to identify a greater number of nodes that should be excluded from

the network, particularly evident after just 500 seconds. This underscores the excep-

tional responsiveness of the proposed approach in detecting ambiguous or malevolent
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behaviors during the service provisioning process when compared to the alternative

solutions.
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Chapter 3

Non-Terrestrial Elements

Employment within a Virtualized

Ecosystem: a Comprehensive Use

Case

Building upon the acquired knowledge of NTN architectures and network virtualiza-

tion approaches, this Chapter presents the work conducted and published in [100].

In particular, the study focused on the analysis of a typical use case involving both

NTN elements, such as drones, and the promising technology of NDT for the virtu-

alization of network elements to streamline the management of network services and

resources. Thanks to this, it was possible to consider and evaluate the parameter of

trustworthiness, including TMS functionalities, as further described in the previous

Chapter.

3.1 Surviving disaster events via dynamic in-network

processing assisted by Network Digital Twins

UAV, more commonly recognized as drones, possess the potential to be categorized

as constituents within a NTN contingent upon the manner in which they are harnessed

and assimilated within a comprehensive communication framework. Nevertheless, it

is important to note that the functional efficacy of UAVs frequently hinges upon ter-

restrial control and communication infrastructure. Consequently, their amalgamation

into an overarching NTN is contingent upon the particular employment scenario and

the extant technological infrastructure.

Owing to their versatility, agility, cost-effectiveness, and rapid deployability, the

utilization of UAV has emerged as a compelling choice for furnishing auxiliary ser-

vices in the context of natural disaster management, as highlighted in [101]. Specifi-

cally, UAVs are capable of capturing video data essential for disaster recovery and can

serve as countermeasures for monitoring disaster-affected areas, with data offload-

ing to proximate and available network segments for subsequent processing [102].

It is worth noting that UAV-based monitoring services often necessitate substantial

computational resources that are typically absent in the UAVs themselves, rendering

onboard processing unfeasible. Consequently, task offloading emerges as a viable

approach to address this inherent challenge.
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Nonetheless, it is imperative to recognize that natural disasters inevitably engen-

der disruptions in users’ network coverage, service persistence, and accessibility, un-

derscoring the indispensability of effective disaster management and the expeditious

reestablishment of network connectivity [102]. The exigent data offloading and sub-

sequent processing tasks required for the determination of search and rescue actions

during such exigencies present significant challenges. Disruptions precipitated by

natural disasters render network segments inaccessible and unavailable. As a result,

it becomes crucial to swiftly ascertain the operational status and suitability of physi-

cal domains for the efficient allocation of tasks, ensuring the expeditious progression

of disaster recovery measures.

A promising technology that plays a pivotal role in facilitating the visualization

of complex ecosystems and the efficient orchestration of network services, resources,

and computational tasks is the NDT [4]. By creating a virtual counterpart of a phys-

ical system and facilitating the transfer of tasks between domains, this technology

capitalizes on the ability to assess system performance and make informed decisions,

thereby serving as a pivotal driver for the advancement of 5G and future communi-

cation technologies.

Several works in the current scientific literature have defined architectures and

platforms that employ drones to facilitate the communication between victims and

rescuers [103]–[106]. At the same time, valuable works define DTs assisted task of-

floading strategies, formulated through complex optimization problems [107]–[110]

or not providing a dynamic and prompt solution suitable for post-disaster and rescue

operations [111], [112]. Indeed, this plethora of works is described in the following

section and demonstrates that at the time of writing the paper [100], and to the best

of the authors’ knowledge, a lightweight approach for dynamically selecting network

segments for network processing, leveraging the opportunities provided by DTs, was

still missing.

To contribute to the expanding body of scientific literature, this study introduces a

lightweight methodology for the dynamic selection of the most appropriate network

domain, guided by availability and trust parameters, to facilitate the offloading of

processing tasks from drone-captured videos.

Aligned with these principles, the proposed approach is structured in accordance

with the ITU-T’s IBN 2030 framework, originally outlined in ITU-T’s publication

[113] and further developed in [114]. Specifically, this approach leverages the con-

cept of DTs to characterize network domains, addressing those segments impacted by

natural disasters, which are unsuitable for task offloading, by substituting them with

available network segments capable of in-network processing.

The methodology employed adopts a Multi Criteria Decision Making (MCDM)

approach, specifically the Technique for Order Preference by Similarity to Ideal So-

lution (TOPSIS), a common tool for solving network selection problems in hetero-

geneous wireless networks. The dynamic selection process simultaneously evaluates

the status, readiness, and trustworthiness parameters of the domains traversed by the

drone to determine the most suitable network segment for processing, guided by the

availability of resources and network reliability.



3.1. Surviving disaster events via dynamic in-network processing assisted by

Network Digital Twins
67

3.1.1 Related Works

Natural disasters, such as earthquakes, volcanic eruptions, and flooding, have the po-

tential to lead to structural collapses, infrastructure deterioration, and substantial eco-

nomic setbacks in the afflicted areas. Existing communication networks often struggle

to adequately manage these unexpected occurrences, leading to a widespread disrup-

tion of mobile connectivity. To facilitate prompt rescue efforts, it becomes imperative

to shift computationally intensive tasks to nearby robust network segments during

post-disaster and rescue missions. As presented in Table 3.1, several studies within

the scientific literature have been dedicated to addressing this challenge by explor-

ing avenues to swiftly and effectively facilitate task offloading operations following

natural disasters.

T���� �.�: Review of Related Works

Features [115] [106] [103] [116] [117] [105] [108] [109] [110] [111] [112] This work

UAV technology X X X X X X X

Rescue operations X X X X X X X X

Task offloading X X X X X X X

Dynamic selection X X X X X

Trust and Social attributes X

Digital-twin X X X X X X

On the one hand, extensive research works [103], [105], [106], [115]–[117] have

been conducted on the applications of the UAV technology in natural disaster scenar-

ios, and only a part of these [103], [115], [117] focuses on network processing task

offloading. However, these studies highlight the difficulty of developing a strategy

that takes into account the dynamic state of the system due to the heterogeneity of

domains and the representation of their characteristics.

On the other hand, other studies [108]–[112] employ the DTs as a tool for data

collection and modeling of the reference network domains. In particular, the authors

of [108] and [112] explore the DTs as a useful tool for task offloading procedures in

vehicular and urban scenarios. However, none of them fully exploit their potential

in the context of natural disasters or incorporate a dynamic approach that addresses

task offloading to assist in-network processing. Furthermore, to the best of the au-

thors’ knowledge, none of the valuable contributions mentioned above utilizes social

attributes as support for selecting the suitable domain for network processing in order

to increase the reliability of the offered service.

To further advance in this direction, the contribution outlined in this chapter

presents an innovative strategy for selecting the most suitable domain for task offload-

ing. This strategy utilizes a lightweight approach that harnesses the capabilities pro-

vided by DTs to represent the characteristics of diverse network segments. Moreover,

it extends the ITU-T’s IBN framework proposed in [113] by introducing a TMS that

incorporates a trustworthiness parameter within the DTs. The trustworthiness evalua-

tion between network segments, takes into account various factors, such as reputation

and social relationships, as discussed in [82] and elaborated upon in subsection 2.1.4.

This integration ensures a trust-based approach for in-network processing during task

offloading.
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3.2 The reference scenario and the proposed MCDM

solution

The envisioned scenario delineates a standard multi-domain network characterized

by multiple network segments capable of supporting the provision of end-to-end ser-

vices. According to their specific capabilities and the sequence of tasks necessary to

fulfill service requirements, including functions like storage and in-network process-

ing, these inherently diverse domains are assigned responsibilities. These domains

encompass a spectrum ranging from terrestrial networks to NTN, as well as integrated

TN-NTN.

Furthermore, the framework entails the involvement of an UAV that spans the

network segments traversing all the domains. Primarily, the UAV assumes the role of

data acquisition in each domain crossed, capturing data such as videos of industrial

and critical infrastructure. This data acquisition serves the purpose of evaluating, in-

specting, and monitoring targets that are often challenging to access for maintenance

or are completely inaccessible.

Secondly, the UAV can offload the acquired data to the suitable network segment

to facilitate their processing. With this in mind, the captured videos can effectively

support recovery operations in domains affected by natural disasters. They enable

swift interventions and rescue operations while also avoiding the loss of in-network

processing capacity in circumstances where network coverage and services are un-

available and unreachable.

Figure 3.1 illustrates the envisaged scenario along with the Integrated Broadband

Network (IBN) architecture, expanding upon the solution put forth in [114] and the

ITU-T specifications outlined in [113]. The assorted network segments are organized

into network domains, which represent the physical infrastructure responsible for han-

dling requests related to processing or storage services.

F����� �.�: Reference scenario and IBN-based network architecture.
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Within this framework, the end-to-end service requirements are conceptualized

as an intent. This intent, in turn, necessitates a specific performance standard to fa-

cilitate the provision of a service. This performance standard is articulated through

SLA, structured to ensure that network providers adhere to these objectives. In accor-

dance with the ITU-T specification laid out in [113], intents undergo processing and

translation, resulting in a set of actions and policies that are subsequently executed by

the intent and SLA management module.

In this context, where the network segments exhibit inherent diversity and con-

stantly changing states, the utilization of DTs becomes instrumental in representing

the characteristics and capabilities of these domains. This utilization facilitates net-

work monitoring operations and the prediction of maintenance requirements. Serving

as abstractions of physical entities, DTs contribute to the process of selecting the most

appropriate domain for in-network processing by scrutinizing the extracted features.

To effectively manage the abstraction of network resources, a SDN controller is

responsible for populating and continually updating the performance indicators of

DTs through relevant APIs and modeling languages such as Yet Another Next Gen-

eration (YANG)-CBOR, OMA lightweight M2M, and Digital Twin Definition Lan-

guage (DTDL). This programmable controller not only supports the configuration of

network functionalities but also plays a crucial role in the implementation of intents.

Furthermore, for the evaluation and acquisition of the trustworthiness attribute,

the TMS module conducts an assessment of the network segments by examining

their historical performance. More precisely, it employs an automated mechanism

founded on feedback assessment to derive the trust parameter, which in turn estab-

lishes the reputation of each engaged network segment. This value undergoes periodic

updates following the completion of each end-to-end service, thereby bolstering the

overall network reliability for subsequent intents by identifying trustworthy network

segments suitable for in-network processing.

Above and beyond the modules mentioned earlier, the orchestrator assumes a piv-

otal role in the holistic management of the multi-domain network architecture, re-

sponsible for both service and network orchestration functions. For each service

demands, it conducts an assessment of the attributes within NDTs to pinpoint the

network segment most suited to support the given service. Subsequently, the orches-

trator proceeds to task allocation, intent deployment, and the vigilant monitoring of

compliance with SLA, service models, and descriptions. The algorithm employed to

determine the most appropriate domain for in-network processing, which is integrated

into the orchestrator, is elaborated upon in subsection 3.2.2

3.2.1 Network Digital Twins parameters

The core purpose of the NDT is to construct a network model that mirrors the perfor-

mance indicators of the physical network. This method empowers the management

of metrics and characteristics via an abstracted representation of the real-world net-

work state. Leveraging this potent instrument, the orchestrator gains the capability to

oversee network segments comprehensively, thereby comprehending and mitigating

service disruptions and contributing to the realization of intents.

Within this framework, the digital portrayal of network segments is harnessed to

identify the most fitting domain for task offloading and in-network processing. The
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objective is to achieve the optimal configuration that fulfills the predefined service

requirements.

In order to create a NDT, the process entails the collection of a dataset contain-

ing pertinent network-related information. As a result, the devised approach entails

the extraction of a set of performance indicators from each network segment, which

pertain to the radio interface, network capabilities, and reliability. These specific per-

formance indicators encompass parameters such as bandwidth, CPU performance,

available RAM, storage capacity, and the level of trustworthiness.

1. Bandwidth: measured in [MHz], it assesses the minimum guaranteed value of

available bandwidth for communication within the given network segment.

2. CPU: measured in [MHz], it indicates the processing capability of network re-

sources in the domain.

3. RAM: measured in [KB], it represents the minimum guaranteed availability of

RAM in the network segment.

4. Storage availability: measured in [GB], it calculates the available space for data

storage in the domain.

5. Trustworthiness: it is a value ranging from 0 to 1, determined by the TMS,

which represents the stated and proven reliability of a network segment. It is

calculated as the product of two factors: the domain’s reputation and the social

tier between domains, as stated in chapter 2.

3.2.2 The conceived algorithm based on TOPSIS methodology

The conceived algorithm, employed to determine the suitable domain for in-network

processing, is summarized in the pseudo-code reported in Algorithm 1.

It considers the limitations of the UAV such as its battery capacity while captur-

ing videos during its flight. With these factors in mind, the process can calculate the

count of domains the UAV can traverse before necessitating a battery recharge. Fur-

thermore, if there is available storage capacity in the UAV, it has the ability to capture

a video from the domains it crosses.

The proposed approach leverages the widely employed TOPSIS method, a com-

mon technique within MCDM utilized for resolving network selection problems

within heterogeneous wireless networks. It identifies the ideal solution by select-

ing the network segment capable of offering a cost-effective QoS, gauged through the

highest values in terms of CPU, RAM, available storage space, and trustworthiness

among the monitored domains. Subsequently, the method quantifies the proximity of

each network segment to this ideal solution by assessing a parameter referred to as

Relative Closeness (RC).

Within this strategy, an assumption is made that the UAV spends approximately 10

minutes in each network segment, traversing domains with distances spanning from

500 meters to 1 kilometer, at variable speeds ranging from 3 kilometers per hour to 6

kilometers per hour. As a result, the parameters of the DTs are updated at 10-minute

intervals.
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Algorithm 1 Pseudo code of the conceived decision-making algorithm

1: for Every domain do

2: check_UAV _capacity()
3: n n_traversable_domains()
4: offloading_options TOPSIS(n)
5: if !offloading_options then

6: domain domain+ 1
7: update_time()

8: else

9: d domain_bw_avail(offloading_options)
10: if decision = d and id = d then

11: 0 capacity_UAV . Data offload

12: domain domain+ 1
13: update_time()

14: else

15: domain domain+ 1
16: update_time()

17: end if

18: end if

19: end for

Considering all the traversable domains, the implemented TOPSIS function con-

structs a decision matrix. Each row of the decision matrix represents a domain de-

scribed by its features, including CPU, RAM, free storage space and trustworthiness.

Additionally, the decision function calculates the ideal solution and assigns an RC

value to each potential target domain. The calculated solutions are then ranked in

descending order based on their RC values. All the domains below an empirically

evaluated RC threshold are not considered for the selection. Subsequently, a com-

munication bandwidth check is performed to verify if data can be offloaded while the

UAV passes through that domain. The final domain selection is based on the following

reasons:

1. The domain allows data offloading, considering the available bandwidth.

2. The domain is considered optimal and trustworthy for data offloading, based

on the RC value.

3. The domain satisfies the energy and data capacity constraints.

In cases where data offloading options are unavailable, the UAV will recharge its

battery as needed and then proceed to the next network segment. This entire sequence

will be reiterated after data acquisition in the subsequent traversed domain. Should the

chosen domain no longer align with the ideal solution computed earlier, it undergoes

an update. This ensures a dynamic decision-making process that responds promptly to

substantial shifts in the network’s condition. In fact, in the event of a natural disaster,

the framework modules responsible for digitally representing the network will detect

and report this occurrence. As a result, features representing a disrupted domain will

exhibit notable anomalies, serving as an indicator of a possible disaster and prompting

a reevaluation of the selection of an appropriate offloading domain.
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3.3 Performance Evaluation

The performance of the proposed approach is investigated through computer simula-

tions. A MATLAB script is used to model the DTs representation of domains crossed

by UAV and implement the conceived decision-making algorithm detailed in subsec-

tion 3.2.2.

The scenario under analysis encompasses eight distinct domains, each character-

ized by fluctuating parameters including CPU, RAM, available storage space, and

trustworthiness, which experience variations over the course of the day. These values

are subject to updates at 10-minute intervals, mirroring the duration that the drone

spends within each domain.

The UAV utilized in this context possesses a storage capacity of 650 MB. While

transiting between domains, it captures a 130 MB video of the designated target for

monitoring purposes. As the drone navigates through network segments, the orches-

trator executes the devised algorithm, taking into consideration both the drone’s stor-

age capacity and its battery status. Regarding the battery, its behavior is modeled to

align with the energy consumption patterns documented in [118].

Figure 3.2 and Figure 3.3 illustrate an example of the dynamic domain selection.

During the time slot spanning from 00:00 to 00:10, the drone traverses domain 1. Fol-

lowing an assessment of the feasible domains within the drone’s battery lifespan, the

orchestrator employs the implemented algorithm to designate domain 4 as the most

suitable for task offloading. This selection is determined by the executed TOPSIS

function, which evaluates pertinent features extracted via the representation of DTs.

Domain 4 is chosen due to its favorable performance indicators, including sufficient

CPU, RAM, and trustworthiness levels, as depicted in Figure 3.2.

From 00:10 to 00:20, the drone crosses into domain 2. The application of the TOP-

SIS function reaffirms that domain 4 remains the optimal choice for data offloading

and in-network processing.

In the third phase, precisely at 00:20, a disruption occurs in domain 4 while the

drone is traversing domain 3. Anomalies become evident in the representation of

features via DTs, prompting the TOPSIS function to recalculate the selection of the

appropriate domain. In this instance, domain 6 is designated as the closest to the ideal

solution.

Finally, within the time frame of 00:50 to 01:00, the drone navigates through do-

main 6 and successfully concludes the data offloading process for in-network process-

ing.
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F����� �.�: Overview of the drone flight and domain selection.
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F����� �.�: Overview of the drone flight and domain selection.
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3.3.1 Simulation Results

To evaluate the performance of the devised approach, a comparison is made with two

baseline methods. In the first baseline approach, data offloading and processing take

place in a randomly selected network segment, and the outcomes are averaged over 15

different seeds. The second baseline approach involves the orchestrator implement-

ing the selection algorithm in a deterministic manner, specifically when the drone’s

storage capacity is completely full.

Figure 3.4 shows the performance of the proposed approach against baseline so-

lutions. The considered key performance indicators for the evaluation are:

• the amount of offloaded data;

• the number of domains in which the drone misses video acquisitions since it

has not found opportunities to offload the stored data and, consequently, it has

no more available space;

• the overall processing availability, assessed by measuring the ratio of offloaded

data to the total amount of data acquired by the drone, expressed as a percentage.
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Additionally, Figure 3.4 illustrates a specific use case that involves an SLA de-

manding a high level of CPU performance.

The graphs depict the progression of the three methods while varying the num-

ber of unavailable domains due to disruptions, which ranges from 2 to 6. In terms

of data offloaded, the proposed approach consistently outperforms the other methods

across all scenarios with unavailable domains. For instance, when 3 domains are un-

available, it allows for the offloading of up to 2.41 GB more data compared to the

random selection approach, and up to 4.24 GB more data compared to the determin-

istic approach when 6 domains are unavailable. When considering the number of

missed video acquisitions, the proposed approach permits missing up to 9 fewer do-

mains compared to the random selection approach when 2 domains are unavailable,
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and up to 32 fewer domains compared to the deterministic approach when 6 domains

are unavailable. Overall, this approach achieves a significantly higher service avail-

ability for network processing, with up to 28.61% more improvement compared to

the random selection approach and up to 75.61% more improvement compared to the

deterministic one.

On the other hand, Figure 3.5 presents the same performance assessments while

taking into account SLA requirements that demand a high level of trustworthiness.

The differences in data offloaded remain relatively consistent, with an increase of

up to 3.51 GB more data offloaded when 6 domains are unavailable, compared to

the deterministic approach, and up to 0.93 GB more data offloaded when 2 domains

are unavailable when compared to the random selection approach. Additionally, the

number of missed video acquisitions is reduced by up to 6 domains compared to the

random selection approach when 2 domains are unavailable and by up to 27 domains

compared to the deterministic approach when 6 domains are unavailable. Lastly, the

proposed approach achieves a higher availability for providing in-network process-

ing, with an improvement of up to 32.38% more compared to the random selection

approach and up to 68.78% more compared to the deterministic approach

The greater volume of data offloaded, the reduced number of missed video acqui-

sitions, and the overall enhanced service availability collectively affirm the appropri-

ateness of the devised approach as the most suitable solution for ensuring the survival

of in-network processing during natural disasters.
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Chapter 4

A Markov Chain Analytical Model

Supporting Service Provisioning and

Network Design in the Social Internet

of Everything

4.1 Introduction

The concept of the Internet of Everything (IoE) builds upon the foundation of the IoT,

which brings together interconnected smart objects, people, processes, and data. This

union of entities creates new opportunities and economic potential [119]. The IoE

is founded on intricate connections and interactions involving diverse technologies,

devices, and stakeholders [120].

In this context, the need for a network structure that promotes resource sharing

and service provision is paramount. Social networking presents a valuable solution,

as it encourages collaboration and interactivity [75]. When social networking capa-

bilities are integrated into the IoE, it gives rise to the concept of the SIoE, which has

significant potential for impact in various domains, including healthcare [121], the

Internet of Vehicles [122], and smart cities [123], [124]. Furthermore, the adoption

of social skills can facilitate access to information and services from anywhere at

any time, thereby enhancing network resource visibility and service discovery [76].

Consequently, the representation of social connections in a virtual world significantly

improves network scalability and navigability, enabling stakeholders to assess repu-

tation and provide more reliable service provisioning [125].

However, the ubiquity of devices intruding into individuals’ most private spheres

raises complex challenges that researchers find difficult to resolve [126]. The prompt

and successful accomplishment of services is significantly influenced by the avail-

ability of service providers and their limited resources. Moreover, selecting the most

suitable service provider requires consideration of their level of trustworthiness, char-

acterized by various aspects that must be considered together, such as their friendship

ties with other entities [127] and their reputation based on past experiences [87].

Complicating matters further is the non-deterministic nature of such a SIoE sys-

tem’s behavior. In a SIoE network, the service demand, as well as the availability and

trustworthiness of service providers, exhibit stochastic characteristics. As a result,

modeling this unpredictable behavior becomes crucial for evaluating the process of

selecting a trusted service provider. Consequently, the development of a stochastic
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analytical model becomes essential to design efficient resource selection algorithms

for ensuring the availability of trusted service providers in SIoE networks.

It is worth noting that many works in the literature explore trust management in

the service provisioning process within the context of Social Networks and the IoE

[87], [128]–[133]. However, to the best of the authors’ knowledge, some of these

models would necessitate continuous and computationally intensive efforts to trace

the long-term evolution of the service provisioning process [129], while others may

struggle to handle high-volume traffic [134].

To address these limitations, this Chapter introduces a stochastic model that ef-

ficiently captures the long-term evolution of the overall service provisioning process

within a SIoE environment. The proposed model is based on a Markov chain, which

analyzes provider selection in SIoE networks, taking into account the trust level and

resource capabilities of available providers. This approach allows for the tracking

of the evolution of each SIoE entity’s reputation, thereby evaluating the entire SIoE

network’s ability to successfully complete a service while excluding malicious nodes

from the provider selection process.

Given the considerations above, the main contributions of this study are summa-

rized as follows.

1. A stochastic analytical model is designed to assess the state of a generic service

provider in SIoE environments. To achieve this, a multidimensional Markov

chain is employed [135]. This chain captures the service provider’s behavior,

which depends on its reputation and available resources in relation to what is

required for service completion.

2. The behavior of entities is estimated to promptly detect and exclude malicious

entities from the Social Network, thereby ensuring system responsiveness and

obviating the need for extensive computational efforts in managing the trust-

worthiness of the SIoE system.

3. The analytical model is validated by comparing various performance metrics

with the results obtained from extensive simulations, confirming its effective-

ness and applicability in complex SIoE scenarios.

4. By assessing available resources, the proposed model is leveraged to appro-

priately design the SIoE network structure to accommodate different request

loads.

4.2 Background, goals, and reference SIoE scenario

The integration of social networking with IoT solutions has been extensively explored

in academic research, as discussed in chapter 2. This concept holds the promise of

enhancing networking services and engendering novel IoT applications. In the early

proposals, such as those found in [75], the primary focus was on introducing social-

like capabilities to IoT objects with the aim of augmenting trust among intercon-

nected objects. Social networking also has the potential to enhance network nav-

igability within extensive IoE environments. Parameters of paramount importance
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include trustworthiness and resource availability, which necessitate thorough investi-

gation. Researchers have put forth various strategies, methodologies, and mathemat-

ical models for the assessment of trust management and entity recommendations in

Social Networks and/or conventional IoT settings.

The paper [128] introduces a distributed trust model based on the Markov chain to

address security risks in the realm of IoT. Its primary goal is to adapt an existing trust

model designed for Vehicular Ad hoc Networks (VANETs) to the context of IoT. This

model involves groups of neighboring nodes that monitor the behavior of a specific

IoT node and employ an estimation algorithm to filter out malicious spam.

In the work presented in [129], a Lightweight Hidden Markov Model is proposed

for evaluating trust in IoT networks. This scheme encompasses a 2-state Markov

Model with Trusted and Compromised states. State transitions are determined based

on metrics such as the number of forwarded, dropped, modified, and received packets,

and the forward likelihood function is used to assess the trustworthiness of nodes.

The authors of [87] introduce a trust model for SIoT that combines social trust

theory with the unique characteristics of IoT devices. This model takes into account

competence, willingness, and social relationships to enhance service efficiency and

security within SIoT.

Trust management encounters challenges when dealing with anonymous nodes

and inaccurate communication. To address this, a potential solution for managing a

large number of nodes is to predict trust and distrust values. In [130], the authors

propose a dynamic trust model that computes direct and indirect trust, with a focus

on trust prediction. This approach combines exponential smoothing and a Markov

chain to predict trustworthiness.

A time-aware smart object recommendation model is presented in [131]. This

model arises from the need to provide a recommendation system that assists users in

locating the smart objects they require. Traditional recommendation techniques often

rely on user ratings or feedback, which can be challenging to collect.

The paper [132] introduces a framework for creating, managing, controlling, and

monitoring SIoT objects in real-time. This framework enables the virtual represen-

tation of real-world objects as virtual objects, which can be combined to create new

services. The paper also evaluates the selection of virtual objects in the service pro-

visioning process to assess resource consumption and latency.

The contribution in [133] discusses a collaboration scenario within the SIoT en-

vironment to address challenges such as managing complex relationships and con-

serving energy resources. This scenario takes into account object attributes, friend

functions, and intelligent friend selection to optimize group messaging, with the aim

of enhancing communication reliability and improving service discovery efficiency

in SIoT networks.

4.2.1 Open issues covered by this contribution

While traditional methods have historically been employed to secure networks, trust-

based schemes have emerged as viable solutions to address attacks by malicious en-

tities in IoE environments. This shift is due to their lower code size and reduced pro-

cessing time demands, as highlighted by [129]. However, to the best of our knowl-

edge, developing a statistical model that comprehensively captures the steady-state
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of social relationships that reflect the level of confidence shared among the partici-

pating entities, facilitating the identification of trusted subjects capable of fulfilling

specific requests [84].

The SIoE entities registered on the Social Network can function as both service

requesters and service providers. Service providers share their resources and commu-

nicate their availability to offer particular services, while service requesters express

their need for specific services to the Social Network. Each social object specifies

a list of services it can provide, enabling social entities to join service communities

based on their shared application context and the services they can offer, thus enhanc-

ing network navigability.

Each abstracted service community is managed by fog nodes, which create a vir-

tual topology for each service community. These fog nodes utilize stored information

about entities’ past experiences and the complete set of attributes of registered social

entities to operate the TMS. The TMS employs automated mechanisms to manage

and calculate parameters related to trust values. The selection of an appropriate trust

metric is crucial for social entities to make well-informed decisions when choosing a

service provider.

The overall system is supervised by upper-level fog nodes equipped with larger

storage capacities, which enables proper synchronization among the structures of the

distributed clusters through mutual interaction.

4.2.3 Trust Management Procedure

The adopted Trust Management strategy extends its scope beyond just reliability and

security. It incorporates considerations of service trustworthiness and resource con-

sumption assessment, following the same approach presented in subsection 2.1.3 and

subsection 2.2.2. Figure 4.2 illustrates the service provisioning procedure, wherein a

social entity sends a service request to the nearest fog node running the TMS. The

TMS then establishes a trust ranking of potential service providers and selects the

most suitable one for service execution. This process helps in identifying potential

malicious social entities by excluding service providers who fall below a configured

trust threshold during provider selection.

According to our recent, albeit preliminary, published conference papers [82],

[83], the trustworthiness level of the j-th service provider is feedback-dependent,

driven by past interactions between entities and the collection of information about

the provision of requested services. The Trust value Trij is determined by two pri-

mary factors when considering the i-th social entity requesting a service and the j-th
social object as a potential provider.

The first factor is the Sociality factor Sij , reflecting the level of friendship be-

tween social objects. The rates of established relationships are categorized by their

importance [77]. The second factor is the Reputation Factor Rj , which is influenced

by the feedback received from other social entities. The Reputation Factor takes into

account the history of social entities’ past actions.

The Trust value is ultimately calculated as the product of these two factors:

Trij = Sij · Rj , as detailed in [82]. It’s worth noting that in the procedure described

in this Chapter, the Reputation factor is not considered as a linear combination of
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in relation to a single social entity and the services it can offer. The evaluation can be

easily extended to the entire Social Network by considering an independent Markov

chain for each involved entity.

Regarding the j-th entity in the Social Network, the state comprises a triad of val-

ues: kj , representing the number of positive feedback received in the past; Tj , spec-

ifying the number of services offered; and nj , indicating the number of resources

currently employed to provide a service assigned to the j-th social entity. The in-

clusion of this last parameter in the triad acknowledges the heterogeneous nature of

entities, as they offer different resources and computational capacities. For instance,

according to a classification documented in [97], smart IoE devices can be grouped

into several classes, including Low-end IoE devices with limited resources (e.g., the

Open Mote); Middle-end IoE devices, offering more features and better processing

capabilities than Low-end IoE devices (e.g., the Arduino); and High-end IoE devices,

with ample resources and storage capacity (e.g., smartphones). To account for these

differences, the proposed model assigns different values of maximum allocable re-

sources (represented by Nj) to each social entity based on its capabilities, which are

determined by its class. Table 4.1 summarizes the main symbols used to describe the

model, along with their meanings.

T���� �.�: Main Symbols Description.

Symbol Meaning

Trij Trust level of i towards the entity j
Sij Sociality factor measuring the friendship ties between i and j
∆j Reputation factor of the entity j
�A!B Transition rate from the state A to the state B
� Average number of service requests per unit of time

µ Average number of requesters served per unit of time

�j Average number of service requests assigned to the entity j
1/µj Average service rate employed by the entity j to perform a service

P (Ri!j) Probability that a service request from i is assigned to provider j
N Number of social entities belonging a service community

Nj Maximum number of allocable resources of the j-th social entity

⌧ Number of entities owning a Trust value with i greater than Trij
P n
a (�) Probability of n arrival in �

P n
s (�) Probability of n task accomplished in �

Pnf Probability to receive a negative feedback

Ppf Probability to receive a positive feedback

Ψi Set of friends of the requester entity i
Ψj Set of friends of the provider entity j
PB(j) Blocking probability of the j-th service provider

Fj Friends of the j-th social entity

↵ Reputation Loss Percentage

Given the state (kj, Tj, nj), Figure 4.3 depicts the graph related to the sequence of

states in the Markov chain, representing the behavior of a social entity. In this graph,

the edges are labeled with transition rates from one state to another. Without loss
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�j =

ΨjX

i=1,i 6=j

�ij

Ψi�1X

 =0

P (Ri!j|(kj, Tj, nj), ⌧ =  ). (4.2)

In the interest of clarity, the mathematical steps for developing the eq.4.2 will be

relegated to the Appendix A.

According to subsection 4.3.1, the average number of service requests assigned to

a social entity, denoted as �j , significantly influences each state transition because the

variation of the triad representing each state affects the choice of the suitable service

provider for the next request. The value of �j depends on the comparison of trust val-

ues characterizing all available service providers at the time when the service request

arrives, due to the Trust model’s TMS algorithm. Thus, the proposed methodology

investigates the probability of service requests being assigned to the j-th social en-

tity by verifying if the considered entity is the available trusted one, as presented in

subsection 4.2.3.

In the Appendix A, �j is evaluated by assuming knowledge of the state of a single

entity, i.e., the j-th social entity analyzed by the Markov chain. Therefore, only the

triad (kj, Tj, nj) is known, and there is no information about the parameters defining

the state of the other entities, i.e., the  m-th social entity..

Due to the excessive complexity of evaluating a multidimensional Markov chain

that simultaneously considers the analytical development of N entities, for the sake

of simplicity and without loss of generality, the triad representing the state of any

other  n-th social entity is approximated by exploiting a proportionality criterion.

This criterion allows the evaluation of the total number of feedback received from

a generic social entity. If two social entities behave similarly, they will, on average,

receive a comparable number of total feedback. Meanwhile, if two social entities

behave differently, the average number of received feedback can be evaluated through

Lemma 1.

Lemma 1. Given (kj, Tj, nj) as the state of the j-th social entity, and let Ppfj be the

probability that the j-th entity receives positive feedback, and Fj be the number of

its friends. Moreover, let Ppf m
be the probability that the  m-th entity (whose state

information is not known) receives positive feedback, and F m
be the number of its

friends. AssumingRN is the total number of requested services assigned in the Social

Network, the number of averaged received feedback T m
can be evaluated as:

T m
=

Tj · Ppf m
· F m

Ppfj · Fj

(4.3)

Proof. Considering the total number of social entities N that can provide a specified

service, the whole set of provided requests related to that service, denoted as RN ,

can be expressed as the sum of the total feedback assigned to each provider: RN =
T1 + T2 + ... + Tj + T m

+ ... + TN . Assuming a proportional distribution of the

service requests based on the number of friends and the probability to receive positive

feedback, the value Tj representing the state of the j-th entity can be expressed as:
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Tj =
RN · Ppfj · Fj
PN

n=1 Ppfn · Fn

(4.4)

Therefore, in the same manner, it is possible to calculate T m
referring to the

generic  m-th social entity, that is:

T m
=

RN · Ppf m
· F m

PN

n=1 Ppfn · Fn

(4.5)

By obtaining RN from eq.4.4 and replacing it into eq.4.5, the approximate T m

value reported in the eq.4.3 is obtained.

⌅

Definition 4.3.1. The rate � m
represents the average number of services assigned to

the  m-th social entity. Similar to the definition of �j reported in subsection 4.3.1, it

is strongly influenced by the comparison of the trust value of all the service providers

and the resource availability needed to enable the  m-th social entity to perform ser-

vices.

Following the same principle used for the approximation of T m
, the evaluation

of � m
depends on the number of handled social relationships and the probability

of receiving positive feedback for the  m-th social entity. Therefore, by using the

procedure outlined in Lemma 1, � m can be calculated as:

� m
=
�j · Ppf m

· F m

Ppfj · Fj

, (4.6)

where, Ppfj and Ppf m
are the receiving positive feedback probabilities of the j-

th and  m-th entities, respectively. Fj and F m
are the friends of the j-th and  m-th

entities.

Definition 4.3.2. Let’s now consider an interaction between the j-th service provider

and the i-th service requester. The Trust value Trij represents a qualitative param-

eter indicating the trustworthiness of provider j as perceived by service requester i.
Given the state of the j-th service provider, specifically the triad (kj, Tj, nj), and the

Sociality factor describing the friendship ties between the i-th and j-th social enti-

ties, denoted as Sij , the Trust value Trij , as designed in the Trust model detailed in

subsection 4.2.3, can be expressed as: Trij = Sij · ∆j , where ∆j =
kj
Tj

represents

the Reputation factor of entity j, describing the past evaluations received by the j-th
service provider.

Definition 4.3.3. Let µj be the average service rate representing the number of re-

questers served per time period. Specifically, it represents the number of services

accomplished by the j-th social entity and is calculated as the reciprocal of the ser-

vice time to perform the requested service. Similar to the parameter nj of the triad

representing the state, the parameter µj can be defined as an attribute reflecting the

capabilities of a social entity, according to the class division described before and
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Proof. Considering the transition due to the assignation of a task, it will consequently

result in the employment of an extra resource for the j-th entity. Accordingly, the

arrival state turns out to be represented by the triad (kj, Tj, nj). However, if the pa-

rameter related to the currently allocated resources has reached its maximum value

of Nj , the task cannot be assigned to the j-th entity and the transition can’t occur.

Therefore, the transition rate �A!B, measuring the probability per unit of time that

an event occurs (e.g., the state transition due to task assignment) within an infinites-

imally time interval �, can be defined as: �(kj ,Tj ,nj�1)!(kj ,Tj ,nj) = lim�!0
PA!B(�)

�
if

nj < Nj and equal to 0 if nj = Nj .

Specifically, lim�!0
PA!B(�)

�
represents the probability that 1 task assigned to the

j-th entity, defined as P 1
a (�), and 0 services are accomplished, defined as P 0

s (�), in a

time interval equal to �. Assuming both the aforementioned assumptions are indepen-

dent, the previous equation can be written as: lim�!0
P 1
a (�)·P

0
s (�)

�
. Since inter-arrival

and service times are assumed to be exponentially distributed, and the arrival and

conditional service rates Poissonian, P 1
a (�) = �j� · e

��j� and P 0
s (�) = (e�µj�)nj�1.

Therefore, the limit can be calculated as: lim�!0
�j�·e

��j�
·(e�µj�)nj�1

�
= �j .

⌅

Corollary 1. Each state transition referring to the task assignment of a generic entity

j can be calculated in the same manner and depends exclusively on �j .

Let (kj, Tj, nj) be the generic stateB of the j-th social entity. Given the maximum

number of allocable resources for the considered entity, that is Nj , the probability of

entering the state C (identified by the triad (kj, Tj, nj+1)) from the state B is denoted

with PB!C . Indeed, the transition rate �B!C from the state B to the state C is:

�B!C = �(kj ,Tj ,nj)!(kj ,Tj ,nj+1) =

(

0 if nj = Nj,

�j if nj < Nj

(4.8)

Proof. Similar to equation 4.7, which represents the allocation of an additional re-

source for entity j, the arrival state is represented by the triad (kj, Tj, nj+1). Specif-

ically, if nj < Nj , �B!C = �(kj ,Tj ,nj)!(kj ,Tj ,nj+1) = lim�!0
PB!C(�)

�
.

In this context, the lim�!0
PB!C(�)

�
represents the probability that 1 task is assigned

to the j-th entity, defined asP 1
a (�), and 0 services are accomplished, defined asP 0

s (�),
in a time interval equal to �. Under the same assumption previously discussed for the

Theorem 1, lim�!0
PB!C(�)

�
= lim�!0

P 1
a (�)·P

0
s (�)

�
= �j .

⌅

Case 2: Negative feedback reception in response to a service provided.

With reference to Figure 4.3, all the edges progressing upward forward indicate the

reception of negative feedback in response to successful service delivery.

Theorem 2. Let (kj, Tj, nj) be the generic state B of the j-th social entity. Given

the maximum number of allocable resources for the considered entity, that is Nj , the

probability of entering the state D (identified by the triad (kj, Tj + 1, nj � 1)) from

the state B is denoted with PB!D. Indeed, the transition rate �B!D from the state B
to the state D is:
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�B!D = �(kj ,Tj ,nj)!(kj ,Tj+1,nj�1) =

=

(

0 if nj = 0,

nj · µj · Pnf if 0 < nj < Nj.

(4.9)

Proof. Considering the j-th entity in the state described by the triad (kj, Tj, nj), the

accomplishment of a task will result in the reception of feedback. Assuming that the

received feedback is negative, the value relating to the number of positive evaluations

remains unchanged, while the number of total evaluations received increases. Also,

completing the assigned task, the j-th social entity releases an employed resource.

The arrival state, therefore, turns out to be (kj, Tj + 1, nj � 1). However, if the

parameter relating to the allocated resources is equal to 0 means that the entity j
cannot performs any task and will not receive any feedback. The transition rate �B!D,

measuring the probability per unit of time that an event occurs (e.g., the state transition

due to negative feedback reception) within an infinitesimally time interval �, can be

defined as: �(kj ,Tj ,nj)!(kj ,Tj+1,nj�1) = lim�!0
PB!D(�)

�
if 0 < nj < Nj and equal to 0

if nj = 0.

More specifically, the lim�!0
PB!D(�)

�
represents the probability that 0 tasks are

assigned to the considered entity, defined as P 0
a (�), and 1 service is accomplished

within the reception of a negative feedback, defined as P 1
s (�), in a time interval equal

to �. Assuming both the aforementioned assumptions are independent, the transition

probability can be written as: lim�!0
P 0
a (�)·P

1
s (�)·Pnf

�
. Since inter-arrival and service

times are assumed to be exponential, and the arrival and conditional service rates

Poissonian, P 0
a (�) = e��j� and P 1

s (�) = nj · (1 � e�µj�) · (e�µj�(nj�1)). Therefore,

the previous limit can be calculated as: lim�!0
e
��j�

·nj ·(1�e
�µj�)·(e�µj�(nj�1))·Pnf

�
= nj ·

µj · Pnf . ⌅

Corollary 2. Each state transition referring to the accomplishment of a task and the

reception of a negative feedback can be calculated in the same manner and depends

on the current resource employed by the entity j, µj , and the probability to receive a

negative feedback Pnf .

Let (kj, Tj � 1, nj + 1) be the generic state F of the j-th social entity. Given

the maximum number of allocable resources for the considered entity, that is Nj , the

probability of entering the state B (identified by the triad (kj, Tj, nj)) from the state

F is denoted with PF!B. Indeed, the transition rate �F!B from the state F to the

state B is:

�F!B = �(kj ,Tj�1,nj+1)!(kj ,Tj ,nj) = (nj + 1) · µj · Pnf . (4.10)

Proof. Similarly to the eq.4.9, representing the reception of a negative feedback while

the accomplishment of a task, the j-th social entity releases a resource employed and

the arrival state is represented by the triad (kj, Tj, nj). Therefore, the considered

transition rate can be defined as: �F!B = �(kj ,Tj�1,nj�1)!(kj ,Tj ,nj) = lim�!0
PF!B(�)

�
.

Under the same assumption already argued for the Theorem 2, lim�!0
PF!B(�)

�
=

lim�!0
P 0
a (�)·P

1
s (�)

�
= (nj + 1) · µj · Pnf .
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⌅

Case 3: positive feedback reception in response to a service provided.

Differently from the Case 2, with reference to Figure 4.3, all the edges moving down-

ward forward refer to the service accomplishment within the reception of a positive

feedback.

Theorem 3. Let (kj, Tj, nj) be the generic state B of the j-th social entity. Given

the maximum number of allocable resources for the considered entity, that is Nj , the

probability of entering the state E (identified by the triad (kj+1, Tj+1, nj�1)) from

the state B is denoted with PB!E . Indeed, the transition rate �B!E from the state B
to the state E is:

�B!E = �(kj ,Tj ,nj)!(kj+1,Tj+1,nj�1) =

=

(

0 if nj = 0,

nj · µj · Ppf if 0 < nj < Nj.

(4.11)

Proof. Considering the j-th entity in the state described by the triad (kj, Tj, nj), the

accomplishment of a task will met the reception of a positive feedback. In that case,

both the value relating to the number of positive evaluations and the number of total

evaluations received increases. Also, completing the assigned task, the j-th social

entity releases an employed resource. The arrival state, therefore, turns out to be

(kj +1, Tj +1, nj � 1). However, if the parameter relating to the allocated resources

nj is equal to 0 means that the j-th entity cannot currently performs any task and

will not receive any feedback. The transition rate �B!E , which measures the prob-

ability per unit of time that an event occurs (e.g., the state transition due to positive

feedback reception) within an infinitesimally small time interval �, can be defined as:

�(kj ,Tj ,nj)!(kj+1,Tj+1,nj�1) = lim�!0
PB!E(�)

�
if 0 < nj < Nj and equal to 0 if nj = 0.

Specifically, lim�!0
PB!E(�)

�
represents the probability that 0 tasks are assigned to

the considered entity, defined as P 0
a (�), and 1 service is accomplished within the re-

ception of a positive feedback, defined as P 1
s (�), in a time interval equal to �. Assum-

ing both the aforementioned assumptions are independent, the transition probability

can be written as: lim�!0
P 0
a (�)·P

1
s (�)·Ppf

�
. Since the inter-arrival and service times are

assumed to be exponential, and the arrival and conditional service rates Poissonian,

P 0
a (�) = e��j� and P 1

s (�) = nj · (1� e�µj�) · (e�µj�(nj�1)). Therefore, the previous

limit can be calculated as: lim�!0
e
��j�

·nj ·(1�e
�µj�)·(e�µj�(nj�1))·Ppf

�
= nj ·µj ·Ppf . ⌅

Corollary 3. Each state transition referring to the service accomplishment and the

reception of a positive feedback can be calculated in the same manner and depends

on the current resource employed by the entity j, µj , and the probability to receive a

positive feedback Ppf .

Let (kj � 1, Tj � 1, nj + 1) be the generic state G of the j-th social entity. Given

the maximum number of allocable resources for the considered entity, that is Nj , the

probability of entering the state B (identified by the triad (kj, Tj, nj)) from the state

G is denoted with PG!B. Indeed, the transition rate �G!B from the state G to the

state B is:
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�G!B = �(kj�1,Tj�1,nj+1)!(kj ,Tj ,nj) = (nj + 1) · µj · Pnf . (4.12)

Proof. Similarly to the eq.4.11, representing the reception of a positive feedback

while the accomplishment of a task, the j-th social entity releases a resource em-

ployed and the arrival state is represented by the triad (kj, Tj, nj). Therefore, the

transition rate �G!B can be defined as: �(kj�1,Tj�1,nj�1)!(kj ,Tj ,nj) = lim�!0
PG!B(�)

�
.

Under the same assumption previously discussed for the Theorem 3,

lim�!0
PG!B(�)

�
= lim�!0

P 0
a (�)·P

1
s (�)

�
= (nj + 1) · µj · Ppf . ⌅

4.3.3 State Probability

Leveraging the estimation of transition rate probabilities evaluated in previous sec-

tions, the focus is on calculating the state probabilities of the proposed Markov chain.

Each state represents an entity’s current condition, which includes evaluations re-

ceived from past experiences and resources allocated for executing services.

Theorem 4. Given (kj, Tj, nj) the state of the j-th social entity and given the tran-

sition rates described in subsection 4.3.2, the average number of service requests �j
assigned to the j-th entity calculated in subsection 4.3.1. Letµj represents the average

service rate employed by the entity j, the state probability describing the behaviour

of the j-th social entity can be summarized as the eq.4.13.

P (kj,Tj, nj) = P (kj, Tj, nj � 1) ·
�j

�j + (nj � 1) · µj

+

+ P (kj, Tj � 1, nj + 1) ·
(nj + 1) · µj · Pnf

�j + (nj + 1) · µj

+

+ P (kj � 1, Tj � 1, nj + 1) ·
(nj + 1) · µj · Ppf

�j + (nj + 1) · µj

.

(4.13)

where 0  kj  Tj and 0  nj  Nj . If the state probability argument does not

satisfy these inequalities, the corresponding probability is equal to 0.

Proof. The aforementioned Theorem allows for finding the state probabilities de-

scribing the behavior of a social entity leveraging a recursive formula valid for any

state of the Markov chain. Indeed, starting from the initial state with unitary proba-

bility, each state can be expressed as a function of the previous ones according to the

Markov process. Specifically, the generic state probability (with reference to Figure

4.4) is calculated exploiting the Total Probability Law over all possible states of origin:

P (kj, Tj, nj) =
PN

n=1 P ((kj, Tj, nj), �n), where �n represents the n-th state enter-

ing in (kj, Tj, nj) state. By leveraging the definition of the conditional probability,

the previous equation can be written as: P (kj, Tj, nj) =
PN

n=1 P ((kj, Tj, nj)|�n) ·
P (�n).

Here, the conditional probability P ((kj, Tj, nj)|�n) can be calculated by ex-

ploiting the empirical definition of probability, meaning that the extent to which

an event is likely to occur is measured by the ratio of favorable cases to the whole
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number of possible cases. In this context, the probability P (kj, Tj, nj) to arrive

in the state (kj, Tj, nj), giving the origin state �n, can be calculated as the tran-

sition rate ��n!(kj ,Tj ,nj) divided by all the possible transition rates departing from

the state �n. Therefore, considering P (kj, Tj, nj � 1), P (kj, Tj � 1, nj + 1), and

P (kj�1, Tj�1, nj+1) the probabilities of the states entering into (kj, Tj, nj) and the

respective transition rates, the P (kj, Tj, nj) can be written as reported in the eq.4.13.

In particular, the denominator �j + (nj + 1)µj exploit the sum of the three transition

rates. Indeed, �j + (nj + 1)µjPnf + (nj + 1)µjPpf = �j + (nj + 1)µj(Pnf + Ppf ),
where (Pnf + Ppf ) represents the combined probability of receiving negative and

positive feedback, and it sums up to 1, as these are the two possible outcomes.

⌅

4.3.4 What can the model derive?

The section aims to explore insights that can be derived from the model outcomes,

with a specific focus on key features related to social entities and service requests

in the SIoE Network. These features include the average reputation, the intensity of

unanswered requests, setting a reputation threshold, and the probability of higher-

class service availability.

Average reputation

The main feature that the model can derive is the parameter referring to a social

entity’s average reputation. As described in Definition 4.3.2, the Reputation Fac-

tor is calculated as the ratio between the number of positive feedback received and

the total number of services provided. It strongly contributes to the trustworthi-

ness of the stakeholders, impacting the selection of the most suitable provider in

service provisioning. Given kj positive feedback and Tj total number of feedback

received by a social entity, the expectation of the ∆j reputation can be computed as:

E[∆j|Tj] =
PTj

kj=0
kj
Tj
P (kj|Tj).

Given a fixed Tj , the probabilityP (kj|Tj)mentioned in the previous equation rep-

resents the weighting of reputation values that a social entity can assume. Referring

to the states of the evaluated Markov Chain in the conceived model and making this

probability explicit, the average reputation of an entity can be expressed as follows:

E[∆j|Tj] =

TjX

kj=0

kj
Tj

NjX

nj=0

P (kj, Tj, nj)

TjX

kj=0

NjX

nj=0

P (kj, Tj, nj)

. (4.14)

Intensity of unanswered requests on the SIoE Network

The second feature that can be derived from the conceived Markov Chain-based

model pertains to the resources allocated by each social entity during service provi-

sioning. As detailed in section 4.3, the state of a social entity specifies the parameter
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nj , which expresses the amount of resources currently employed by the j-th entity.

In this context, the probability of being in a state described by the maximum value

of nj (i.e., nj = Nj) coincides with considering the probability that a new incoming

request addressed to the j-th entity is rejected due to the lack of resources. This eval-

uation opens up the opportunity to investigate the intensity of unanswered requests

on the Social Network.

Considering the j-th service provider, with N representing the total number of

social entities belonging to the evaluated service community, and given P (kj, Tj, Nj)
as the state probability, and �j as the average number of service requests assigned

to the j-th social entity obtained from the conceived model, considering a fixed Tj ,

the intensity of service requests that cannot be fulfilled, denoted by L(Tj), can be

expressed as follows:

L(Tj) =
NX

j=1

�j(kj, Tj, Nj)

TjX

kj=0

P (kj, Tj, Nj)

TjX

kj=0

NjX

nj=0

P (kj, Tj, nj)

. (4.15)

Reputation threshold

The conceived model for evaluating the behavior of a social entity can be employed

to set a reputation threshold, thereby defining its role in the Social Network. To spec-

ify the reputation threshold, one must determine the number of received feedbacks,

denoted as T∆, for which the analysis can be considered sufficient to provide a con-

sistent assessment of the social entity’s conduct. Let k0 and T0 represent the initial

values assigned to positive feedback and total received feedback. The parameter ↵

can be defined as the percentage of accepted reputation loss by satisfying the inequal-

ity
kj
Tj
 ↵ · k0

T0
. In particular, social entities with a reputation below the threshold set

by ↵ can be considered untrustworthy in the service provisioning procedure and may

be labeled as malicious.

Here, assuming Tj is equal to T0+T∆, let kj be the Bernoulli random variable rep-

resenting the average number of received positive feedbacks, which can be expressed

as kj = K0 + T∆ · Ppfj . By isolating T∆, the previous inequality can be written as:

T∆ �
k0 � ↵ · k0

(↵k0
T0

)� Ppfj

, (4.16)

wherePpfj is the probability of the j-th social entity to receive a positive feedback.

Probability that an higher-class provider is available to perform a service request

Inspecting the states of the Markov chain, the proposed model can serve as a valuable

tool for assessing the probability that a service provider within a service community

possesses the necessary resources to fulfill a service request. More specifically, by
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categorizing service providers into different classes, as proposed by [97], we can fo-

cus on the High-end entities. Assigning a service request to a High-end entity with

abundant resources and superior computing capabilities can enhance network effi-

ciency, resulting in faster service request processing and a reduction in unanswered

requests.

In this context, considering the states of the social entities and a fixed value for Tj ,

the availability of the jh-th High-end service provider, denoted as Ajh(Tjh), can be

expressed as the probability

TjhX

kjh=0

Njh
�1

X

njh
=0

P (kjh , Tjh , njh |Tjh). By transitioning from

conditional probability to joint probability and specifying the probability P (Tjh), the

final expression is presented as follows:

Ajh(Tjh) =

TjhX

kjh=0

Njh
�1

X

njh
=0

P (kjh , Tjh , njh)

TjhX

kjh=0

NjhX

njh
=0

P (kjh , Tjh , njh)

. (4.17)

4.4 Model validation and analysis

This Section evaluates the proposed model and analyzes the results obtained. Firstly,

the analytical Markov Chain based model is validated against simulation results to en-

sure that the model accurately reflects the environment behaviour. Secondly, different

network configurations are analyzed in order to test the network performance.

T���� �.�: Social Entities resources and capabilities.

(�) Services Parameter

Type of Service
Resource Information

Consumption Size[Mbit]

High-end service 0.3 1.4

Middle-end service 0.2 1

Low-end service 0.1 0.6

(�) Device Parameter

Social Entity Resource Clock Speed
Nj µ

Class Capability [Megacyles/s]

High-end device 0.9 2000 3 1.4285

Middle-end device 0.6 1000 2 0.7142

Low-end device 0.2 40 1 0.025



4.4. Model validation and analysis 95

4.4.1 Parameter setup

The validation of the conceived Markov chain-based model is a crucial step in the re-

search process, as it allows us to test the model’s accuracy and its ability to capture the

behavior of social entities in the SIoE Network. By carefully selecting the parameters

of the scenario and validating the model, we can ensure that the proposed environ-

ment accurately represents the Social Network service community under study and

can be used to conduct a meaningful analysis of its behavior.

To achieve this, this work leveraged the simulator developed in C++, as previously

described in chapter 2, and adapted it to fit the analytical model. The SIoE simulator

has been designed to reproduce the service provisioning procedure in a Social Net-

work of social objects divided into logical clusters composed of service communities

characterized by the type of service they can handle. For this study, which is limited to

the investigation of a single type of service, only one service community is simulated

as well.

The characteristics of the analyzed service strongly influence network behavior.

The SIoE simulator accommodates three types of services: High-end, Middle-end,

and Low-end, along with three classes of social entities based on the classification

in [97]. Table 4.2 provides information on each service type and social entity class.

Specifically, it includes resource consumption (ranging from 0.1 to 0.3) and the infor-

mation bit size for each service type. Table 4.2b, instead, specifies resource capability

(ranging from 0.2 to 0.9) and clock speed in Megacycle/s for each social entity class,

in addition to the values of (Nj, µj) indicating maximum allocable resources and av-

erage service rate used in the Markov chains, as described in Definition 4.3.3.

The proposed simulated and modeled scenario involves a fog node responsible for

managing service requests. Service requests, with an average rate � ranging from 3

to 22 requests per second, are generated according to a Poisson distribution. This ap-

proach allows us to consider various traffic loads for assessing network performance.

Additionally, the results for each simulated scenario are collected from 10 different

seeds to encompass various distributions of social relationships and service requests.

In addition, the analysis involves 25 social entities evenly distributed between High-

end and Middle-end classes within a High-end service community cluster. A fixed

percentage of them simulate malicious behavior by providing poor services. Together

with the computer simulation, the behavior of each social entity is analyzed through

its respective Markov chain, constructed by utilizing the presented analytical model.

To construct the chains, the initial state of the parameters k and T of the triad repre-

senting the state are set to 18 and 20, respectively.

4.4.2 Model validation of social entity reputation

The first feature used to validate the proposed model is the evolution of the Reputation

factor. This factor serves as a valid indicator for identifying malicious entities within

the SIoE Network.

Figure 4.5 illustrates an example of the evolution of social entities in terms of their

reputation. It displays the temporal evolution of the feedback received by a provider,

which is averaged over the total number of feedback received and represented by the

Reputation factor in the model. For evaluation purposes, three social entities that

provide services were randomly selected, namely the 5th, 6th, and 25th entities. In
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this specific scenario, only one of the selected entities engages in malicious behavior

by offering poor services more frequently than the others. Consequently, the nega-

tive feedback assigned to this misbehaving entity affects the overall reputation of that

specific provider.

F����� �.�: Average reputation validation.

The results obtained from the simulations were compared with the analytical

model, based on an equal number of events processed by the service provider. The

marked curves represent the trend of the reputation of the entities obtained with the

SIoE simulator, while the flat curves represent the trend of the same social entities

obtained through the model. Specifically, the reputation result was obtained for each

event processed by utilizing eq.4.14.

It is evident that the reputation values of social entities obtained from the simulator

exhibit significant fluctuations for the first few processed services, while the model’s

curves follow a much more regular trend. This is due to the fact that the average

reputation obtained from the analytical model takes into account, from the analysis

of the first events, all possible evolutions of the social entity properly weighted for

their respective state probabilities. As the number of processed events increases, the

differences between the curves of the analytical model and the simulation substantially

decrease, eventually reaching convergence.

4.4.3 Model validation of resource availability in the cluster

Another key performance indicator used for model validation is the intensity of unan-

swered requests in service provisioning. In other words, this indicator represents the

availability of resources of social entities in the service community as � increases,

expressing the number of service requests exposed in the cluster. Figure 4.6 displays

this indicator, with the model outcomes obtained through the evaluation of eq.4.15

and represented by the continuous blue line. The simulated unanswered request rate

is represented by the box plot curves. More specifically, on each box, the central

mark represents the median, while the bottom and top edges show the 25th and 75th

percentiles, respectively. The marked curve, instead, represents the averaged trend.
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F����� �.�: Intensity of unanswered request validation.

Considering low values of traffic requests (i.e., �  12), the variation of the values

obtained with the simulator is very low. At the same time, the results obtained with the

analytical model are consistent with it, as the blue curve intersects the median value

of each box for all data points. On the other hand, when considering higher values of

traffic requests, the variation between the simulator outcomes related to the intensity

of unanswered requests becomes evident, thus widening their respective boxes. How-

ever, despite this significant variation, the analytical model follows the same trend as

the averaged simulator outcomes, confirming the validity of the analytical results.

A further insight useful for illustrating the convergence of steady-state results be-

tween the analytical model and the SIoE simulator is presented in Figure 4.7.

Here, considering fixed values of � (i.e., � equal to 9, 10, and 11), it is evident

that the analytical model immediately provides a steady-state value for the unanswered

traffic, unlike the bars related to the simulations, which require approximately 10,000

seconds (about 3 hours) to achieve a steady-state result. This aspect further con-

firms the usefulness of the proposed analytical model, which accurately captures the

long-term evolution of the overall service provisioning process, ensuring system re-

sponsiveness and eliminating the need for extensive and continuous computational

efforts.

4.4.4 Numerical results and considerations

By leveraging the ability to estimate the behavior of a social entity, the proposed

analytical model can serve as a valuable tool for establishing appropriate quality of

service thresholds in the context of service provisioning. Specifically:

• the maximum number of malicious entities so that the service can be success-

fully accomplished with a given probability (taken as a design parameter);

• the minimum number of high-end providers (and their availability) to keep the

intensity of unanswered requests under a given limit (taken as a design param-

eter).
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(�) � = 9

(�) � = 10

(�) � = 11

F����� �.�: Simulation time convergence.
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The abovementioned thresholds will be derived from various configuration sce-

narios, global traffic intensity, and good/bad service provider ratios. Moreover, they

can be effectively utilized to design the SIoE service community, determining the

number of service providers and their resources required to accomplish a service re-

quest with a specified probability, even in the presence of malicious entities.

In terms of reliability, for instance, the service community can be configured to

identify and exclude any malicious entities from exposing their resources to execute

service requests. To achieve this, the analysis involves investigating the parameter

E[∆j|Tj], as detailed in subsection 4.3.4, which expresses the average reputation of

a social entity.

Table 4.3 provides an application example of the proposed model to assess the

impact of malicious entities on the analyzed service community. The steady-state

percentage of misbehaved services is examined, considering various distributions of

malicious entities, ranging from 10% to 40% of the total entities participating in ser-

vice provisioning.

T���� �.�: Reputation analysis

Malicious Ppf Community Misbehaved

Entities for malicious Reputation Services

[%] entities [%]

10 75 0.903 9.1

10 60 0.898 10.3

10 45 0.896 10.8

10 30 0.899 10.0

20 75 0.900 9.9

20 60 0.895 11.2

20 45 0.892 11.8

20 30 0.896 10.8

30 75 0.894 11.2

30 60 0.886 13.3

30 45 0.883 14.2

30 30 0.887 13.2

40 75 0.893 11.6

40 60 0.884 14.0

40 45 0.880 15.1

40 30 0.885 14.0

In the second column, the probability of receiving positive feedback for malicious

entities is also displayed, quantifying how badly these entities behave. The commu-

nity reputation is derived by weighting the reputation of each entity (calculated using

eq.4.14) by the number of services provided by that entity. This calculation can be

represented as:
PN

j=1 E[∆j|Tj] ·
Tj

R
, where RN is the total number of service requests

processed by all providers. The results illustrate the behavior of the percentage of

misbehaved services. This percentage increases as the number of malicious entities

increases, and as Ppf decreases, indicating a potential hostile intention of malicious

providers. However, when Ppf for malicious entities becomes low (Ppf = 0.3), they
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are no longer selected as service providers, resulting in a slight increase in the overall

network reputation. This demonstrates the model’s ability to capture the self-healing

behavior of the SIoT trust management towards malicious entities.

Similarly, the intensity of unanswered requests L(Tj), expressed in eq.4.15, can

be assessed to determine the desired Grade of Service (GoS) for the SIoE cluster.

This indicator is valuable for estimating how many service requests can be processed

under the current network conditions. Such an evaluation allows for the design and

sizing of service communities, ensuring the distribution of social entities based on

their capacity to handle specific request loads.

Table 4.4 reports results for various configurations of service communities, com-

posed of different percentages of high-end entities (ranging from 30% to 70%) under

different traffic loads (� ranging from 3 to 23 with a step of 4), and with different av-

erage probabilities that the service provider is available to accept a service request, as

derived in section 4.3.4. Naturally, with the same percentage of high-end providers,

the average probability that they are available decreases, resulting in an increase in

the intensity of unanswered requests.

T���� �.�: Traffic requests analysis

High-end Average probability Intensity of

� [req/s] Entities that high-end unanswered

[%] provider is available requests [req/s]

3 30 0.98 0.06

7 30 0.94 0.23

11 30 0.88 0.64

15 30 0.80 1.18

19 30 0.72 1.83

23 30 0.63 2.57

3 50 0.99 0.04

7 50 0.95 0.141

11 50 0.89 0.451

15 50 0.83 0.868

19 50 0.76 1.383

23 50 0.69 1.987

3 70 0.99 0.02

7 70 0.95 0.113

11 70 0.90 0.285

15 70 0.84 0.537

19 70 0.78 0.868

23 70 0.71 1.275

The results in Table 4.4 confirm the model’s ability to capture the GoS of the SIoT

service community. It’s also important to note that the model can effectively be used

to quantify the maximum amount of traffic that can be managed to achieve a minimum

GoS level (i.e., a maximum intensity of unanswered requests).
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This aspect can be further emphasized by observing Figure 4.8, which provides a

visual representation of the results presented in Table 4.4. By setting a GoS thresh-

old (represented as examples with the horizontal line in Figure 4.8), the maximum

value of � can be immediately determined for different percentages of high-end enti-

ties. This demonstrates which SIoE network configuration is capable of processing a

specified amount of request load.

F����� �.�: Unanswered requests analysis.
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Conclusions and Future Works

In this thesis, a comprehensive examination has been conducted to investigate archi-

tectures and solutions for advanced service provisioning within the IoT B5G frame-

work. The primary goal is to ensure the necessary level of network quality and user

experience, with a particular focus on enhancing reliability, scalability, and trustwor-

thiness in the context of next-generation wireless networks.

The first part of this research investigates the adoption of NB-IoT technology in

satellite communications with the aim of extending IoT services beyond the limi-

tations imposed by current terrestrial infrastructures. Specifically, it introduces an

extension of the open-source 5G-air-simulator, modeling an NB-IoT satellite-based

architecture. The simulation tool emphasizes the importance of proper constellation

dimensioning. It shows that NPRACH preamble collisions are moderate with more

satellites per orbit, resulting in lower packet delays. Furthermore, the research re-

ports on an effective NB-IoT over satellite architecture that supports an agricultural

use case. In this context, link-level features were thoroughly investigated, including

the selection of suitable antennas and the definition of appropriate parameters (satel-

lite altitude, elevation angle, and physical transmission settings) to ensure link reli-

ability. Building upon these findings and aligning with recent 3GPP discussions on

Non-Terrestrial Networks (NTN) scenarios, the satellite constellation and the result-

ing architecture were defined. An important innovation in this work is the assump-

tion of the entire protocol stack being installed on-board the satellite, distinguishing

it from the current state of the art. Additionally, technical adaptations to the radio in-

terface were explored to fully support the connection between NTN terminals and the

remote satellite. The overall system performance was evaluated through system-level

simulations, using the aforementioned extension of the open-source 5G-air-simulator.

This evaluation justifies the design choices made to meet NB-IoT specifications and

provides comprehensive evidence of the feasibility of the proposed solution.

The second part of this thesis work focuses on the reliability and security aspects

from a social perspective in IoT service provisioning. It proposes a multi-tiered archi-

tecture to enhance the responsiveness of IoT object service provisioning in SIoT envi-

ronments. An efficient strategy for evaluating the trustworthiness of service providers

is also introduced, based on social factors, reputation, and resource availability. The

obtained results demonstrate that the service requests handled by the proposed Trust

Management System lead to a reduction in average delay and queued requests com-

pared to the baseline solution found in the literature. Additionally, potentially ma-

licious nodes are effectively excluded from the network. Advancing this research

further, an extension of the Trust Management System is proposed through a novel

resource capability-aware scheme for service provisioning in a SIoT environment.

This innovative strategy aims to provide trusted services with a high Quality of Ex-

perience, addressing fundamental limitations in this research field, including respon-

siveness, resource capability, efficiency, and scalability. Computer simulations have
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been conducted to compare the proposed approach with baseline solutions. The re-

sults highlight that the proposed scheme can process service requests in real-time,

achieving low latency while ensuring fair resource distribution and relieving IoT de-

vices from computational burdens. Furthermore, it enables the prompt identification

of malicious nodes, preventing them from serving as providers for future service re-

quests.

Furthermore, this thesis introduced a streamlined method for dynamically select-

ing the most suitable network segment, particularly in post-disaster scenarios, to en-

sure the in-network processing of videos captured by a drone. Leveraging Digital

Twins, we can identify the status and accessibility of physical domains. An algorithm

for decision-making, which relies on QoS, social attributes, and trust parameters, is

presented. Through computer simulations, we have demonstrated that this approach

enhances reliability in terms of offloaded data and reduces missed video acquisitions,

especially as the number of unavailable domains due to disruptions increases when

compared to conventional baseline solutions.

Finally, a stochastic analytical model based on a multidimensional Markov chain

is also presented. This model is designed for the selection of trusted providers in the

context of SIoE service provisioning. It actively monitors the reputation and capa-

bility of SIoT entities as they deliver services while effectively excluding malicious

entities from the social network. During the validation process, the analytical model

exhibited a significant degree of convergence in simulations, confirming its suitabil-

ity for real-world SIoE scenarios. Numerical results unequivocally demonstrate the

model’s effectiveness in identifying malicious behaviors, facilitating trusted opera-

tions, and enhancing system reliability. Furthermore, the model can quantify the

maximum traffic capacity that the network can handle to achieve a minimum level

of GoS (Grade of Service) in the service provisioning process. This quantitative in-

sight can greatly assist in structuring the SIoE network, ensuring optimal performance

and reliability.

Future research activities will further explore the provisioning of advanced ser-

vices in the IoT framework. This will involve the ongoing development of innovative

architectures for real-world applications across diverse network domains and seg-

ments, including TN-NTN and NTN networks. These methodologies will leverage

entity virtualization to enable advanced orchestrations within more complex network

infrastructures, such as Intent-Based Networking, and future 6G networks. All of

these efforts are aimed at ensuring the highest possible quality of experience for end-

users. Furthermore, it will be of paramount importance to explore additional use

cases, address any required novel extensions, and evaluate the effectiveness of the

proposed technical solutions through experimental test environments. During this

pivotal phase of the research, the study will deploy terminals and base stations uti-

lizing Software-Defined Radio, and develop a traffic emulator with the assistance of

hardware and software modules.
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Appendix

A.1 Average number of service requests assigned to a

social entity

This appendix extends and specifies the development of eq.4.2, as discussed in sub-

section 4.3.1. It pertains to the calculation of the average number of service requests

assigned to the j-th social entity, denoted as �j . Specifically, the formula mentioned

can be evaluated by specifying each value that ⌧ =  can assume in the summation,

starting from  = 0. This expression represents the number of social entities more

trusted than the j-th entity according to the i-th requester.

Assuming  = 0

By applying the joint probability distribution according to the schemeP ((A|B), C) =
P (A,B,C)

P (B)
, the probability P (Ri!j|(kj, Tj, nj)) can be developed as:

P (Ri!j|(kj, Tj, nj)) =
P (Ri!j, (kj, Tj, nj), ⌧ = 0)

P (kj, Tj, nj)
. (A.1)

Then, passing from joint probability to conditional probability, we obtain:

P (Ri!j|(kj, Tj, nj)) =

=
P (Ri!j|((kj, Tj, nj), ⌧ = 0))P ((kj, Tj, nj), ⌧ = 0)

P (kj, Tj, nj)
. (A.2)

Applying the Bayes’ Theorem and simplifying the denominator the previous equa-

tion can be reconducted to the following equation:

P (Ri!j|(kj, Tj, nj)) =

= P (Ri!j|((kj, Tj, nj), ⌧ = 0))
| {z }

Θ( )

·P (⌧ = 0|(kj, Tj, nj))
| {z }

Ω( )

. (A.3)

Θ( ) identifies the first part of the eq.A.3, consisting of the joint probability that

a request from i is assigned to j, given the knowledge of the state of j and jointly the

probability that no social entities are more trusted than j according to i. Whereas,



106 Appendix A. Appendix

Ω( ) identifies the second part of the eq.A.3, indicating the probability that no social

entities are more trusted than j, given the knowledge of the state of j.
Thus, assuming  = 0, since there are certainly no friends of the i-th requester

who are most trusted than j, the service request issued by i will be assigned for sure

to entity j. Therefore, the probability defined by Θ( ) turns out to be equal to 1. Let

 1,  2,...,and,  Ψi�1 be the friends of the social entity i. The assumption that there

are no friends of the i-th service requester more trusted than j means that the j-th
social entity is the most trusted one in the set of all Ψi entities. Then, Ω( ) can also

be written as:

Ω( ) = P (Trij > Tri 1 ,T rij > Tri 2 , ...,

..., T rij > Tri Ψi�1
|(kj, Tj, nj)).

(A.4)

Assuming that these events are all independent of each other, the eq.A.4 becomes:

Ω( ) =

Ψi�1Y

m=1

P (Trij > Tri m
|(kj, Tj, nj)) (A.5)

Following the metric described in the Definition 4.2.3 in the chapter 4 and making

explicit the Trust value, the previous equation can be also written as:

Ω( ) =

Ψi�1Y

m=1

P (Sij∆j > Si m
∆ m

|(kj, Tj, nj)), (A.6)

where Sij and Si m
are the Sociality factor estimating the degree of social rela-

tionship between i-th and j-th, and i-th and  m-th entities. Whereas, ∆j and ∆ m

represent the Reputation values of the j-th and  m-th entities, and are equal to
kj
Tj

and
k m
T m

, respectively. Therefore,

Ω( ) =

Ψi�1Y

m=1

P (k m
<

Sij∆jT m

Si m

) =

Ψi�1Y

m=1

⌫0X

⌫=0

P (k m
= ⌫) (A.7)

where ⌫0 = b
Sij∆jT m

Si m
c.

Developing the probability of the eq.A.7 with binomial equation according to

Bernoulli process, we obtain:

Ω( ) =

Ψi�1Y

m=1

⌫0X

⌫=0

✓
T m

⌫

◆

· P ⌫
pf m

· (1� Ppf m
)T m�⌫ , (A.8)

where Ppfj and Ppf m
are the probabilities of the j-th and  m-th entities to receive

a positive feedback after the provisioning of a service. Finally, the average number of
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service requests assigned to the j-th social entity, denoted by �j assuming  = 0 can

be expressed as reported in the eq.A.9.

�j(⌧ = 0) =

ΨjX

i=1,i 6=j

�ij

Ψi�1X

 =0

Ψi�1Y

m=1

⌫0X

⌫=0

✓
T m

⌫

◆

P ⌫
pf m

(1� Ppf m
)T m�⌫ (A.9)

Assuming  = 1

Now, starting from the eq.4.2, the expressed probability is developed assuming = 1.

Let  1,  2,...,and,  Ψi�1 be the friends of the i-th social entity. The assumption of

⌧ = 1 can be expressed by the sum of the whole probabilities that only a single entity

of the set Ψi is more trusted than the j-th provider and no other ones. Thus, assuming

 = 1, the eq.4.2 can be written as reported in the eq.A.10. Here, all the described

statement are mutually disjoint, therefore, the union can be extended over the whole

equation. Then, the probability of the union of mutually disjoint events corresponds

to the sum of the probability that events occur and the eq.A.10 become as reported in

the eq.A.11. Following exactly the same procedure adopted to obtain the eq.A.3, the

eq.A.11 can be written as the eq.A.12.

P (Ri!j|(kj, Tj, nj), ⌧ = 1) =

= P (Ri!j|(kj, Tj, nj),

Ψi�1[

m=1

(Tri m
> Trij,

Ψi�2\

l=1,l 6=m

(Tri l
 Trij))) = (A.10)

=

Ψi�1X

m=1

P (Ri!j|(kj, Tj, nj), T ri m
> Trij,

Ψi�2\

l=1,l 6=m

Tri l
 Trij) = (A.11)

=

Ψi�1X

m=1

P (Ri!j|((kj, Tj, nj), T ri m
> Trij,

Ψi�2\

l=1,l 6=m

P (Tri l
 Trij)))

| {z }

Ξ( )

·

· P (Tri m
> Trij,

Ψi�2\

l=1,l 6=m

Tri l
 Trij|(kj, Tj, nj))

| {z }

Φ( )

(A.12)

Then, from the eq.A.12 we can consider separately the two probabilities, namely

Ξ( ) and Φ( ), respectively. In this regard, analyzing Ξ( ) implies considering the

event of a service request coming from i-th service requester and assigned to the j-th
service provider, meanwhile a friend of i is more trusted than j-th entity. This means

that the  m-th entity belonging to the set of Ψi friends of i-th requester is potentially

the most suitable one to execute the service, but, despite this, the selection of the
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provider falls on the j-th entity. The motivation behind this choice can be led to the

lack of available resources exhibitable by the  m-th most trusted service provider,

which in probabilistic terms results analogous to that entity’s blocking probability, as

expressed in the following equation:

Ξ( ) = PB( m) =

✓
� m

µ m

◆N m 1

N m
!

1
PN m

s=1

⇣
� m
µ m

⌘s
1
s!

, (A.13)

where � m
is the average number of service requests assigned to the entity  m,

µ m
is the average service rate employed by the entity  m to perform a service, and

N m
represents the maximum amount of resources provided by the the  m-th social

entity.

The evaluation of Φ( ), instead, implies to calculate the probability that only the

 m-th friend of i is more trusted than the j-th social entity, given the knowledge of

the state (kj, Tj, nj), as expressed in the following equation:

Φ( ) = P (Tri 1  Trij, T ri 2  Trij, ...,

, ..., T ri m
> Trij, T ri Ψi�2

 Trij|(kj, Tj, nj)).
(A.14)

Considering all the events independent each other and making explicit the Trust

value, the eq.A.14 can be written as:

Φ( ) = P (Si m
∆ m

> Sij∆j)

Ψi�2Y

l=1,l 6=m

P (Si l
∆ l
 Sij∆j), (A.15)

where Sij , Si m
, and Si l

are the Sociality factor estimating the degree of social

relationship between i-th and j-th, i-th and  m-th, and i-th and  l-th social entities.

Whereas, ∆j , ∆ m
, and ∆ l

represent the Reputation values of the j-th, the  m-th

and the l-th social entities, and are equal to
kj
Tj

,
k m
T m

, and
k l
T l

, respectively. Moreover,

setting and isolating the term k as the random variable of the equation, we obtain:

Φ( ) =

T mX

⌫=⌫0+1

P (k m
= ⌫)

Ψi�1Y

l=1,l 6=m

⌫lX

⌫0=0

P (k l
= ⌫ 0) (A.16)

where ⌫0 = b
Sij∆jT m

Si m
c, and ⌫l = b

Sij∆jT l
Si l

c.

Developing using a binomial formula with the same procedure exploited in the

eq.A.7, the probabilities P (k m
= ⌫) and P (k l

= ⌫ 0) can be evaluated as:

P (k m
= ⌫) =

✓
T m

⌫

◆

· (Ppf m
)⌫ · (1� Ppf m

)T m�⌫ ,

P (k l
= ⌫ 0) =

✓
T l

⌫ 0

◆

· (Ppf l
)⌫

0

· (1� Ppf l
)T l�⌫

0

,

(A.17)
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where Ppf m
and Ppf l

are the receiving positive feedback probabilities supposed

of the  m-th and  l-th social entities, and T m
and T l

are approximable within the

criterion developed in the eq.4.5. Finally, the average number of service requests

assigned to the j-th social entity, denoted by �j assuming  = 1 can be expressed as

reported in the eq.A.18.

�j(⌧ = 1) = (A.18)

=

ΨjX

i=1,i 6=j

�ij

Ψi�1X

 =0

Ψi�1X

m=1

✓
� m

µ m

◆N m 1

N m
!

1
PN m

s=1

⇣
� m
µ m

⌘s
1
s!

·

·

T mX

⌫=⌫0+1

✓
T m

⌫

◆

(Ppf m
)⌫(1� Ppf m

)T m�⌫

Ψi�1Y

l=1,l 6=m

⌫lX

⌫0=0

✓
T l

⌫ 0

◆

(Ppf l
)⌫

0

(1� Ppf l
)T l�⌫

0

Assuming  = 2

Let  1,  2,..., and,  Ψi�1 be the friends of the i-th social entity, the assumption of

 = 2 can be expressed as the sum of probabilities of all the possible instances that,

at the same time, two entities of the set Ψi are more trusted than the provider j. Thus,

starting from the eq.4.2, following the same procedure discussed in the previous case,

the probability P (Ri!j|(kj, Tj, nj), ⌧ = 2) can be developed as the eq.A.19.

P (Ri!j|(kj, Tj, nj), ⌧ = 2) = (A.19)

Ψi�1X

m=1

Ψi�2X

c=1,c 6=m

P (Ri!j|((kj, Tj, nj), T ri m
> Trij, T ri c

> Trij,

Ψi�3Y

l=1,l 6=m,l 6=c

P (Tri l
 Trij)))

| {z }

Ξ( )

·

· P (Tri m
> Trij, T ri c

> Trij)

Ψi�3Y

l=1,l 6=m,l 6=c

P (Tri l
 Trij|(kj, Tj, nj))

| {z }

Φ( )

As in the previous case, the two probabilities Ξ( ) and Φ( ) are developed sep-

arately. Here, Ξ( ) represents the event of a service request coming from the i-th
service requester assigned to the j-th provider, considering that there are two friends

of i who are more trusted than j. This implies that these entities are potentially the

most suitable ones to execute the service. However, despite this, the j-th social en-

tity is selected as the provider. This occurs due to the lack of available resources

exhibited by the  m-th and  c-th potentially most suitable service providers, which,

in probabilistic terms, is analogous to evaluating their blocking probabilities:
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Ξ( ) = PB( m) · PB( c) =

=

✓
� m

µ m

◆N m 1

N m
!

1
PN m

s=1

⇣
� m
µ m

⌘s
1
s!

✓
� c

µ c

◆N c 1

N c
!

1
PN c

s=1

⇣
� c
µ c

⌘s
1
s!

.

(A.20)

where, � m
is the average number of service requests assigned to the entity  m,

µ m
is the average service rate employed by the entity  m to perform a service, and

N m
represents the maximum amount of resources provided by the  m-th social en-

tity. Similarly, � c
is the average number of service requests assigned to the entity

 c, µ c
is the average service rate employed by the entity  c to perform a service,

and N c
represents the maximum amount of resources provided by the  c-th social

entity. The evaluation of � m
and � c

depends on the number of social relationships

handled and the positive feedback probability of the  m-th and  c-th social entity and

expressed as the approximation of the eq.4.6, as detailed in subsection 4.3.1.

The evaluation of Φ( ), instead, implies to calculate the probability that the  m-

th and the  c-th friends of i are more trusted than j, given the knowledge of the state

(kj, Tj, nj), as reported in the eq.A.21.

Φ( ) = P (Tri 1  Trij, T ri 2  Trij, T ri m
> Trij, ...,

, ..., T ri c
> Trij, T ri Ψi�3

 Trij|(kj, Tj, nj)).
(A.21)

Considering the events of the eq.A.21 independent each other and making explicit

the Trust value the eq.A.21 can be written as:

Φ( ) = P (Si m
∆ m

> Sij∆j) · P (Si c
∆ c

> Sij∆j)·

·

Ψi�3Y

l=1,l 6=m,l 6=c

P (Si l
∆ l
 Sij∆j),

(A.22)

where Sij , Si m
, Si c

and Si l
are the Sociality factor estimating the degree of

social relationship between i-th and j-th, i-th and  m-th, i-th and  c-th, and i-th
and  l-th social entities. Whereas, ∆j , ∆ m

, ∆ c
, and ∆ l

represent the Reputation

values of the j-th, the  m-th,  c-th, and the  l-th social entities, and are equal to
kj
Tj

,

k m
T m

,
k c
T c

, and
k l
T l

, respectively. Moreover, setting and isolating the term k as the

random variable, we obtain:

Φ( ) =

T mX

⌫=⌫0+1

P (k m
= ⌫) ·

T cX

⌫0=⌫c+1

P (k c
= ⌫ 0) ·

Ψi�3Y

l=1,l 6=m

⌫lX

⌫00=0

P (k l
= ⌫ 00)

(A.23)

where ⌫0 = b
Sij∆jT m

Si m
c, ⌫c = b

Sij∆jT c
Si c

c, and ⌫l = b
Sij∆jT l

Si l

c.
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Adopting a binomial formula in the same manner of the eq.A.7, the probabilities

P (k m
= ⌫), P (k c

= ⌫ 0), and P (k l
= ⌫ 00) can be evaluated as:

P (k m
= ⌫) =

✓
T m

⌫
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· P ⌫
pf m

· (1� Ppf m
)T m�⌫ ,

P (k c
= ⌫ 0) =

✓
T c

⌫ 0

◆

· P ⌫0

pf c
· (1� Ppf c

)T c�⌫
0

,

P (k l
= ⌫ 00) =

✓
T l

⌫ 00

◆

· P ⌫00

pf l
· (1� Ppf l

)T l�⌫
00

,

(A.24)

where, Ppf m
, Ppf c

, and Ppf l
are the receiving positive feedback probabilities

supposed of the  m-th, the  c-th, and  l-th social entities, and T m
, T c

, and T l
are

approximable with the criterion developed in the eq.4.5. Finally, the average number

of service requests assigned to the j-th social entity, denoted by �j assuming  = 2
can be expressed as reported in the eq.A.25.

�j(⌧ = 2) =

ΨjX
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It’s worth noting that Formula A.19 can also be extended to ⌧ = 3, ⌧ = 4, and so

on, where there are respectively three entities, four entities, and so forth, more trusted

than j, but none of them have sufficient available resources. However, the probability

of these events is negligible when compared to the cases with ⌧ = 2, so they are not

considered as additional contributions in Formula 4.2. Evaluating the probability in

Formula A.19 for higher values of ⌧ would result in an excessively complex model,

which is not justified by the small gain in accuracy.
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