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Abstract
The power consumption of modern random access memory (RAM) has been a motivation for
the development of low-power non-volatile magnetic RAM (MRAM). Based on a CoFeB/MgO
magnetic tunnel junction, MRAM must satisfy high thermal stability and a low writing current
while being scaled down to a sub-20 nm size to compete with the densities of current RAM
technology. A recent development has been to exploit perpendicular shape anisotropy along the
easy axis by creating tower structures, with the free layers’ thickness (along the easy axis) being
larger than its width. Here we use an atomistic model to explore the temperature dependent
properties of thin cylindrical MRAM towers of 5 nm diameter while scaling down the free layer
from 48 to 8 nm thick. We find thermal fluctuations are a significant driving force for the
switching mechanism at operational temperatures by analysing the switching field distribution
from hysteresis data. We find that a reduction of the free layer thickness below 18 nm rapidly
loses shape anisotropy, and consequently stability, even at 0K. Additionally, there is a change in
the switching mechanism as the free layer is reduced to 8 nm. Coherent rotation is observed for
the 8 nm free layer, while all taller towers demonstrate incoherent rotation via a propagated
domain wall.

Keywords: magnetism, MRAM, spintronics, switching mechanism, atomistic, nanoscale, thermal

1. Introduction

In recent years, magnetic random access memory (MRAM)
has been extensively studied and is considered one of the most
promising emerging systems to replace current memory tech-
nologies.MRAMstores the binary digits as themagnetic states
of a switchable layer (free layer) that can either align with
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a fixed layer (reference layer) or anti-align; one state rep-
resents a ‘0’ and the other a ‘1’. Since the logic states are
encoded by magnetic alignment, once the free layer has been
saved into a state, no more power is drawn and thus this tech-
nology is non-volatile. Modern dynamic and static random
access memory (RAM) (DRAM and SRAM) use electrical
charge in capacitors to store the states and thus are volatile,
leaving FLASH memory as the most significant non-volatile
alternative [1]. These volatile RAM devices draw a signific-
ant amount of power in HPC systems, and this is a large
part of the appeal to introduce MRAM. This is coupled with
MRAM’s fast read/write speed, which makes potential per-
formance comparable to SRAM. These features are often pre-
dicted to make MRAM the universal memory of the future,
replacing both DRAM and SRAM on the market. However,
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for this to be a reality, MRAM needs to be scaled down to a
sub-20 nm dimension to compete with the density of DRAM
while maintaining a compromise of sufficiently high thermal
stability for data retention and a low writing current [2–5].

MRAM consists of a CoFeB/MgO magnetic tunnel junc-
tion (MTJ), which contains a thin CoFeB reference layer with
fixed magnetisation and a much thicker CoFeB free layer
that can be switched, separated by a thin non-magnetic MgO
layer. This choice of materials for the MTJ has been shown to
have a high tunnel magnetoresistance ratio and a low damp-
ing constant to contribute towards a lower switching current.
Additionally, the hybridisation of the Fe and O orbitals at
the interface between the layers induces a perpendicular mag-
netic anisotropy (PMA) for additional stability [6–8]. Initial
studies of MRAM involved in-plane magnetisation and disc
structures, whereby the width was significantly larger than the
thickness of the free layer. However, it was shown that perpen-
dicular magnetisation leads to an increased thermal stability
factor, since the magnetisation aligns with the PMA direction.
The thermal stability factor∆must be greater than 60 to meet
the industry standard of a 10 year retention rate, while addi-
tionally being important for efficient magnetisation (i.e. min-
imal read/write error rate) [3, 9–11].

Various MRAM designs have been proposed to satisfy
these criteria across past and current research. Examples
include introducing dual MgO barriers and/or heavy metal
capping layers for increased perpendicular anisotropy [12].
However, dual MgO structures are not compatible with spin
orbit torque (SOT) switching, which may be a beneficial tech-
nique for certain applications. It is therefore worth exploring
additional design options [13]. Another possible method to
increase the anisotropy of the free layer is to create structures
that introduce shape anisotropy in the same direction as the
PMA. The disc-shaped structures mentioned previously had
a shape anisotropy directed in-plane, and thus competed with
the PMA, reducing the total anisotropy in the free layer. This is
why those structures do not maintain a sufficient thermal sta-
bility at competing dimensions with DRAM.One solution is to
create tower structures whereby the free layer thickness is lar-
ger than the tower’s width. The resulting shape anisotropy now
aligns with the PMA in the perpendicular direction, adding
further stability to the system. These tower structures, known
as perpendicular shape anisotropyMRAM (PSA-MRAM), are
expected to scale to a sub-20 nm dimension while maintain-
ing a sufficiently high thermal stability, without increasing the
writing current prohibitively high [14–17].

In addition to the MTJ structure, we add two anti-
ferromagnetically coupled CoPt layers below the reference
layer to model a synthetic anti-ferromagnet (SAF). This is
introduced for two reasons. Firstly, the CoPt layers provide
a more stable reference layer, which ensures the reference
layer does not switch throughout this study. Secondly, the
CoPt layers can be engineered to minimise the stray field that
may introduce a significant bias to the free layer [18, 19].
The details for these layers are discussed in the methodology
section.

The magnetisation dynamics of nanoscale towers are very
sensitive to precise dimensions and shape, and form the basis

of this study. We aim to explore the effects of PSA on 5 nm
diameter cylindrical tower structures as the free layer thick-
ness is reduced to a sub-20 nm dimension. Taking a system-
atic approach, we also explore how temperature impacts the
stability and switching mechanism as a function of free layer
thickness. Since the inclusion of thermal fluctuations and the
shape and interfacial anisotropy are essential to our goals, we
use an atomistic spin dynamics approach implemented in the
vampire software package. It is expected on this scale that
finite size and edge effects will also be hugely influential on
the material properties, and a micro magnetic discretisation
will miss this essential physics [20–22].

The towers in this study consist of 7 nm of CoPt, with 5 nm
magnetised downwards and 2 nm magnetised upwards. This
is followed by a 1 nm CoFeB reference layer, which is pinned
by the CoPt layers. A 1 nm MgO layer then separates the ref-
erence layer and the free layer, and then a CoFeB free layer
has a changeable thickness. The thickness of the free layer is
changed in steps of 10 nm, from 8 nm up to 48 nm. To cap-
ture the effect of the PMA, there is an enhanced CoFeB mono-
layer either side of the MgO. Shape anisotropy is captured via
the demagnetisation tensor approach. The details of the whole
tower is found in the methodology section.

We will start with susceptibility data obtained using the
Monte Carlo method to explore how the dimensions of the
device free layer changes the magnetisation with temperature.
It is interesting to include these results, since they are in the
absence of an external field. We will then focus on how the
temperature and free layer dimension affect the stability and
therefore the validity of these devices. To do this, we ana-
lyse hysteresis curves produced using the Landau–Lifshitz–
Gilbert (LLG) equation. Starting with a free layer of 48 nm
and decreasing in steps of 10 nm, we can see the trends that
occur as we move towards the industry target of a sub-20 nm
dimension free layer. This enables us to better understand
what properties are dominating and emerging and how the
shape anisotropy and edge effects begin to affect stability.
Additionally, by doing these processes systematically at mul-
tiple temperatures, we can see the effects of thermal fluctu-
ations on these properties. Finally, we look at the switching
mechanism for different free layer dimensions. The hope is
that these factors together will give a more complete under-
standing of how the thermal fluctuations, edge effects, and
shape anisotropy, which have not been the focus of many pre-
vious studies, can be hugely important and even begin to dom-
inate the behaviour of these nanoscale devices. The implica-
tions can then be considered in future design, development and
creation ofMRAM. This increases the chances of achieving an
appropriately high thermal stability, with a low enough writ-
ing current, at cell volumes small enough to compete with the
densities of DRAM and SRAM. This study switches the free
layer with an external magnetic field, which will have a simpli-
fied domain wall propagation when compared to STT or SOT
switching that may be used in commercial MRAM. This is due
to the more advanced dynamics of a moving polarised current
which can produce variation of rotational modes at the edges
of the device compared to the centre [23]. This study therefore
explores the basic properties of PSA-MRAM, particularly how
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thermal fluctuations and shape anisotropy impact stability, to
prepare for future work that introduces the more complicated
physics of STT switching methods.

2. Methodology

The simulations have been carried out using the atomistic
spin model from the vampire software package, which is
based on the Heisenberg Hamiltonian [24, 25]. Thus, the spin
Hamiltonian takes the Heisenberg form of exchange,

H =−
∑
i<j

JijSi ·Sj− ku
∑
i

S2z −µs

∑
i

(Bext +Bdemag) ·Si

(1)

where the terms on the RHS from left to right are the isotropic
exchange energy, the magnetic anisotropy, the applied mag-
netic field from the zeeman interaction, and the demagnetising
term [4]. The two constants, ku and µs, are the uniaxial aniso-
tropy constant per atom and the atomic spin moment respect-
ively. Jij is the exchange interaction between nearest neigh-
bour spins and Si and Sj are the normalised unit spin vectors
on local sites i and j respectively [25, 26]. Bext is the applied
external field vector and Bdemag is the long-range magneto-
static interaction [22, 27].

We will start by modeling some equilibrium properties, and
for this we use the Monte Carlo Metropolis algorithm. This
will allow us to efficiently compute the temperature-dependent
susceptibility of the system, compared to the LLG equation
(below), which uses a small time step and has a slow con-
vergence rate, and is therefore not as computationally time-
efficient for this task [25]. The first step of the Monte Carlo
algorithm is a trial move, where a random spin i is selec-
ted and its spin direction Si is randomly changed to a new
trial position S ′

i . The change in energy between to two states
∆E= E(S ′

i )−E(Si) is then accepted with the probability

P= exp

(
−∆E
kBT

)
(2)

by comparison with a uniform random number in the range
0–1. This process is repeated for N trial moves, where N is the
total number of spins in the system, to form one Monte Carlo
step [28]. The trial move should be selected to yield as close to
a 50% acceptance rate as possible, since a rate too high or too
low will increase the number of Monte Carlo steps required.
At low temperature, for example, the new spin direction is not
permissible if its direction has jumped too far, since this would
represent a large thermal fluctuation. In contrast, at increased
temperature the allowable range of thermal fluctuation is much
larger. To maintain the desired acceptance, we use an adaptive
algorithm [29] with a tunable width, where each spin is moved
according to

S ′
i =

Si+σgΓ

|Si+σgΓ|
(3)

where Γ is a randomly generated number and σg is the
acceptance-probability dependent width of the cone.

While the Monte Carlo Metropolis algorithm is best for
equilibrium properties, it cannot model magnetisation dynam-
ics since it does not provide an evolution in time. Instead,
we use the atomistic LLG equation to model magnetisation
dynamics, which is of the form

dSi
dt

=− γ

1+λ2
(Si ×Beff)−

γλ

1+λ2
(Si × (Si ×Beff) (4)

where γ is the gyro-magnetic ratio, λ is the microscopic damp-
ing moment and Beff =− 1

µs

∂H
∂Si

is the effective field acting
on the local spin [4, 30]. Thus, the LLG equation describes
how an atomistic spin moment interacts with an effective field.
However, in its present form, the LLG equation is only applic-
able at zero K. The inclusion of thermal fluctuations is vital to
this study to explore the validity ofMRAM at operational tem-
peratures, so we must add thermal fluctuations to this model.
This is achieved by adding a thermal field to the effective field.
We also add a demagnetising field for the inclusion of shape
anisotropy since this is also not captured thus far. The equation
for the effective field now becomes

Bi
eff =− 1

µs

∂H

∂Si
+Bi

Thermal +Bi
demag (5)

Thermal effects are included using Langevin Dynamics as
developed by Brown, whereby thermal fluctuations on each
atomic site are represented with a Gaussian white noise term
[31–33]. The magnitude of the thermal fluctuations is gov-
erned by the width of the Gaussian distribution Γ(t), which
increases with temperature, where the distribution in three
dimensions has a mean of zero [34]. For each time step, ∆t,
the thermal field for each spin i is given by

Bi
Thermal = Γ(t)

√
2λkBT
γµs∆t

(6)

where kB is the Boltzmann constant, λ is the Gilbert damping
parameter, γ is the absolute value of the gyro-magnetic ratio,
∆t is the integration time step and µs is the atomic magnetic
moment. The effective field acting on each spin is thus temper-
ature dependent, which naturally captures the loss of exchange
and anisotropy at increased temperatures [25, 35].

The demagnetising field is a long range interaction and
is therefore calculated separately using the inter-intra dipole
tensor approach in vampire which discretizes the system into
macrocells. These are treated as dipoles, calculating nearby
macrocells to atomistic resolution, and follows from the work
of Bowden [36]. This magnetostatic energy in equation (1)
takes the form 1

2

∑
pm

p
mc ·Bp

demag whereB
p
demag is the magneto-

static field in macrocell p and is given by

Bp
demag =

µ0

4π

∑
p̸=q

3(mq
mc · r̂) r̂−mq

mc

r3

− µ0

3
mp

mc

Vpmc
(7)

where r is the distance between the dipole of p and q, r̂ is the
unit vector in the direction −→pq, Vpmc is the volume of the mac-
rocell p, andmp

mc is the magnetic moment of macrocell p. The
first term therefore describes the dipolar field acting on p from
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all other macrocells, while the second term represents the self
demagnetisation of macrocell p on itself [22, 25, 36]. Collating
terms in equation (7), the pairwise interactions between the
discretized cells can be put into the matrixMpq, for improved
performance,

Mpq =


3rxrx−1
r3pq

− 1
3 3rxry 3rxrz

3rxry
3ryry−1
r3pq

− 1
3 3ryrz

3rxrz 3ryrz
3rzrz−1
r3pq

− 1
3

 . (8)

The magnetostatic field in each macrocell p is then given by

Bmc.p
demag =

µ0

4π

∑
p̸=q

Mpq ·mq
mc

− µ0

3
mp

mc

Vpmc
. (9)

Since this is a long range interaction, all layers will contrib-
ute a small dipole field to all other layers in the system. For
shapes with one dimension significantly larger than the oth-
ers, the inclusion of the demagnetising field provides shape
anisotropy. Since this study focuses on cylindrical shape PSA-
MRAM, the demagnetisation field is a particularly essential
addition to the effective field.

The LLG equation is then integrated using the Heun
predictor-corrector integration algorithm which is well suited
to the stochastic nature with larger time-steps for computa-
tional efficiency [4, 22, 25].

Now that we have discussed the mathematical models used
in vampire, we now outline the atomistic details of the PSA-
MRAM tower structures. An atomistic model such as vampire
is an ideal tool for these towers. Its applicability sits between
the short time and length scales of quantum mechanical ab-
initio models (DFT), and the large time and length scales best
suited to continuummicromagnetic models. The PSA-MRAM
tower stacks in this paper contain between 25 000 and 100
000 atoms, which is too many to be viable via computation-
ally expensive DFT models. However, micromagnetic models
that discretise the system into macrocells cannot capture edge
effects, material boundary variations or temperature, which all
have a significant effect on the magnetisation dynamics and
observed behaviours. vampire satisfies these requirements,
since shape anisotropy is included via the dipole interaction,
thermal effects via Langevin Dynamics, and edge and mater-
ial boundary effects are naturally captured due to its atomistic
nature.

In an atomistic model, every atom is assumed to have a
magnetic moment localised to the atoms lattice site, known
as the spin moment. The schematic of our studied tower struc-
ture is shown in figure 1. It is a body centred cubic (bcc) struc-
ture with a lattice constant of a = 0.2866 nm. The towers are
built with the easy axis along the positive z direction, with all
layers’ initial magnetisation pointing up or down along this
axis. Each layer then has its own set of parameters shown
in table 1 and discussed below. These include the exchange
constant, uniaxial anisotropy and magnetic moment which we
find from ab-initio and experimental data. The free layer is
the only material to change volume in this study, starting
at 48 nm thick, and being decreased to only 8 nm thick in

Figure 1. A schematic of the PSA-MRAM tower structure being
studied, consisting of two anti-ferromagnetically coupled CoPt
layers followed by the MTJ with two high anisotropy CoFeB
mono-layers on either side of the MgO separating layer. The free
layer is studied with a thickness of 8 nm, 18 nm, 28 nm, 38 nm and
48 nm. We also note the easy axis for our structure is along the
positive z-direction.

our smallest tower. The diameter of the cylinders are always
5 nm, which is particularly slim compared to other research
on PSA-MRAM to date. This means there will always be a
small amount of shape anisotropy in the free layer, since its
thickness is always larger than its width. The tower is divided
into seven sections corresponding to the labels in the figure.
This includes two CoPt layers representing the SAF, the ref-
erence layer and free layer sandwiching a MgO layer, then
two enhanced mono-layers. The details of these layer is now
discussed.

The reference layer, free layer, monolayers and the MgO
make up a standardMTJ.We consider an idealised case, where
the uniaxial anisotropy is provided by just the monolayers
either side of the MgO barrier. In vampire, this is achieved by
simply creating a mono-layer of CoFeB sandwiching theMgO
with enhanced values for the anisotropy and the exchange
constants [37, 38]. The rest of the free layer and the reference
layer are modelled as having zero anisotropy. This is a valid
approach, as the uniaxial anisotropy and enhanced exchange
arises from the hybridisation of the Fe and O orbitals at the
interface, thus is a localised effect [27, 39]. The anisotropy of
bulk CoFeB is negligibly small, so approximating the rest of
the CoFeB to zero is valid [27, 40]. We also do not model the
Co, Fe and B individually; instead we use an average mag-
netic moment for all the atoms in the CoFeB layers. The MgO
layer separates the reference layer from the free layer but is not
included explicitly in the calculations and interactions since it
is non-magnetic.
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Table 1. The exchange, anisotropy, and magnetic moment constants
for the bulk CoFeB reference and free layer, the enhanced CoFeB
monolayer and the CoPt layers (MgO is not directly involved in the
magnetic properties and does not have these constants).

Bulk Interface CoPt

ku (J/atom) 0 1.35× 10−22 3.33× 10−23

Jij (J/link) 7.735× 10−21 1.547× 10−20 4.88× 10−21

µs (J/T) 2.5 2.5 1.0

The reference layer is required to have greater stability than
the free layer, since it must not fluctuate significantly from its
magnetic state. At operational temperature, a thin 1 nm refer-
ence layer of CoFeB is not sufficiently stable to satisfy this
requirement. We therefore include two additional CoPt lay-
ers below the standard reference layer to create a SAF struc-
ture. The CoPt in contact with the CoFeB layer is magnetically
aligned, along the positive z-direction for this study. These two
layers together now form the top half of the SAF. The pur-
pose of this design is to provide stability to the CoFeB. The
reference layer may then be considered as these two mater-
ials together, but throughout this paper the CoFeB alone is
referred to as the reference layer. Since we do not care about
the behaviours of these layers, so long as the reference layer
is stable, this does not affect any results/discussion. In some
studies, the CoFeB could be replaced entirely by CoPt as it has
a greater stability. However, CoFeB has a higher spin polar-
isation than CoPt, so is a better choice material for STT or
SOT MRAM. Future research using more complicated mod-
els including STT are currently in the works, so retaining this
CoFeB structure as the reference layer is useful for future
work. These two layers together, while stable, would pro-
duce a significant stray field in the free layer. This causes an
undesirable bias in the switching field for the free layer. This
is the reason for the bottom half of the SAF structure, where
additional CoPt is anti-ferromagnetically coupled to the first
CoPt. This coupling reduces the stray field via the demagnet-
ising field outlined above in equation (9). The thickness of this
anti-ferromagnetically coupled CoPt was adjusted until only a
small field is present in the free layer. Since all layers contrib-
ute to the dipole field, it would be challenging to perfectly can-
cel the stray field in the free layer. Our dimensions shown in
figure 1 minimises the switching field bias in the free layer, but
will still be slightly present in the results. This is reasonable,
since annihilating any stray field in experimental studies would
be equally problematic, and a small bias is expected. To sum-
marise these layers, the SAF structure has provided enough
stability to the reference layer to avoid any switching, with
minimised stray field on the free layer. The reference layer
and the CoPt layers do not switch at any point in this study,
due to this stability.

The free layer starts aligned with the reference layer in all
the simulations in this paper. The material values are shown in
table 1 [1, 8, 38, 41].

The values of exchange and anisotropy for the CoFeB bulk
and interface layers were taken from previous studies, where

the non-magnetic Boron is neglected. This treats the system as
crystalline CoFe, with a ratio of Co–Fe of 1:3 [27]. The jus-
tification comes from studies of the annealing process, where
the majority of the Boride atoms are diffused out of the free
layer, normally towards a Ta layer, so we just model the res-
ulting CoFe [35]. We use a slightly higher magnetic moment,
µs = 2.5, corresponding to bulk CoFe, while some studies use
a smaller value of 1.6 J/T [42].

The exchange constant for the CoPt layers had to be calcu-
lated using the mean-field expression

Jij =
3KBTc
ϵz

(10)

where Tc is the Curie temperature, z is the number of
nearest neighbours and ϵ is the correction factor. The Curie
Temperature for CoPt is found to be 723K [43], z= 8 and
ϵ= 0.766 for bcc structures [25] so using equation (10) the
exchange constant for CoPt is Jij = 4.88× 10−21 J/link. The
magneto-crystalline anisotropy was also calculated using

ku =
Kua3

natoms
(11)

where Ku is the macroscopic anisotropy constant, a is the lat-
tice constant and natoms is the number of atoms per unit cell.
For CoPt at zero K, Ku = 2.83× 106 Jm3 [44] and natoms = 2
so using equation (11) the magneto-crystalline anisotropy for
the CoPt layers is ku = 3.33 × 10−23 J/atom.

This model does not capture any impurities or defects from
the annealing process or the boundaries between materials.
It also treats the MRAM tower as a perfect cylinder shape,
with no intermixing or overlapping of atoms at the boundar-
ies between layers. The effect of the MgO is included via the
enhanced mono-layer as discussed, rather than any attempt
to replicate the physical hybridisation of orbitals using DFT
models.

3. Results

3.1. Susceptibility

Here we explore the temperature-dependent properties of the
MRAM towers with a focus on the effects of size and temper-
ature on the switching of the free layer. Firstly, we explore the
static equilibrium properties. In figure 2, we plot the susceptib-
ility as a function of temperature for the free layer to compare
five different free layer thicknesses. The mean magnetic sus-
ceptibility for the free layer is given by

χα =
1
kBT

∑
i

µi
(
⟨m2

α⟩− ⟨mα⟩2
)

(12)

where we plot χm, the longitudinal susceptibility, in figures 2
and 3. The tallest tower’s peak in figure 2 was an order of mag-
nitude larger than the smallest tower. We therefore decided to
divide each susceptibility curve by the free layer thickness to
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Figure 2. Susceptibility against temperature for the free layer of
each tower thickness. As the thickness decreases, the curves are
smoother and the peak is lower. This suggests more correlated spins
as the free layer volume decreases, which may predict a trend
towards coherent rotation.

Figure 3. Susceptibility against temperature for the whole 48 nm
FL (as in figure 2), compared to local 10 nm thick sections of the
free layer. The localised curves are all the same order of magnitude
and width (with the 8 nm section slightly reduced) when compared
to the whole FL. This demonstrates that locally, the spins are
correlated, so the noise in the whole FL is a consequence of
variation in the spin direction or non-uniform excited modes.

normalise them. As a result, we can plot them all on the same
graph for comparison, giving the units mT−1nm−1.

Since the free layer magnetisation is saturated, the sus-
ceptibility slowly increases with temperature before reach-
ing the Curie temperature. This is in contrast to experimental
expectation, where the magnetisation decreases with temper-
ature. Effectively, it is not possible to over saturate until the
Curie temperature in this model. The focus of the susceptib-
ility plots is therefore the peak at the Curie temperature. We

see that as the free layer thickness increases, the peak gets lar-
ger, noisier, wider and occurs at a lower temperature. Together,
these results suggest more correlated spins with reduced free
layer volume. This is explained as a consequence of mix-
ing the longitudinal and transverse susceptibility in the taller
towers, since the data output is an averaged susceptibility of
the entire free layer as shown in equation (12). The longit-
udinal susceptibility should describe fluctuations in exchange
length, and will be present in all of the towers regardless of
dimensions. This is expected to increase as temperature is
increased, with a large peak at the material’s Curie temper-
ature. This is what we aimed to plot in figure 2, however,
there is also transverse susceptibility which stems from fluc-
tuations of the magnetisation perpendicular to the easy axis.
The fluctuations in the magnetisation of each atomic site is
due to thermal fluctuations, as outlined in the methodology.
With greater thermal fluctuations, the spin direction may fluc-
tuate by larger amounts. However, neighbouring atomic sites
still experience a relatively strong dependence upon each other
due to the exchange constant. This partially restricts the free-
dom of transverse movement, leading to predominantly lon-
gitudinal fluctuations in any localised enough section of the
free layer. Even as the temperature increases towards the Curie
temperature, only very small amounts of transverse fluctu-
ation may occur over these short atomic ranges. However, the
exchange interaction is not long range, so after several atomic
spaces, the correlation in transverse direction begins to reduce.
In other words, transverse fluctuations are minimal from one
neighbouring spin to the next due to the exchange constant,
but over a larger volume begins to exaggerate. We therefore
expect the smallest tower is predominantly longitudinal sus-
ceptibility, since any fluctuations in magnetisation direction
are negligible and equation (12) would predominantly give us
longitudinal susceptibility. But an undesired consequence of
increasing the thickness in this model is that it inadvertently
adds transverse susceptibility too. Fluctuations in magnetisa-
tion direction at the bottom of the free layer (closest to the
MgO layer) versus the top of the free layer may be much less
correlated, presenting much larger peaks. The peak shifting
to the left with increased free layer thickness is therefore a
product of coherency. The peak of a small free layer is caused
only by thermal fluctuations, while taller towers additionally
suffer from a loss of coherency. This causes a lower Curie tem-
perature, along with a taller peak.

To prove that this is the case, we took the tallest tower
from figure 2 and divided its 48 nm thick free layer into 10 nm
sections (with one 8 nm section to make 48 nm) and then ran
the same program again. In figure 3, we plot the susceptibil-
ity against the temperature for these local sections and again
we normalised by the free layer thickness to keep the units
the same as figure 2. The region labeled 0− 10 nm corres-
ponds to the bottom of the free layer that is in contact with
the MgO, while the 40− 48 nm region corresponds to the top
of the free layer. The interfacial anisotropy at the 0− 10 nm
region has no significant effect here, since variation in trans-
verse susceptibility is dominated by the exchange constant.We
confirm that locally, the susceptibility is behaving the same
as the 8 nm case in figure 2, with the peak reaching the same
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magnitude. We conclude that the origin of the larger suscept-
ibility curves in free layers of increased thickness is a con-
sequence of increased transverse fluctuations, while longitud-
inal susceptibility dominates the smallest free layer. This data
then suggests that the taller towers have non-uniform mag-
netisation modes throughout the stack, since we have shown
increased transverse susceptibility in taller free layers. We can
use this to predict the reversal mechanism for taller towers to
be incoherent, whereas the smallest tower would be expec-
ted to be closer to coherent rotation as it is closer to uniform
magnetisation.

3.2. Hysteresis

Next, we investigate the dynamic hysteretic properties of the
free layer. This demonstrates how varying the thickness of
the free layer and the temperature of the system affects the
magnetic properties such as the coercivity. Identifying pre-
cisely how the shape (free layer volume) and the temperature
impact the switching mechanism is crucial to understanding
the limitations and validity of these devices [45]. The coer-
civity is known to vary with the sweep rate in LLG models,
so care must be taken choosing our parameters. For all hys-
teresis loops in this paper, the system is first equilibrated for
10000 time steps (∆t= 1fs) in the absence of a field to reach a
ground state. For the hysteresis data, the damping is changed to
the critical damping, α= 1, to allow rapid relaxation towards
a ground state without affecting the magnetic properties being
explored. Amagnetic field of 1T is then applied along the easy
axis, and is swept to−1T and back to 1T in steps of 0.01T. At
each field increment, 100000 time-steps of 1fs occur, which
given the large damping is sufficient for relaxation of the spins
with the field. Increasing the times-steps or decreasing the field
sweep rate by a factor of 10 results in the simulations becom-
ing too computationally expensive. While our hysteresis loops
will still be slightly larger than expected in reality, this setup is
an appropriate compromise of accuracy and computation time
and is similar to previous studies using vampire [13, 22, 25].

We first demonstrate the impact and importance of includ-
ing thermal effects, which is a benefit of using an atomistic
model, in figure 4. Thermal fluctuations are modelled with a
Gaussian white noise term with a random number generator
responsible for its distribution, which reflects the stochastic
nature of thermal fluctuations. Thismeans that each simulation
is repeatable, since the sequence of numbers is the same, but
this produces square loops representing a precise coercivity.
In reality, thermal fluctuations should add some uncertainty to
the precise coercivity. To capture the random nature of fluctu-
ations, we run 40 independent loops with a different integra-
tion seed, then average those loops as shown in figure 4. We
see that at 300K, each individual run produces a square loop,
representing a precise value of the coercivity for that random
seed. However, given a different sequence of random numbers,
this precise value can shift slightly. Across 40 independent
loops, a normal distribution of switching fields appears. The
range of switching fields is referred to as the switching field
distribution (SFD) and represents an uncertainty in the precise
switching field of the free layer. Averaging all of the individual

Figure 4. Forty individual hysteresis loops with different
integration seeds and then the averaged loop at 300K. We see the
randomness of thermal fluctuations changes the precise point the
system switches, so the averaged loop has a curved shape
representing a switching field distribution. The Gaussian overlays
are calculated in section C and confirms that 40 loops are enough to
produce a normal distribution for averaging purposes.

square loops produces a curved loop, which is also shown in
figure 4. The curvature of the averaged hysteresis loop repres-
ents the SFD, corresponding to the small expected uncertainty
in the systems switching field. In section 3.3 of this paper, the
SFD for this curved averaged loop is extracted by means of an
error equation. Details of this process are found in that section.
The value for the SFD is then the difference between the left-
most and rightmost curve in the positive region of figure 4.
We can then use this SFD and the extracted coercivity to plot
a Gaussian distribution on the rightmost curve in figure 4. This
demonstrates that the majority of the individual square loops
lie within the main peak of the distribution curve.We therefore
conclude that 40 loops is sufficient for this averaging process,
which is in agreement with previous studies of MRAM using
vampire [22]. The use of the error equation is discussed later,
but it is beneficial to the reader to have outlined the SFD at
this stage of the paper. Since all other parameters included in
the model were kept constant for the 40 independent loops,
such that the only difference was the integrator seed for the
Gaussian, we can conclude that this is entirely a thermal SFD,
in agreement with [22]. All subsequent hysteresis loops in this
paper are averaged in this way.

We now compare the different free layer thicknesses at
three different temperatures in figure 5 to systematically view
the trends in magnetic properties for these systems. In the 0K
case, there are no thermal fluctuations, so no SFD is present.
As a result, averaging over 40 independent loops was not
necessary, all 40 loops would do the same thing. It is worth
noting that there is still slight curvature in the loops at 0K.
This is due to the ballistic effect from a finite step size, and
does not represent a switching distribution. It is still useful
to include the 0K case however, since it shows the relation-
ship between different free layer thicknesses and additionally
demonstrates the theoretical best for these tower structures.
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Figure 5. Hysteresis loops for the free layer of five towers with
differing free layer thickness at (a) 0K, (b) 150K and (c) 300K. We
observe a reduction in the coercivity for all towers as temperature
increases, but we also see that at all temperatures the 8 nm and
18 nm towers have reduced coercivity compared to the saturated
28 nm, 38 nm and 48 nm towers, due to a loss of shape anisotropy.
This may result in a lack of thermal stability for MRAM volumes
small enough to compete with the cell densities of modern RAM.

We see the tallest three towers have reached an asymptotic
maximum value for the coercivity, with the 18 nm free layer
slightly reduced followed by a comparatively large reduc-
tion for the 8 nm free layer. This is an interesting result, as

the coercivity would initially be expected to increase linearly
with volume. However, the coercivity is also related to the
anisotropy of the system, and the shape anisotropy does not
increase linearly. The asymptotic limit observed for the taller
free layers is therefore a consequence of reaching maximum
shape anisotropy for cylinders of this diameter. Below around
30 nm, the rapid reduction of stability as the free layer thick-
ness is reduced could pose significant limitations on the usage
for these 5 nm diameter devices. We also see a very small bias
between the right hand and left hand branch, which is due to
the long range demagnetisation field stemming from the CoPt
SAF and reference layer [13]. As discussed in the methodo-
logy section, the thickness of the bottom CoPt layer was adjus-
ted to minimise the stray field present in the free layer. It is
very difficult to completely remove any stray field, and not
possible in the real systems we are trying to emulate. For this
reason, a small stray field in the free layer is acceptable, which
results in the very small bias. The free layer therefore has a
very small preference for being alignedwith with the reference
layer. In other words, a very slightly stronger field is required
to switch from aligned to anti-aligned compared to the reverse.
Another possible contribution towards a bias could originate
from distortions of themagnetisation at theMgO/CoFeB inter-
facial layer in anti-parallel alignment (e.g. a flower state) [46].
However, in figure 5(a), we see no evidence of a significant
flower state in our studied structures, so we conclude that the
magnetisation can be considered essentially uniform across
the x–y plane for our small lateral sizes. In reality, there is
likely to be very small distortions, but due to the exchange
constant being very large for so few atoms, the distortions are
insignificant and this contribution to the bias is ignored for the
rest of this study. It is worth noting that we would expect this
effect to become more dominant in towers of greater diameter.
Comparing the 150K and 300K cases in figures 5(b) and (c)
respectively, we note that the trends in the 0K case are still
present. The tallest towers are still at an asymptotic limit and
the greatest reduction in coercivity occurs as the free layer is
decreased to the 8 nm thickness. The bias between the right
hand and the left hand coercivity for all heights at all temper-
atures is 0.09 T to two decimal places. This is worth noticing,
because the bias in the free layer stems from the stray field
emanating from all other layers. Since this does not change to
two decimal places at increased temperature, the reference lay-
er/ SAF layersmust not deviate significantly from their vertical
magnetisation. Noticing this result is therefore a recognition of
the stability of the reference layer, which was the purpose of
the CoPt layers. Beyond two decimal places, there is a very
slight decrease in the bias as temperature increases, of around
0.001 T between 0K and 300K. This is because, at finite T,
the lower layers will always deviate a small amount from the
idealised vertical magnetisation due to thermal fluctuations.
As a result, a slightly smaller stray field is present in the free
layer compared to 0K.

We can now also compare the difference in temperat-
ure on the system and immediately notice the reduction of
coercivity as temperature increases for all free layer thick-
nesses. The thermal fluctuations directly reduce the saturation
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Figure 6. Hysteresis curves with increasing temperatures for the
8 nm thick free layer. The curved shape of the loop becomes more
exaggerated with temperature representing an increased switching
field distribution. This suggests that thermal effects are driving the
switching mechanism.

magnetisation and anisotropy, which leads to the reduction of
the coercivity for all of the towers. The reduced shape aniso-
tropy of the smallest tower, possibly coupled with increased
edge effects due to the loss of exchange at edges contributes
to a significant reduction for the smallest tower. The curvature
also increases as the temperature increases representing a lar-
ger thermal SFD due to thermally activated transitions over the
energy barrier. The width of the SFD is largest for the smallest
tower at both 150K and 300K due to the lower shape aniso-
tropy. This leads to a larger relative impact of thermal fluc-
tuations on the switching process. These results suggest that
at operational temperatures, the 8 nm free layer has a greatly
reduced stability compared to the taller towers that are still
converged on a more stable asymptotic value.

To improve our discussion of thermal effects on the reduced
volume, we plot hysteresis for the 8 nm free layer again but
with more temperature iterations to better see the trend in
figure 6. We can see that as the temperature increases, the
shape of the hysteresis loop is converging towards the para-
magnetic regime, whereby the system loses any remnant mag-
netisation and cannot be used for storage. However, at 300K
we still observe a distinct loop and have not reached the para-
magnetic behaviour. It is also much easier to see the bias here,
with the right-hand branch dropping below 0.5 T from 50K,
while the left-hand branch drops below −0.5 T at 150K. This
is an unavoidable consequence of providing the necessary sta-
bility to the reference layer and shows the importance of the
inclusion of dipole-dipole interactions. The effect of thermal
fluctuations on the hysteresis loops shows the importance of
including temperature in an atomistic approach, since we have
shown the SFD is not constant and in fact the reversal is par-
tially driven by these effects.

3.3. Systematic trends in the coercivity

The interesting features of the hysteresis curves are both the
coercivity and the SFD, since these tell us the field range
required to switch the free layer. A low coercivity and high
SFD present challenges for stability and recording quality
of MRAM devices [47]. Here, the coercivity is the value of
the magnetic field as the hysteresis curve crosses the x-axis.
However, thewidth of the SFD demonstrates how thermal fluc-
tuations can begin to drive the switching process at reduced
field strength, before this coercivity is reached. Extracting the
values for the coercivity and the SFD is therefore useful for
analysing the hysteresis curves. We extract these values by fit-
ting each individual switching branch of the hysteresis curves
to an error function which takes the form

(x) =
2√
π

ˆ x

0
exp

(
−t2

)
dt (13)

where, because the curves are not centered on x= 0, x is
given by

x=
x− x0
σ

. (14)

x0 is then the shift from x= 0, so provides the coercivity, while
σ is the standard deviation. The error function is the integral
of the normalised Gaussian function, thus provides the cumu-
lative distribution of the Gaussian. From figure 4, the purpose
of repeating for 40 independent loops was to ensure a normal
distribution of the coercivity. The width of the error function,
σ is therefore the width of the Gaussian distribution of coerciv-
ities, which represents the SFD. We demonstrate the applica-
tion of equation (13) in figure 7. Here we fit the equation to the
right-hand branch of the 8 nm thick free layer at 300K. In this
example, fit we extract a coercivity (x0) of 0.28 T and a SFD
(σ) of 0.07 T. The right side Gaussian that was added to the

plot in figure 4 is given by 1
2π e

− (x−x0)
2

σ2 , with this value for x0
and σ. This fitting process is then repeated for every branch of
all free layer hysteresis loops. We can then compare the coer-
civity and the SFD as a function of free layer thickness and
temperature.

Repeating this process for all the temperatures and free
layer thicknesses for the right hand branch of the hysteresis
curves, we produce figure 8, which plots the coercivity against
temperature. The crosses represent our data points and the
error bars represent the width of the SFD curvature. The solid
lines in this figure are the Sharrock fit, described in section 3.4.
For this section, we focus on our output data (the crosses)
and the error bars. Like in figure 5, we see the reduction of
the coercivity as the temperature increases, but we further see
that the trend is virtually identical regardless of the free layer
thickness. This is an interesting observation, since it suggests
the temperature dependence of the coercivity is not volume
dependent. As a result, this is not something that may be engin-
eered away with volume changes in the MRAM stack. It is
challenging to observe this feature in figure 5, supporting our
decision to express the coercivity in this way.
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Figure 7. The right-hand branch of the hysteresis curve for the 8 nm
thick free layer at 300K with its fit curve from equation (13). Here
we observe the fit is reasonable for crossing the axis at the right
point, and we extract a coercivity of 0.28 T and a standard deviation
of 0.070 T to 2 s.f. We conclude that this method of extraction is
valid to analyse the branches in figure 6.

The standard deviation extracted is shown using error bars
and represents the SFD at each temperature. We notice two
trends that are not so obvious in figure 5. The error bars that
drop below the extracted coercivity represent a reduced field,
below the coercivity, that could begin to switch the free layer
due to the thermal fluctuations driving the switching process.
There is therefore an uncertainty in the precise field required
to switch the free layer, since it could theoretically happen at
any field point within the error bar. The first observation, there-
fore, is that the three tallest free layers in figure 8 have overlap-
ping SFDs for all temperatures 50K and above, meaning they
could all be switched at the same field. This is in contrast to
the exact coercivity (the precise field strength in a square hys-
teresis loop) which demonstrates the importance of including
thermal effects. The overlap for these tallest towers adds con-
text to the asymptotic maximum observed in figure 5, since we
now see that they do in fact overlap when including a SFD. It
also demonstrates how significantly the coercivity drops as the
free layer is further reduced to 18 nm and 8 nm thick. We see
that the 18 nm thick free layer has a coercivity that is lower
than the taller three towers even accounting for the SFD, con-
firming that the free layers are beginning to lose stability at
these dimensions. The extreme drop in coercivity for the 8 nm
free layer is then highlighted when we notice that the low-
est field for the 18 nm free layer at 300K is still higher than
the 0K best-case coercivity for the 8 nm. The second observa-
tion is that the SFD grows larger as the temperature increases,
which is expected as larger thermal fluctuations cause larger
fluctuations in the saturation magnetisation and begin to drive
the switching process. For all five free layer thicknesses, the
increase in the width of the SFD with each 50K temperat-
ure increase is between 0.008 T and 0.016 T, with the largest
increases at the sub-150K data points.

Figure 8. The coercivity as a function of temperature for each
height tower. The data points are the extracted coercivity with the
switching field distribution for each point shown as error bars. The
solid lines are the fitted Sharrock equation, discussed in section 3.4.
We see the coercivity decreases and the SFD increases with
temperature. This also demonstrates the significant loss of shape
anisotropy for the 8 nm free layer.

The large reduction of the coercivity for the 8 nm tower
is due to the shape anisotropy. This is included in the model
as a consequence of the demagnetisation factors, Nxx,Nyy,Nzz,
shown in table 2. Here we see the diagonal components of
the matrix shown in equation (8) (since off-diagonal compon-
ents are near zero) where these factors are determined from
the ratios of the length of the axis [48]. It is clear that the taller
towers have significantly higher demagnetisation factors in the
x and y direction, with comparatively small factors in the z dir-
ection. This produces a strong preference for the spins to align
along the easy axis and results in the increased coercivity even
at 300K seen in figure 7. Conversely, the smallest tower free
layer is only 8 nm tall, which is comparable to its diameter of
5 nm. This results in minimal shape anisotropy supporting the
interfacial anisotropy from the mono-layer, which is compar-
able to previous studies of disc like structuresMRAM [22].We
also see that the reduction of the shape anisotropy is not linear,
since the tallest three towers have a demag factor in x and y that
is more than 4x greater than the demag factor in z. The 18 nm
tower shows a small decline, but is still over 3.5x greater in
the x and y direction compared to its z dimension, while the
8 nm free layer is less than 2x greater. A free layer of 5 nm
thickness would be the same as the diameter and would have
no significant shape anisotropy, so we see that the 8,nm tower
is approaching this rapidly. (A 5 nm free layer would have a
small shape anisotropy due to the towers being perfectly cyl-
indrical rather than spherical, but it would be insignificant).

From these demagnetisation factors in table 2, the shape
anisotropy energy for each height tower may be calcu-
lated. Since the structures in this paper are cylindrical, these
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Table 2. Demagnetisation factors (Nxx,Nyy,Nzz) for the different
free layer dimensions, showing the loss of a dominant direction with
reduction in volume. This loss of shape anisotropy significantly
reduces the coercivity and stability factor for the 8 nm tower and
represents a limitation in scalability. The final column is the
calculated anisotropy energy Ku for each height tower.

Nxx,Nyy Nzz K(MJm−3)

8 nm 0.389 689 0.220 621 0.984
18 nm 0.443 401 0.113 199 1.398
28 nm 0.461 259 0.077 482 1.566
38 nm 0.470 135 0.059 726 1.658
48 nm 0.475 376 0.049 247 1.712

calculations follow the general ellipsoid equations outlined by
Osborne [48] (equations (1), (2.19) and (2.20)). The results are
shown in the final column of table 2 (note these are given in
MJm−3). Since the crystal anisotropy for our CoFeB free lay-
ers is negligibly small, these values for the shape anisotropy
energy are also the anistropy energy Ku to a good approxima-
tion. These values for Ku for each height tower will be used in
the following section.

3.4. A comparison with the Sharrock equation

It is interesting to compare the trend in our coercivity data to
that predicted by the Sharrock law, which is an expression for
the thermal dependence of the coercivity that comes from the
Arrhenius-Neel law. The Sharrock equation takes the form

Hc (τ) = Ha

[
1−

√
kBT
KV

ln(f0τ)

]
, (15)

where T is the temperature, kB is the Boltzman constant, K
is the anisotropy constant, V is the volume of the switchable
layer, τ is the relaxation time and f 0 is the frequency. Slightly

less obvious,Ha is described as the anisotropy field
(

2K
Ms

)
, cor-

responding to the precise field that reduces the energy barrier
to zero, while Hc is the actual coercivity [49, 50]. This is an
important distinction, since at finite temperature Hc will be
lower than Ha, as thermal fluctuations partially contribute to
transitions over the energy barrier. At 0K however Hc = Ha,
which we exploit to compare our temperature dependence for
the coercivity with that predicted of Sharrock.

The temperature dependence of the coercivity from our
model was demonstrated in figure 8 for the different thickness
free layers. The temperature dependence of the coercivity in
the Sharrock model in equation (15) is of the form

Hc = A
(
1−B

√
T
)
, (16)

with A= Ha and B=−
√

kB
KV ln( f0τ). We then perform a fit

of equation (16) to our data, obtaining optimised values for
A and B. The obtained value for A is then the prediction for Ha

from the Sharrock model, which should be comparable to our
value of Hc(T= 0). To demonstrate, all of the fits are shown
in figure 8. Our data points align reasonably well with the

Figure 9. A comparison of the extracted coercivities from our 0K
hysteresis loops to the Sharrock approximation. We see the trend is
similar for the two lines but the extracted coercivities are lower for
all free layer thicknesses. The 8 nm free layer is closest to the
Sharrock approximation, likely due to coherent rotation.

Sharrock fit at finite temperature. All free layer thicknesses
show small deviations from Sharrock fit, but the trend is the
same. Small fluctuations are expected, as the Sharrock model
is simplistic, assuming coherent rotation. We the believe that
the uptick in the Hc values at low temperature is due to to
Hc approaching Ha, leading to a small energy barrier (at the
switching point) and breakdown of the high energy barrier
approximation used by Sharrock.

The fitted Hc(T= 0) as a function of free layer thickness is
shown in figure 9 along with the value from the atomistic cal-
culations.We see good agreement in the trend between our res-
ults and the Sharrock model fits. For all free layer thicknesses,
the Sharrock model predicts a slightly higher value forHa than
we find in our model. This discrepancy is likely due to the sim-
plified coherent rotation assumed in the Sharrock model. This
suggestion is supported, as the 8 nm free layer displays coher-
ent behaviour and has the closest agreement with the Sharrock
equation (∆H8nm

a = 0.05T). All the thicker free layers dis-
play incoherent switching behaviour and have larger discrep-
ancy, with the 18 nm having slightly larger (∆H18nm

a = 0.07T)
and the three thicker free layer having a greater discrepancy
(∆H28nm

a =∆H38nm
a =∆H48nm

a = 0.08T).
From the the Sharrock equation fits, we can further

obtain an estimate for the thermal stability factor ∆. The
thermal stability factor is given by ∆= KV

kBT
[51]. From fitting

equation (16) to our data, a value for B is obtained, where B=

−
√

kB
KV ln(τ f0), so we can rearrange this to find

kB
KV = ln(τ f0

B2 . We
can therefore re-write the thermal stability factor as

∆=
ln(τ f0)
B2T

, (17)

Where B is obtained from our fit, T is the temperature, and an
estimate must be found for the value of ln(τ f0). We obtain an
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estimate for ln(τ f0) from our fitting of the Sharrock equation,
as follows.

Since we are estimating a value for ln(τ f0) using the
Sharrock model, which assumes coherent rotation, our best
estimate will come from the fit to the 8 nm free layer of
this study, as it is also coherent. Firstly, by differentiating
equation (15) with respect to

√
T we find

dHc

d
√
T
=−Ha

√
kB
KV

ln(τ f0) = G (18)

where we have introduced a term G= dHc

d
√
T
for easier notation.

Replacing the macroscopic anisotropy K= HaMs
2 and rearran-

ging equation (18) we arrive at the expression

ln(τ f0) =
G2

Ha

MsV
2kB

(19)

The first fraction is known from our fit of equation (16), as it is
straightforward to show that G=AB and Ha = A. The second
fraction contains known constants in our model, Ms =

µsn
a3 =

1.97× 106Am−1, V is the volume of the free layer and kB is
the Boltzmann constant. From the fit to the coherent 8 nm free
layer, which is the lowest fit in figure 8, we obtain an estim-
ate using equation (19) of ln(τ f0) = 8.2251. With this value,
we can further estimate the thermal stability for the 8 nm free
layer at 300K using equation (17), which yields∆= 24.7567.
Using equation (17) for the other free layers, we obtain the
thermal stability as a function of free layer thickness as seen
in figure 10.

The prediction for the thermal stability stemming from the
Sharrock equation as outlined above can be compared to the
analytical model. Analytically, the thermal stability is given
by ∆= KuV

kBT
, where an estimate for Ku for each free layer

thickness is found in table 2. We therefore add the analytical
value for the thermal stability to figure 10 to contrast with our
Sharrock prediction. The analytical equation predicts a lin-
ear trend, with the thermal stability growing as the volume
of the free layer grows, yielding a very large thermal stability
(∆≈ 390) for the 48 nm free layer compared to the Sharrock
prediction. However, this major discrepancy can be accoun-
ted for, as the analytical approach assumes coherent rotation,
where the whole free layer is involved. In fact, reversal is via
nucleation and propagation which means that only the top of
the tower has to be switched. Comparing the thermal stability
of the 48 nm free layer with the Sharrock estimate (∆≈ 85)
gives an estimate of the height associated with the switching
volume of 85

390 × 48≈ 10 nm. This is consistent with our find-
ings that the switching becomes increasingly non-uniform for
heights greater than about 8 nm. We can therefore add a third
comparison to figure 10, using ∆= KuV

kBT
, but with a constant

volume, representing the volume associated with switching
(10 nm thick). This shows strong agreement with the Sharrock
model, predicting the same trend.

The Sharrock prediction and the analytical prediction with
constant volume in figure 10 suggest that the 8 nm free layer
would not satisfy the requirement for a thermal stability of
∆= 60. The lack of shape anisotropy for such a small tower

Figure 10. A comparison of the calculations of the stability factor
for the different free layer thicknesses at 30K. The analytical
prediction, KuV

kBT
, show a linear trend as volume increases. By fixing

the volume to be the volume affiliated with switching (10 nm thick),
we see agreement between the Sharrock model and the analytical
model. We observe the expected decrease in stability as the
thickness is decreased towards 8 nm, with the stability plateauing
beyond 28 nm. This suggests nothing is gained in terms of stability
for increased towers and represents a limit for towers of 5 nm
diameter.

at these dimensions results in a loss of data retention due
to thermal fluctuations. The 18 nm free layer is found to
have a thermal stability ∆= 60.6, just above the industry
required threshold, while the taller towers are all similar at
∆≈ 80. Long term stability requires zero-field simulations of
the energy barrier, which are beyond the scope of the current
work. For this reason, we only focus on the trends predicted in
figure 10 in this paper.

It can be seen that the thermal stability plateaus at around a
30 nm free layer thickness, suggesting that any growth above
that in the z direction will not gain further stability and repres-
ents the maximum for towers of 5 nm diameter. We see that
the reduction in the thermal stability factor is in agreement
with our previous data, suggesting a significant and non-linear
reduction of shape anisotropy as the tower free layer thickness
is reduced. The loss of shape anisotropy begins as the free layer
is reduced to thickness below 30 nm, with a greater reduction
as the thickness approaches the width [5, 22]. This is expec-
ted, since a free layer of 8 nm is only marginally above the
5 nm width. Previous studies have already shown that below
this threshold, when the width becomes greater than the thick-
ness, the shape anisotropy acts perpendicular to the interfacial
anisotropy direction and MRAM ceases to be viable [40, 52].

Given an value of τ it is possible to make an estimate of the
pre-exponential factor f 0. This is complicated by the fact that
the magnetisation is calculated in the atomistic model using a
sweep rate process. The effective time for a swept field process
is given by by Chantrell et al [53] as
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Table 3. Essential components for the Sharrock model. The volume for each height is included for completness, as it is used in several
equations. Ha is the value extracted by the Sharrock model in figure 8, and f 0 is found using equations (19) and (20).

Volume (m3) Ha (Tesla) f 0 (s−1)

8 nm 1.57× 10−25 0.663 9.24× 1012

18 nm 3.53× 10−25 0.976 3.06× 1013

28 nm 5.50× 10−25 1.046 5.11× 1013

38 nm 7.46× 10−25 1.069 7.09× 1013

48 nm 9.42× 10−25 1.073 8.97× 1013

Figure 11. Snapshots of the switching mechanism at 0K for different free layer thickness. We observe the smallest tower switching
coherently, while all other towers demonstrate an incoherent mechanism, with an observable propagated domain wall motion.

τ =

(
R
KV
kBT

)−1

=

(
R
HaMsV
2kBT

)
, (20)

where R is the sweep rate, Ha is the anisotropy field extracted
from our fit, Ms is the saturation magnetisation, and V is the
volume of the free layer. With this we can use equation (19)
to evaluate an estimate of f 0. The calculated values for f 0 for
the free layer thicknesses are given in table 3, along with the
corresponding values for V and Ha. The values of f 0 are phys-
ically reasonable and also increase with tower height which
is consistent with the expectation of the increase in f 0 with
anisotropy predicted by the Brown relaxation time [31]. We
note that the estimate of the energy barrier from the Sharrock
law can only give guidance. However, the plateau in the sta-
bility factor is most likely physically realistic on the basis that
reversal begins with the nucleation of a small reversed region
of magnetisation which is apparently at most weakly depend-
ent on the tower height for values greater than 30 nm. A cal-
culation of the exact energy barrier and its size and temper-
ature dependence for the atomistic model is indicated, how-
ever this can only be done using the constrained Monte Carlo
method [54] which involves very CPU intensive calculations.
This is beyond the scope of the current paper.

Several results in this paper thus far have suggested that the
8 nm free layer may be switching coherently, while the taller
towers are incoherent. To demonstrate whether this is the case,
our final results in figures 11 and 12 are snapshots of the tower

structures at 0K and 300K respectively, produced using POV-
Ray. We output the spin files that create the images at every
complete field step, so each snapshot is separated by 0.0001 T,
or 0.1 ns, and we are watching the free layer switch from its
aligned state to anti-aligned. Firstly, we provide snapshots at
0K in figure 11, where the switching mechanism is entirely
a consequence of the magnetic properties of CoFeB, particu-
larly the PMA and PSA. In the absence of thermal fluctuations,
we observe a clear propagated domain wall for the larger free
layers while the 8 nm free layer appears coherent. This is in
agreement with the susceptibility results in figures 2 and 3,
which suggest non-uniform magnetisation modes in free lay-
ers greater than 10 nm. Additionally, the 8 nm free layer dis-
played a closer agreement to the sharrock model in figure 9,
where the model is used to treat coherent rotation and does not
account for the incoherent rotation seen in the taller towers.
We then compare this to the 300K case in figure 12 where we
have previously shown in figures 4–8 that thermal fluctuations
lead to a SFD. While figure 12 shows the coherent rotation for
the 8 nm free layer and the incoherent rotation for the taller
free layers that we have already seen at 0K, we now addition-
ally see thermal noise as individual spins fluctuate from a uni-
fied direction. In figure 12(d) for instance, we see the 48 nm
thick free layer switches in more steps than in figure 11(d),
even though they are both in steps of 0.0001 T. This is because
the thermal fluctuations begin the switching process at a lower
field as there is a thermal SFD.
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Figure 12. Snapshots of the switching mechanism at 300K for different free layer thickness. We observe coherent (8 nm) and incoherent
(18 nm–48 nm) switching as in the 0K case of figure 11, except now we have additional fluctuations of spin orientations from random
thermal noise.

4. Conclusions

We have investigated the effect of free layer thickness and
temperature on the magnetic reversal process for 5 nm wide
cylindrical PSA-MRAM tower structures. We have included
thermal fluctuations and magnetostatic effects using an atom-
istic spin model in vampire and focused primarily on the hys-
teresis and switching dynamics. From our susceptibility data,
we found uniform magnetisation modes in thickness up to
around 10 nm, where further extension causes non-uniform
magnetisation modes as you traverse the stack, which may
be responsible for non-coherent rotation. We then moved on
to hysteresis plots, and found that thermal fluctuations are
responsible for driving the switching process with significant
SFDs, proving these effects cannot be ignored in future studies
of these nanoscale systems. By extracting the coercivities and
SFDs to observe the trend with temperature, we conclude that
the reduction of shape anisotropy, as the thickness approaches
the width is responsible for a significant loss of thermal stabil-
ity in these devices. Given the engineering challenge of phys-
ically creating towers of 5 nm diameter, it is significant to show
how rapidly these towers lose stability below 20 nm thickness.
We compare the coercivity results of ourmodel to the Sharrock
model with surprisingly good agreement in the trends at 0K.
This trend suggests that the coercivity reaches an asymptotic
limit when the thickness increases to around 30 nm, with any
subsequent growth along the easy axis lacking any significant
gain in stability, suggesting a fundamental limit on stability
for towers as thin as 5 nm diameter. This is further supported
by the trend found for the thermal stability factor, which levels
off for a free layer around 30 nm thick. Our approximation for
the thermal stability factor is not suspected to be an accurate
value, so further study is required to determine whether these

structures satisfy the industry requirement of ∆> 60, but we
do expect that the trend we predicted is reflective, such that the
towers do plateau at a maximum stability. This is supported by
a lack of increased shape anisotropy beyond 30 nm. Finally,
we demonstrate the switching mechanism at 0 K is an inco-
herent propagated domain wall motion for all towers taller
than 10 nm, but is coherent when further decreased below
this threshold, which is in line with estimates of the domain
wall length in previous studies. Further study should focus on
STT switching of the free layer and improved estimates for the
thermal stability factor based on an accurate prediction of the
energy barrier.
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