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Abbreviations

The following Table 1 describes the significance of various abbreviations and acronyms
used throughout the thesis. The page on which each one is defined or first used is
also given.

List of abbreviation Meaning Page
DE Dielectric Elastomer 3
DEA Dielectric Elastomer Actuator 3
HV High Voltage 3
DC Direct Current 3
LPV Linear Parameter Varying 5
LMI Linear Matrix Inequality 5
EAP Electro-Active Polymer 7
IPMC Ionic Polymer-Metal Composite 8
CNT Carbon Nanotube 8
DES Dielectric Elastomer Sensor 10
VHB Very High Bonding 11

HASEL Hydraulically Amplified Self-healing Electrostatic 11
MEMS Micro Electromechanical System 12
SIP Strip In-Plane 14
LBS Linear-Bias Spring 14
NBS Nonlinear-Bias Spring 14
COP Circular Out-of-Plane 15
MFC Macro-Fiber Composite 17

MOSFET Metal-Oxide-Semiconductor Field-Effect Transistor 17
AC Alternate Current 18
DAB Dual Active Bridge 19
PID Proportional-Integral-Derivative 20
PWM Pulse Width Modulation 21
DCM Discontinuous Conduction Mode 21
CCM Continuous Conduction Mode 21
MISO Multiple Input Single Output 34
SIMO Single Input Multiple Output 34
LTI Linear Time-Invariant 41
ZOH Zero-Order Hold 41
LCR Inductance (L) - Capacitance (C) - Resistance (R) 49
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List of abbreviation Meaning Page
LPV Linear Parameter-Varying 72
RMS Root Mean Square 83

Table 1: Table of abbreviations.
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Introduction

1.1 Motivation

Dielectric Elastomers (DEs) represent a class of electroactive polymers characterized
by their ability to undergo significant deformation in response to an applied electric
field. These materials have attracted considerable attention in recent years due to
their potential for use in a variety of advanced applications, including soft robotics,
adaptive optics, and energy harvesting devices. Among the various implementations
of DEs, Dielectric Elastomer Actuators (DEAs) stand out as particularly promising
due to their unique combination of high energy density, large strain capabilities,
and mechanical flexibility. Dielectric elastomer actuators operate on the principle
of electrostatic attraction. When High Voltage (HV) is applied across a thin film of
dielectric elastomer sandwiched between two compliant electrodes, an electrostatic
force is generated. This force causes the elastomer to compress in thickness and ex-
pand in the planar directions, resulting in a large and reversible deformation. The
intrinsic properties of the dielectric elastomer, such as its high dielectric constant
and low elastic modulus, play a critical role in determining the actuator’s perfor-
mance. These properties enable the DEA to achieve strains of up to 100% or more,
making them highly efficient in converting electrical energy into mechanical work.
The importance of high voltage in the operation of dielectric elastomer actuators
cannot be overstated. The electrostatic stress that drives the deformation of the
elastomer is directly proportional to the square of the applied electric field. Con-
sequently, achieving significant actuation requires the application of relatively high
voltages, typically in the range of several kilovolts. This high voltage is necessary
to generate the substantial electrostatic forces needed to overcome the elastomer’s
inherent mechanical resistance and produce the desired strain.

The main focus of this thesis is on high-voltage driving circuits, covering different
aspects from design to modeling and control. The HV needed to actuate DEAs
represents one of their most critical aspects. For commercial DE membranes with
thickness within the range 20 - 50 µm, such as the commercially available Wacker
Elastosil®2030, the typical voltage ranges are between 1 and 3.5 kV, and up to 5
kV in some particular cases, while the current is in the order of µA. HV control of
DEAs is usually achieved via off-the-shelf amplifiers, featuring a DC output up to
20 kV. However, such devices are generally meant for laboratory purposes, as they
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are bulky, heavy, and expensive (on the order of several thousands of $). The design
of electronic components, which generate the required driving signals in a cost- and
size-effective way, is challenging. Because the performance of the DEA, in terms of
displacement, stroke, and energy saving, is strictly related to the applied HV, the
goal of this work is to develop a voltage control algorithm for a self-designed HV
driving circuit. To achieve this goal, three main aspects are required:

• Design: To better include DEAs in application industrial-oriented, it is of
great importance that their power supply is efficient in terms of both cost and
size, to be easily transported and integrated into different systems.

• Modeling: To understand the behavior of the HV driving circuit, including
the nonlinearities of several dynamic components, and to describe the rela-
tionship between input and the high output voltage.

• Control: Based on a control-oriented mathematical model, to develop a feed-
back voltage control law for the HV circuit to improve its performance (e.g.,
bandwidth). The voltage controller will subsequently be integrated with a
the DEA’s position controller to ensure that the high-voltage driving circuit
performs comparably to commercial voltage amplifiers in applications that
demand precise actuator positioning, such as pumps and valves.

1.2 Thesis outline and contributions

The organization of the thesis and the content of each chapter are summarized.

• Chapter 2: In this chapter the DE material will be presented. Consequently,
one of the principal applications will be introduced, namely the actuator. It
will be illustrated the working principle of DEAs, and their properties, and
several examples of DEA’s application will be presented. Moreover, one of
the main problems will be introduced, specifically the need for high voltage
as the voltage source. Finally, an extensive literature review on the dielectric
elastomer actuators, the state of art of HV circuits for capacitive loads, their
mathematical representations and control techniques will be presented.

• Chapter 3: In this chapter the author will introduce the HV circuit designed
to drive capacitive loads, such as DEAs. At the beginning, the major focus
will be on the design of the HV circuit, which is the subject of this work’s
model and control algorithms. To drive capacitive loads, the circuit needs to
provide high voltage to charge the load and a discharging path to allow the
current in the load to flow when the voltage decreases. Therefore, the general
structure of the circuit is characterized by a charging and discharging stage,
which will be discussed in great detail.

• Chapter 4: This chapter introduces the mathematical model developed to
describe the behavior of the HV circuit. In particular, the input voltage - out-
put voltage relationship is modeled. The chapter will discuss separately the
modeling of each circuit stage (charging and discharging). Later, these two
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separate models will be combined into one model, which describes the switch-
ing behavior of the circuit between the charging and discharging phases. This
model is referred to as Switching model indeed. Due to the complex nature
of the model, the switching model will be then converted into an average
model, to facilitate the development of control algorithms. The average model
describes the circuit’s average behavior during the two phases. After introduc-
ing the experimental setup, an experimental campaign to validate the model
will be presented. Furthermore, these two models will be subject to validation.
The work in this chapter has also been reported in conference papers [1] and
journal paper [2].

• Chapter 5: In this chapter, several feedback control strategies for the HV
driving circuit will be presented. Initially, a linearized version of the average
model will be introduced to account for small voltage oscillations for feedback
voltage control. The first voltage controller is a feedback control law based
on the linearized model. The goal of this strategy will be to control the
circuit output voltage to follow a desired trajectory up to 100 Hz, keeping
the error below a certain threshold in a tracking bandwidth of interest. Since
this approach is based on a linear model, it is most suitable for applications
in which only small output voltage signals are needed. A nonlinear control
law is necessary for applications where large-amplitude voltage signals are
needed. Indeed, this chapter will continue with the development of a feedback
nonlinear control strategy based on the average model. The key idea of this
method is to compensate part of the nonlinearities with the controller, while
dealing with residual nonlinearities via a Linear Parameter Vvarying (LPV)
of the model. A Linear Matrix Inequality (LMI) optimization algorithm will
be used to find control gains to ensure that the partially compensated closed-
loop system remains stable while satisfying additional dynamic specifications.
Since the controller will be defined such that it tracks the trajectory on the
state x∗(t), an observer will be developed to predict the behavior of the state
by measuring the output voltage. The two controllers will be validated in
simulation and via experimental campaigns. The work in this chapter is also
reported in the conference paper [3] and another one which is currently in
preparation and it will be submitted to IEEE Transactions on Control Systems
Technology.

• Chapter 6: In this chapter, the linear controller developed in Chapter 5 will
be applied to a case of study, namely the position control of a DEA. For this
investigation, small-amplitude signals in the range of 0.2 mm will be considered
as desired trajectories. The linear control law will be applied and included in
an outer feedback position control scheme presented in [4]. The results will
show that the circuit performance, when controlled by the combination of
voltage and position control laws, is greatly improved and is comparable to
the performance of an off-shelf voltage amplifier, such as an UltraVolt. The
work in this chapter is also reported in the conference paper [3].

• Chapter 7: This chapter concludes the thesis by discussing some possible
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future research directions in the area of control of HV driving circuits for
DEAs.

This thesis has been developed in a collaboration between the Electrical and
Information Engineering Department of Politecnico di Bari, Bari, Italy, the Intelli-
gent Material Systems Lab and the Adaptive Polymer Systems group, both at Uni-
versität des Saarlandes, Saarbrücken, Germany. The theory and the experimental
results presented in this thesis have also been reported in the author’s conference
papers [1, 3] and in the journal paper [2]. The conference paper [1] introduces
an earlier version of the HV circuit proposed in this thesis, along with a control-
oriented mathematical model. Unlike the updated design, the HV circuit in [1] lacks
a discharging path for the capacitive load. The mathematical model describes the
relationship between input and output circuit voltages and reformulates the switch-
ing dynamics of the electrical network in an averaged context. The accuracy of the
derived dynamic model is validated through comparative simulations in LTSpice IV.
The journal paper [2] introduces the updated HV circuit design and its improved
control-oriented mathematical model. This revised design includes both charging
and discharging stages, and the model captures the circuit’s switching dynamics
between these phases. A thorough experimental campaign validates the model’s
accuracy across a range of input signals with different amplitudes and frequen-
cies, achieving a FIT% above 79% in all tests. The conference paper [3] explores
closed-loop positioning of a DEA, where the HV driving signal is produced by the
custom-designed electronics introduced in [2] and in this thesis. An inner voltage
control loop enhances the precision and bandwidth of the HV circuit, while an outer
position control loop is designed by modeling the controlled amplifier as a static
gain. Three control architectures are then experimentally compared, in which the
high-voltage command signal determined by the outer position controller is applied
to the DEA via:

1. The custom HV circuit operating in open-loop

2. The custom HV circuit with an inner voltage regulation loop

3. A commercial high-voltage amplifier.

Results show that the custom-developed HV circuit in combination with an inner
voltage loop represents an effective means to develop accurate and cost-effective
DEA motion control systems.
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Dielectric Elastomers (DEs)

This chapter aims to introduce general concepts related to Dielectric Elastomer
(DE) transducers. The class of soft material which DEs belong to will be described
in Section 2.1. The principle characteristics and the field of applications will be
discussed in Section 2.2. A list of several prototypes published in recent literature
will be also discussed. Section 2.3 provides an overview of actuators based on DEs.
Their functioning will be discussed as well as their applications and their need for
high-voltage power supply. Finally, in Section 2.4, an extensive literature review
will be conducted. This review will cover the description of DE systems, with a
particular focus on DEAs, highlighting their advantages and disadvantages. It will
also address the state of the art in high voltage circuits designed for capacitive loads,
their mathematical representations, and the control algorithms developed to date.

2.1 ElectroActive Polymers (EAPs)

ElectroActive polymers (EAPs) are a class of materials that exhibit significant
changes in shape or size when stimulated by an electric field. These materials
combine the properties of polymers with the ability to perform mechanical work,
making them ideal for a range of applications such as actuators, sensors, and artifi-
cial muscles. EAPs can be broadly categorized into electronic EAPs, which respond
through electronic mechanisms, and ionic EAPs, which involve the movement of
ions. Their versatility, lightweight nature, and ability to produce large strains make
EAPs a promising area of research and development in the field of smart materials
and devices. Electronic EAPs are categorized into electrostrictive elastomers, fer-
roelectric polymers, and Dielectric Elastomers (DEs) (Figure 2.1). Each of these
EAP polymers has its own advantages and disadvantages, making them suitable for
various applications. Below follows a brief description of each of them [5, 6]:

• Ionic EAPs

Ionic EAPs are materials that can generate displacement driven mainly by the
transportation of ions or solvents, or both under electrical stimulation.

– Polymer gels: Their actuation principle is based on the change in gel
volume, which depends on the ability of the gel network to absorb and
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Figure 2.1: Electroactive Polymer classification

remove the solvents under electrical simulations, for instance, shape dis-
tortion.

– Conductive polymers: The actuation mechanism is based on the mi-
gration of ions and solvents molecules between the electrolyte and poly-
mer during electrochemical reactions. One of their main characteristic is
the low operation voltage.

– Ionic Polymer-Metal Composites (IPMCs): IPMCs are composed
of laminated thin ionically conductive polymer film and two compliant
metal electrodes. They are characterized by low working voltages, light
weight, and low cost.

– Carbon Nanotube (CNT): Carbon nanotube-based ionic EAPs have
been developed based on traditional IPMCs to some extent, to overcome
the failures that characterize the traditional IPMCs, such as, large strain
resistance of metal in traditional IPMC and the low combination force
between the electrode and the electrolyte layer. The actuation principles
are based on the unique interactions between the CNTs and the polymer
matrix when subjected to an electric field.

• Electronic EAPs

Electronic EAPs material are electrically field active materials, due to the rear-
rangement of the electrostatic force (Coulomb force) on the polymer molecular
chain to achieve the expansion and contraction of the volume in each dimen-
sion. The conversion process is a physical process, including an electrostrictive
and Maxwell effect.
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– Dielectric elastomers: DEs consist of a soft, stretchable elastomeric
material sandwiched between two compliant electrodes. When subjected
to an electric field, electrostatic forces compress the elastomer, causing it
to expand in the plane perpendicular to the electric field. These polymers
are characterized by very high deformation capability, low weight, fast
response time, and high energy density. Thanks to their nature and
capabilities, DEs can be used as generators, sensors, and actuators.

– Electrostrictive polymers: Electrostrictive polymers have similar func-
tional properties to DEs. The distinction lies in their mechanism: Their
response is determined by the alignment of electrically induced crystal or
semi-crystalline structures within the material.

– Piezoelectric polymers: Piezoelectric polymers are materials that gen-
erate an electrical charge in response to mechanical stress, or conversely,
change shape when subjected to an electric field. These polymers possess
piezoelectric properties due to their internal molecular structure, which
allows them to convert mechanical energy into electrical energy and vice
versa.

– Ferroelectric polymers: Ferroelectric polymers are a class of materials
that exhibit spontaneous electric polarization. After the polarization,
a sufficiently large reverse electric field must be applied to reverse the
polarization, which leads to a large amount of energy being consumed.

– Liquid crystal elastomers: Liquid crystal elastomers are advanced
materials that combine the properties of liquid crystals with the flexibility
of elastomers. These materials can change shape in response to external
stimuli such as temperature, light, or electric fields due to their unique
molecular alignment and liquid crystalline order.

2.2 DEs: Feature and Applications

Dielectric Elastomers (DEs) are a subclass of EAPs renowned for their remark-
able ability to undergo substantial deformation when subjected to an electric field.
These materials are soft, flexible, and capable of converting electrical energy into
mechanical work, making them highly suitable for various applications, including
actuators, sensors, and artificial muscles. Dielectric elastomers are composed of a
polymer matrix sandwiched between two compliant electrodes. Common materials
used for the polymer matrix include silicone, acrylic, and polyurethane, chosen for
their high dielectric strength and flexibility. The compliant electrodes, often made
from carbon-based materials or conductive grease, must be capable of deforming
along with the elastomer without losing conductivity. A list of figures of merit of
the best DE transducers is reported in Table 2.1 [7].

One of the critical advantages of DEs is their ability to generate large strains
(up to 300%) and high energy densities, making them efficient at converting elec-
trical energy into mechanical motion. This high performance, combined with their
lightweight nature and relatively simple manufacturing processes, positions DEs as
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promising candidates for innovative applications in robotics, medical devices, and
adaptive structures as sensors, generators, or actuators.

A DE is essentially a compliant capacitor. When an external force is applied,
its capacitance changes according to the geometry. Indeed, the increasing electrode
area and the decreasing thickness of the dielectric cause the capacitance to increase.
This principle makes the DE suitable for capacitive sensors capable of measuring
displacement and force. When the membrane is deformed, the area increases, its
thickness decreases, and, if the membrane is incompressible, the volume remains
constant. Therefore, the overall capacitance increases.We also point out that the
principle that allows the use of DEs as sensors does not depend on Maxwell stress
but relies on the nature of the complaint capacitor. In [8], the capacitive sensing
capabilities of a sensor based on a circular membrane DE are investigated. The pro-
posed sensor, suitable for pump and valve applications, is experimentally validated
under mechanical loading conditions. Initial results of a dual sensing and actuating
DE system are also presented. In [9] DE sensor technology is applied to monitor the
leg motion of a diver. The goal was to accurately measure leg joint angles thereby
determining the position of each leg relative to the hip. The experimental setup and
results are also presented and discussed. More recently the work in [10] presents
a range of advanced designs for Dielectric Elastomer Sensors (DESs). It includes
an explanation of the operational principles of these sensors, detailing their perfor-
mance in terms of capacitance relative to deformation or applied load. Additionally,
the paper discusses the impact of sensor design on their characteristics, highlighting
methods to enhance measurement sensitivity. Among its characteristics, DE can
convert electrical energy into mechanical energy and vice versa. The transduction
mode employed in a DE can convert mechanical energy into electrical energy, making
DEs highly suitable for use as generators. The mechanism of dielectric elastomers
as generators relies on their ability to undergo significant mechanical deformation,
which induces changes in capacitance and generates an electrical potential when

Property
Value

Unit
Acrylics DE Silicone DE

Maximum actuation strain 380 120 [%]
Maximum actuation stress 8.2 3 [MPa]

Maximum frequency response > 50 > 50 [kHz]
Maximum energy density 3.4 0.75 [MJ/m3]
Maximum electric field 440 350 [MV/m]

Relative permittivity (@1 kHz) 4.5÷4.8 2.5÷3 [-]
Dielectric loss factor (@1 kHz) 0.005 < 0.005 [-]

Mechanical loss factor 0.18 0.05 [-]
Young’s Modulus 0.1÷3 0.1÷2 [MPa]

Maximum electro-mechanical coupling 0.9 0.8 [-]
Maximum overall efficiency > 80 > 80 [%]

Durability > 107 > 107 [cycles]
Operating range -10÷90 -100÷260 [◦C]

Table 2.1: Performance of best acrylic and silicone DEs [7].

10



Chapter 2

electrical charges are placed on the film. When the DE is allowed to relax, elastic
stresses in the film work against electrical field pressure, thus increasing electrical
energy. On a microscopic level, opposite charges on the two electrodes are pushed
farther apart as the film contracts and increases in thickness, while similar charges
are brought closer together as a result of the decreasing area of the elastomer, thus
increasing energy density. Electrically, these changes increase the voltage of the
charge, and the created energy can be harvested [11]. Moretti et. al presents an
overview of DE generators, such as the design of hardware architectures, power
electronics, and control, concerning the different application targets. The work [12]
focuses on studying the amount of energy that can be converted by using a DE
generator based on Very High Bonding (VHB) material. It shows that, by varying
material parameters, energy conversion can be increased above 1.0 J/g. On one
hand DE generators represent a great opportunity to develop soft, high-energy den-
sity generators, on the other they are subject to two major drawbacks: The current
setups necessitate rigid frames to keep the dielectric elastomer in a pre-stretched
condition, and achieving high energy densities has resulted in a shorter lifespan. In
[13] those two aspects are overcome by creating a self-supporting stacked generator
configuration which does not require a rigid frame. Furthermore, to ensure sus-
tainable power generation, they introduce a mathematical model for designing the
generator’s electronic control, which optimizes energy output.

The generator mode is the reverse of the actuator mode. Dielectric elastomers
in the actuator mode convert electrical to mechanical energy because the electric
field pressure acts to exert work on the material and load. Electrically, the actuator
mode brings opposite charges close together and like charges further apart as the
film contracts in thickness and expands in area. The operation and characteristics
of DEAs are described in detail in the following section.

2.3 Dielectric Elastomer Actuators (DEAs)

Among the actuators that leverage electrostatic forces to achieve large strains and
high energy density, Hydraulically Amplified Self-healing Electrostatic (HASEL),
DEAs, and zipping actuators are gaining more notoriety. HASEL actuators are
stretchable, soft artificial muscles, with self-healing properties and muscle-like per-
formance. They have, with 70 J/kg, greater specific energies than natural muscle,
and have achieved specific powers of 614 W/kg and linear strains of 124%. HASEL
actuators comprise a stretchable dielectric shell that is coated with compliant elec-
trodes and filled with a liquid dielectric. Upon electrical activation, they expand in-
plane. Two mechanisms of deformation are observed: elastic stretching of the shell
and electrohydraulic “zipping”, where the electrodes progressively come together
[14]. The electrostatic forces are determined by the Maxwell pressure, P ∝ ϵE2,
where ϵ is the dielectric permittivity and E is the magnitude of the electrical field.
This pressure forces fluid into the uncovered portion of the pouch, causing this re-
gion to transition from a flat cross section toward a more circular one. Because the
shell is inextensible, this transition results in linear contraction of the actuator. The
theoretical maximum strain is ∼ 36% in the contracting area [15]. The activation
voltage reaches values around 8−10 kV. Thank to their high force output and rapid
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Figure 2.2: Operating principle of a DE actuator. (a) The actuator is in its initial
condition since no voltage is applied; (b) Voltage vDE is applied, causing the conse-
quent area expansion and thickness reduction of the actuator.

response times, HASEL actuators are used in various applications such as artificial
muscles, adaptive optics, and soft robotic systems. Among the electrostatic actua-
tors, we can allocate the zipping actuators. This actuators consists of a single soft
electrode attracted by the electrostatic force toward a fixed one. Zipping actuators
allow reaching both high forces and large stable displacements at low voltages thanks
to the use of a few µm thick high-quality rigid dielectric onto which a conducting
flexure (usually silicon) is unrolled or zipped. Indeed, these actuators operate by
applying a voltage across the layers, causing them to attract each other and ”zip”
together, resulting in precise and controlled motion. This mechanism allows for
high-speed actuation and fine-tuned positioning, making zipping actuators ideal for
applications requiring rapid, precise movements such as Micro-Electromechanical
Systems (MEMS), adaptive optics, and haptic devices [16].

DEAs represent a promising and innovative class of soft actuators, distinguished
by their lightweight, high energy density, and remarkable flexibility. At the core of
DEAs is a dielectric elastomer, typically a soft polymer, sandwiched between two
compliant electrodes. In this work, it is considered a DEA based on silicone mem-
brane as soft material, namely the commercially available Wacker Elastosil®2030
[17] with a thickness of 50 µm, and Carbon Black for the electrodes. When a voltage
is applied to the electrodes, charges flow from one electrode to the other through an
external circuit. The combination of attractive electrostatic forces between charges
on opposite electrodes and repulsive electrostatic forces between charges of equal
sign on the same electrode result in a membrane squeezing, which causes a reduc-
tion in thickness and a consequent expansion in area. The operating principle is
shown in Fig. 2.2. The equivalent compressive stress induced by the electric field is
known in the literature as Maxwell stress [7] and is given by

σMax = −ε0εrE
2, (2.1)

where σMax is the Maxwell stress, which is proportional by the void permittivity
ε0 and the elastomer relative permittivity εr to the square of the electric field E
resulting from the application of an external voltage. The Maxwell stress’ sign is
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always negative as the film is being compressed. Eq. (2.1) represents the electro-
mechanical transduction principle of a DE and puts also in evidence its nonlinear
nature. By replacing the electric field E with the ratio between applied voltage vDE

and the membrane thickness z, equation (2.1) can be rewritten as follows:

σMax = −ε0εr

(︂vDE

z

)︂2
. (2.2)

From equation (2.2) it can be seen that the electrically induced stress is proportional
to the square of the applied voltage. From the Maxwell stress in (2.2) a simple model
for DEA can be derived [18] by assuming that the material behaves as a linear spring.
The stress and the strain in the thickness direction denoted as σz and εz respectively,
are related by

σz = Y εz, (2.3)

where Y is the Young modulus of the material. The actual thickness z can be
expressed as a function of the not-deformed thickness z0 and the thickness strain as

z = z0(1 + εz). (2.4)

By assuming σz = σMax and replacing (2.3) and (2.4) in (2.2) we obtain

Y εz = −ε0εr

[︂ vDE

z0(1 + εz)

]︂2
. (2.5)

For small deformations (|εz| << 1), equation (2.5) can be approximated to

εz = −ε0
εr
Y z20

v2DE. (2.6)

Furthermore, the thickness strain εz can be expressed in terms of the in-plane strain
εx (assuming isotropic and small deformation, that εx = εy) by using the incom-
pressibility assumption (which is typically true for DE material) as

(1 + εx)
2(1 + εz) = 1. (2.7)

If deformations are small, equation (2.7) can be approximated as

εx = −νεz, (2.8)

where the Poisson’s ratio is ν = 0.5. The relationship between voltage and in-plane
strain results then in

εx = 2ε0
εr
Y z20

v2DE. (2.9)

Equations (2.6) and (2.9) describe the basic behavior of a DEA operating in con-
traction (εz < 0) and expansion mode (εz > 0). They highlight the fact that a larger
strain can be obtained for the same voltage if the material permittivity is large and
both Young modulus and initial thickness are small. In practice, the thickness z0
cannot be reduced arbitrarily because doing so would increase the electric field to
levels nearing the material’s dielectric strength, thereby compromising system sta-
bility. Additionally, a smaller thickness would complicate the manufacturing process
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Figure 2.3: Force-Displacement characteristic of a SIP DEA.

and reduce the material’s lifespan. The relative permittivity εr and the Young mod-
ulus Y can be tuned during the manufacturing process of the material, up to certain
limits. However, decreasing the material stiffness leads to less actuation force, while
increasing the permittivity results in an increase of the capacitance with a conse-
quent increment of both power requirement and electrical response time.

In the case of membrane DEAs, one possible way to increase the stroke consists
of pre-loading the polymeric film with a mechanical biasing system. Moreover, it is
important to mention at this point that for a DEA characterized by Y = 1MPa, εr ≃
3 and z0 ≃ 50 µm voltage levels of several kV are requested to achieve significantly
large strain. Fig. 2.3 shows the mechanical characteristic force-displacement of
a Strip In-Plane (SIP) DEA when the actuator is subjected to vDE = 0 V and
vDE = 3000 kV and no bias is coupled. It represents a graphical method in steady-
state to determine the actuation stroke. At equilibrium, the DE membrane force
must be equal to the biasing force, therefore the intersections between the DE curves
and the biasing characteristics determine the achievable stroke. When no bias is
applied, i.e. no load applied, it is easy to notice that no stroke is created since
the intersection between the DE curves and the bias curve is on 0 N. Instead, if
the DE is loaded with a bias system, the actuator generates a certain stroke which
differs depending on the bias system used. Fig. 2.4 gives an overview of a DEA
system, i.e. a SIP DE loaded with a mass, a Linear-Bias Spring (LBS), and a
Nonlinear-Bias Spring (NBS) respectively. If the membrane is loaded with a mass
(constant force), the membrane exhibits a stroke which depends on the applied
weight. As the DE curves tend to separate more as the force increases, larger
masses usually lead to larger strokes. However, increasing the stroke by applying a
large mass is not always an optimal approach, since larger masses require space and
tend to increase both response time and oscillations. An alternative is the use of a
linear spring. By tuning its stiffness and the pre-deflection, it is possible to change
the slope and the offset of its mechanical characteristic, so tuning the achievable
stroke. However, neither a mass nor a linear spring can exploit the large strain
of the material, as the resulting displacement is usually only a small fraction of
the overall deformation range. A large actuation stroke can be obtained by using
an element whose mechanical characteristic fits between the DEA’s curves, so an

14



Chapter 2

Figure 2.4: DEA performance for different kinds of mechanical biasing system. (a)
Bias: Mass; (b) Linear-Bias Spring; (c) Nonlinear-Bias Spring.

element characterized by a ”negative stiffness”. The first model and experimental
validation of such an element was made by Hodgins et al. in [19]. In this work,
the NBS was coupled to a Circular Out-of-Plane (COP) DE. Later, an experimental
comparison of the three different bias systems paired to a COP was carried out and
presented in [20], while in [21] the system SIP + NBS is realized and characterized.
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2.4 Literature review

This section will provide an extensive literature review on DEAs, HV circuits for
capacitive loads, and the mathematical models and control algorithms developed for
these systems.

2.4.1 Literature review on DEAs

Other than high deformation and low power consumption, the main advantages of
DEAs are their flexibility and scalability, which enable the manufacturing of sev-
eral actuator configurations. The actuation principle described previously for an
elementary membrane can be further extended and characterized for many possible
geometries, generating a large variety of actuation modes [22, 23]. Several DEA con-
figurations have been proposed in recent literature, including diaphragm actuators
[24], helical actuators [25], bimorph actuators [26], circular actuators [27], roll actua-
tors [28], cylindrical actuators [29], out-of-plane actuators [20], rotary actuators [30],
and stacked actuators [31]. Several prototypes of DEA devices have been proposed
for a large variety of applications, ranging from standard industrial ones, like robots
or valves, to less conventional ones, like tunable lens elements and loudspeakers.
In the following, some notable examples of DEAs presented in recent literature are
shortly presented.

In [32] an electronic-free dielectric elastomer oscillator driving a bio-inspired
robot is presented. The robot mimics the crawling of a caterpillar and the DEAs
are integrated as artificial nervous system. Thus, all functional and supporting parts
of the robot are made of polymer material and carbon. The design and validation of
a cone DEA driving a pneumatic diaphragm pump are presented in [33]. Compared
to the pumps in literature, the proposed pump achieves the maximum pressure and
flow rate while requiring at the same time the smallest amount of voltage. The
work [34] presents optical lenses driven by DEA with tunable focal lengths. The
authors show that this tunable lens exhibits a 29% change in focal length from 33.6
mm to 26.1 mm under a dynamic driving voltage signal. Finally, different acoustic
applications have been developed based on DEA. An example of the design and
validation of such actuators is presented in [35]. The high deformation capability of
these actuators depends also on the applied voltage. As mentioned above, to achieve
significant mechanical strokes, a high voltage of around 1− 3.5 kV for a membrane
of 50 µm thickness is required. This latter represents the major limitation of DE
technology in actuator applications.

2.4.2 Literature review on HV circuits

The high voltage needed to actuate DEAs represents one of their most critical as-
pects. For commercial DE membranes with thickness within the range 20− 50 µm,
such as the Wacker Elastosil®2030 [17], the typical voltage ranges are between 1
and 3.5 kV, and up to 5 kV in some particular cases [36], while the current is in the
order of µA. HV control of DEAs is usually achieved via off-the-shelf amplifiers [37,
38], featuring a DC output of up to 20 kV. However, such devices are generally meant
for laboratory purposes, as they are bulky, heavyweight, and expensive (on the order

16



Chapter 2

of several thousands of $). Designing circuits for capacitive loads, such as DEAs, is
demanding due to the need to manage voltage stability, reactive power, frequency
response, energy losses, switching transients, and control complexity. Addressing
these challenges involves careful component selection, advanced control techniques,
and robust design practices to ensure reliable and efficient operation. Addition-
ally, the design of driving circuits, which generate the required driving high-voltage
signals in a cost- and size-effective way, is challenging.

In literature, many examples are given of HV circuits designed for capacitive
loads, such as piezoelectric actuators, HASEL actuators, and DEAs. To enable peak-
to-peak actuation of piezocomposite devices to perform shape control of structures,
Bilgen et al. in [39] developed a solid-state electrical circuit employing diodes and
resistors. The circuit allows a single bipolar amplifier to control a bimorph composed
of two piezoceramic composite actuators known as Macro-Fiber Composite (MFC),
which has an asymmetric actuation range of −500 to 1500 V. The work characterizes
the circuit experimentally, showing the input/output voltage relationship. In [40]
an efficiency-improved power amplifier derived from a complementary class B stage
is proposed. The circuit was developed to drive piezoelectric motors. It uses an
additional capacitor to recover up to one half of the charge stored in the actuator
whenever the actuator is being discharged. In the experiment, a power-loss reduction
of 47% was achieved in comparison with a class B stage. Mitchell et al. in [41]
present a 10-channel high voltage power supply, which independently addresses each
channel up to 10 kV. The circuit is characterized by a relatively small size and
low weight, and it employs an high voltage amplifier to reach such high voltage
levels. An experimental campaign was carried out, where the electronic powered
an array of HASELs. The output of the circuit reaches 8 kV while powering a
5 nF actuator. Moreover, an high gain converter for driving HASEL actuators is
developed in [42] . The circuit topology employs a unique hybrid combination of
a high-gain switched magnetic element and a diode and capacitor-based voltage
multiplier rectifier to enable compact magnetic elements, and adjustable output
voltage capability with simple duty-cycle modulation. The work [43] proposes and
validates topologies of dual coupled inductor hybrid converters that are capable of
supporting high conversion ratios up to ∼ 2700X and output voltage up to ∼ 4–9
kV from a very low voltage supplied. It consists of two pulse current sources and
a diode-capacitor-based voltage multiplier rectifier. From 3.3 V in input, it can
generate an output voltage up to 9 kV.

The state-of-the-art electronics so far presented have been specifically developed
for either piezoelectric or HASEL actuators, each with distinct requirements. Piezo-
electric actuators typically require moderate voltages (a few hundred volts), making
the associated electronics unsuitable for DEAs, which require much higher operat-
ing voltages. Conversely, HASEL actuators generally demand very high voltages,
often exceeding 6 kV. In contrast, DEAs usually do not require such extreme volt-
age levels. In [44] a pulsed transformer gate driver is used to drive series-connected
MOSFET generating up to 16 kV and 200 mA drain current. At those high voltage
levels, a drastic voltage unbalance is revealed upon the MOSFETs. To overcome
this problem, a balancing method using additional capacitors was proposed and val-
idated. As proof of concept, a half-bridge bidirectional converter was designed from
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this switch technology and drove an actual stacked DEA of 200 µm at 16 kV. The
realized switch can generate very high voltage at the expense of cost and size of the
circuit. Indeed, the used MOSFETs are bulky and expensive compared to the price
of the overall actuator. The work in [45] focuses on a novel power converter that can
efficiently drive DEAs. The DC/DC high-gain boost stage achieves output voltage
levels up to 600 V, which makes the circuit unusable in high-capacitance DEA. Fur-
thermore, the specialized components and advanced external control mechanisms
may lead to higher initial costs, which could be a barrier to widespread adoption
in cost-sensitive applications. In [46] a linear amplifier was developed, capable of
providing a high-voltage single-ended output for capacitive loads of 20 − 50 pF.
The circuit consists of a ladder of twelve high-voltage MOSFETs controlled ana-
logically. Small-signal performances (input signal of 10 mV) are examined for a
load equal to 50 pF, showing the capability of the circuit of generating an output
voltage with a gain that varies only by ±0.5 dB around the value of 50 dB up to
1 MHz. Despite those satisfactory results, this circuit presents some limitations.
Above all, distortions in the signal are evident for higher values of high voltage and
the losses generated by the high-voltage MOSFETs cannot be neglected. For more
industrial applications, S. Schlatter et al. [47] developed the so-called ”Peta-pico-
Voltron”, a low-current high-voltage power supply for DEAs. The electronic can
generate up to 5 kV in DC and AC mode with a frequency range between 1 mHz
and 1 kHz. The main protagonists of this electronic are the EMCO module used as
high-voltage DC-DC converter and the optocouplers as fast output switch. Thus,
it is evident that the cost of the electronic is 100 times more than the actuator.
Generally, it is a common practice to use transformers on high-voltage circuits to
ensure electrical insolation capabilities, AC operation modes, and high-frequency
applications. In [48], the author presents a current-fed push-pull parallel inverter
specifically tailored for efficiently driving capacitive loads. The key aspects of this
work include the development of a sinusoidal power source that can automatically
adjust its parameters to maintain optimal performance, even when the load char-
acteristics change. The power source can dynamically adjust its output to adapt
to variations in the capacitive load, ensuring consistent performance and efficiency.
The self-adjusting mechanism and control algorithms add complexity to the design
and implementation of the power source. This complexity can make the system
more difficult to design, build, and troubleshoot. For applications where high power
is required, R. P. Massey et al. developed in [49] a DC-DC single-ended half-wave
transformer-coupled converter. The circuit can generate 130 Watt at 1800 V with
an efficiency of 82 %. The disadvantage of this electronic is the lack of an active
discharging path for the load. Indeed, the only path is a high-ohmic resistor.

The most common configuration for high-voltage circuits is the Flyback con-
verter, since it guarantees electrical insulation as well as the generation of high-
voltage with a minimal number of components. In [50] a high-voltage DC-DC con-
verter topology for bi-directional energy transfer between a low-voltage DC source
and a high-voltage capacitive load is described. The circuit can convert 24 V into
2.5 kV and discharge it to 0 V. The converter operates with 80 − 85 % charging
and 70− 75 % discharging energy efficiency. The downside is the high-voltage 4 kV
MOSFET. This latter is quite delicate, thus a careful design of the circuit is required
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to avoid damaging the MOSFET, and the cost of such a component is not negligible.
The work of Mottet et al.in [51] shows that a design reducing key parasitic capaci-
tances of the coupled inductor combined with the use of stacked MOSFETs on the
secondary side of a bidirectional flyback allows the converter to supply 7 kV to a
capacitive load from a 12 V power supply. The power stage has been experimentally
validated while driving a planar DEA of around 2.4 nF. It shows that it is possible
to reach the 7 kV with a rising time of 7.5 ms and efficiency of 58 %, and back to
0 V with a falling time similar to the rising and efficiency of 54 %. The problem of
this electronic is the amount of noise in the output signal. It is shown a noise level of
600 V over 4 kV, probably due to the switching behavior of the stacked MOSFETs.

2.4.3 Literature review on modeling of HV circuits

High voltage circuits presented in literature still face several unresolved challenges.
One significant issue is generating high voltage while maintaining a compact and
cost-effective design. Many current solutions require large, expensive components
that are not suitable for applications where space and budget constraints are criti-
cal. Additionally, the quality of the output signal often suffers from excessive noise,
which can impair the performance and precision of the actuators. This noise issue
is particularly problematic in applications requiring smooth and accurate actuation.
Moreover, the complexity of existing HV circuits is another open problem. These
circuits often involve intricate designs and numerous components, leading to in-
creased chances of failure and making them difficult to troubleshoot and repair. As
a result, there is a clear need for simpler, more robust high voltage circuit designs
that can provide clean, stable signals and provide an adequate discharging stage for
the load, both without significantly increasing size or cost. Addressing these issues
is essential for advancing the practical use of DEAs.

In literature, many mathematical models have been developed for different high-
voltage circuit topologies. The work in [52] presents a Hamiltonian representation of
different switching power converters, including boost, buck, and flyback converters.
In [53] a Dual Active Bridge (DAB) and its mathematical model representation
are presented. The circuit contains two full-bridge semiconductor circuits in H-
configuration connected through a transformer and an inductor. The developed
model predicts the circuit’s behavior at each switching period, assuming the phase
shift of the current in the DEA as input and the average value of the same current
as output.

Among all the circuits introduced in the literature, the closer in design to the
HV circuit proposed in this work is the flyback converter. Therefore, more attention
is given to the modeling approaches of this circuit. An analytical switching cycle
modeling of a bidirectional high voltage flyback converter for capacitive load is
developed in [54]. The circuit presents a charging and a discharging stage modeled
separately. First, an estimated model is achieved, by neglecting the effect of core
loss of the transformer. Afterwards, an accurate model that includes the effect
of core loss and the parasitic elements is developed. The analytical model well
represents the behavior in one switching cycle for both the charging and discharging
stages. Finally, the models have been separately experimentally validated. Other
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examples of modeling analysis of flyback converters are given by [55, 56]. The
authors present two different equivalent models of flyback transformer, based on the
mechanism that the primary and the secondary currents of the converter do not
appear at the same time. The analysis is developed in both continuous conduction
mode and discontinuous conduction mode. An equivalent model of the transformer
is used for theoretical calculation as well as for simulations. The models have been
validated in simulation and experimentally. Ravi et al. in [57] present an energy-
based model for a flyback converter feeding a resistive load. It is known that one
of the dominant factors that influence these converters’ operation is the parasitic
capacitance since a significant portion of the input energy is utilized in charging the
parasitic capacitances of the circuit, which is circulated back to the source at the
end of every switching cycle. This energy transfer phenomenon involving parasitic
capacitances results in less energy reaching the load in every cycle. The model
proposed by the authors includes parasitic capacitances and exploits the latter to
achieve zero voltage switching, thus minimizing the turn-ON loss. The model is
validated in simulation and experimentally for resistive loads.

Besides the switching mathematical representation of those circuits, other models
have been developed based on different techniques, such as averaging and lineariza-
tion. The work in [58] presents two average-value models including the conduction
losses and using the circuit averaging and the state space averaging approaches, re-
spectively. The models are verified for large signal time-domain analysis transients
and small-signal frequency-domain analysis in continuous and discontinuous con-
duction modes. In [59] an average model of a flyback converter is developed only for
continuous conduction mode. In [60] a dynamic model for a single-stage single-switch
parallel boost-flyback converter is developed by the linearization of its large signal
equations. The author will overcome the modeling uncertainty due to the variation
of the operating point of the circuit by controlling the system in closed-loop. Irving
et al. presented in [61] a small-signal model of a variable-frequency flyback con-
verter. An average model is first developed and then linearized by considering only
ac-signals contribution in the average model equations. Another example is given
in [62], where a small-signal model is derived for a second-order flyback converter.

Although modeling of high voltage driving circuits for DEAs has been addressed
in the literature, no author has investigated control-oriented modelling of the cir-
cuitry here proposed, to the best of our knowledge.

2.4.4 Literature review on control of HV circuits

As DEAs exhibit complex nonlinearities, feedback controllers are useful to handle
these complex phenomena. In literature there are several examples of controllers
developed to improve the operation of DEAs.

In [63], a Proportional-Integral-Derivative (PID) closed-loop voltage control sys-
tem with quasi-digital characteristics is designed to regulate the actuation voltage of
a DE actuator constructed from 3M VHB 4930. The feedback control system inte-
grates an embedded sensing mechanism to measure capacitance and current inputs
derived from the actuation signal output. This quasi-digital PID control method
effectively oversees the analogue/Pulse Width Modulation PWM applied voltage
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to precisely manage the voltage across the DEA. Experimental validations confirm
the feasibility of using the DE actuator in practical applications. In their work on
a positioning system based on DEAs in [64], Rizzello et al. formulate a detailed
nonlinear model that accurately characterizes the intricate dynamics of the system.
Subsequently, the research proposes a model-based controller tailored specifically to
achieve precise tracking of step signals across a spectrum of amplitudes. Central
to their controller design is a novel nonlinear PID configuration, which represents
a fusion of a conventional linear PID controller cascaded with a square root term.
This innovative structure is strategically devised to effectively mitigate the inher-
ent nonlinearities of the actuator’s response, influenced by the quadratic nature of
the applied voltage. In their pursuit of converter control, the study in [65] intro-
duces a PWM controller tailored for a flyback converter predominantly operating
in Discontinuous Conduction Mode (DCM). The controller’s parameters are metic-
ulously tuned to steer the converter towards critical conduction mode operation.
Central to this approach is the strategic utilization of high and low power pulses
to achieve precise regulation of the output voltage. In [66] and [67] a primary side
control for flyback converters is realized. The first developed a primary side control
suitable for both discontinuous and continuous conduction modes. The controller
is implemented on micro controller. The second work presented a constant cur-
rent digital control method for an active-clamp flyback converter. The converter
operates in DCM mode, employing a modified active-clamp technique to achieve
soft-switching. Addressing nonlinearity in secondary diode current via primary-side
regulation, the paper introduces an output current estimation algorithm based on
the charge balance principle. The work in [68] and [69] proposed a digital control
scheme for bidirectional flyback converter. Xu et al. in [68] developed a digital
controlled sampling method to sample the output voltage in DCM and Continu-
ous Conduction Mode (CCM). The algorithm is based on a digital ramp sampling
method and it aims to the improvement of constant voltage accuracy. In the work
[69] a digital controller is developed to improve the efficiency and charge/discharge
speed using the valley switching technique during both charge and discharge process.
The work [70] outlines a detailed design of a sliding-mode controller for flyback con-
verters, emphasizing the formulation of the sliding surface and the development of
tests for transversality, reachability, and equivalent control. The controller’s design
integrates considerations such as perturbation magnitude, period, and maximum
switching frequency. Moreover, to ensure the attainment of the reachability test, a
filter is incorporated into the design process to limit this derivative. In [62] a sliding
mode controller is designed to regulate the output voltage of DC-DC flyback convert-
ers in response to line, load and set point variation. The controller is implemented
using voltage and current error to get regulated output voltage and better dynamic
response. The closed-loop system is validated in simulation and results show that
the sliding mode controller provides regulated output with low steady state error.
Hoffstadt and Maas in [71] utilizes the flyback converter’s unique capability of pro-
viding nearly constant power for charging and discharging purposes, employing a
sliding-mode control strategy for position control. Initially, a two-point controller is
developed and later expanded into a three-point controller with hysteresis to notably
reduce switching frequency. To enhance control performance and energy efficiency
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further, an adaptive approach is implemented for inner power converter control,
adjusting the hysteresis thresholds of the three-point controller accordingly. Exper-
imental validation using a prototype silicone DE stack actuator and bidirectional
flyback converter confirms that the adaptive three-point controller achieves high
dynamics and accuracy with increased efficiency, thanks to significantly minimized
switching frequencies.

In this work, we present a novel HV driving circuit for DEAs composed of two
stages, namely the charging and discharging stages. The first consists of a reso-
nant converter and a Greinacher doubler-rectifier element coupled via a transformer.
Each stage is described in detail in Chapter 3.1. To predict and optimize the DEA
system’s behavior under various operating conditions, developing a mathematical
model for the driving electronic is crucial. This enables precise control strategies to
be implemented, ensuring the actuator’s performance is accurate and consistent.
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High Voltage circuit (HV circuit)

This chapter will introduce and discuss the developed HV driving circuit for DEAs.
A general description of the circuitry design will be given in Section 3.1. Following,
Sections 3.2 and 3.3 will describe in detail the circuit stages, namely the charging
and discharging stages, respectively. The design of the circuit is reported in the
conference author’s paper [1].

3.1 Circuitry design

In this section, the design of the proposed HV circuit is discussed. To effectively
amplify a low-voltage DC input of 0 - 6 V by a factor of 500, and send the resulting
signal to the DEA, a DC-DC converter concept is required, ensuring a charging and
discharging path for the capacitive load. Figure 3.1 and 3.2 show the schematic and
a picture of the discussed HV circuit, respectively. The circuit specifications are the
followings:

• Input voltage: 0 to 6 V DC

• Input power: up to 0.12 Watt

• Control input signal: Two PWM signals, one aimed to control the charging
stage, the second to control the discharging stage

• Output voltage: 0 to 3000 V

• Output current: up to 200 µA

• DC-DC gain: 500

• Noise level: 1% over 3000 V

• Open-loop bandwidth: up to 40 Hz

• Dimensions: 130 mm × 50 mm

• Weight: 48 g
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The PWM signals are generated via microcontroller and enable to drive the cir-
cuit with only DC low-voltage and control it digitally. Indeed, the PWM signals
modulate at 15 kHz the input trajectory, i.e. modulating signal, ensuring that the
output voltage follows the desired pattern. The circuit consists of a cascade of a
charging and a discharging stage. A microcontroller interface, consisting manly of a
half-bridge driver, is needed to power and control the circuit. Indeed, the stages can
be switched on and off by the microcontroller interface and a transistor T3 driven
by the two complementary PWM signals. The charging stage includes a resonant
converter and a doubling-rectifying circuit, denoted as Greinacher circuit, coupled
together through a three-coil transformer TR. This topology has the advantage of
modularity since more stages of Greinacher circuit can be included, giving the possi-
bility of reaching theoretically any output voltage. In this work only one Greinacher
circuit is considered, making the maximum achievable output voltage equal to 3000
V. The transformer has a primary coil made by the two coils, Lp1 and Lp2, on a
common core, a secondary coil, Ls, and a feedback coil, Lfb. Between Lp1 and Lp2

a center tapping provides the supply to TR. The turn ratio between the primary
and secondary coil is 1 : ns, with ns = 100, while it is 1 : nfb, with nfb = 0.25,
between the primary and feedback coil. The discharging stage is realized by the
series of 6 medium-voltage MOSFETs, M1, . . . , M6, followed by a transistor, T3,
which allows the DEA current to flow in a low ohmic resistor so that the discharging
time becomes small (on the order of µs). The two PWM signals driving the two
stages must be perfectly synchronized and complementary, to avoid the discharging
and charging stages leading simultaneously and the DEA would not have enough
current to reach the desired voltage.

Figure 3.1: High voltage circuit schematic

The basic principle of this HV circuit is the charging and discharging of the
capacitive load, namely the DEA. The corresponding stages are shown in Fig. 3.1:
the charging stage in the orange dashed box, while the discharging in the yellow
dashed box. It is important to note that those two stages can never simultaneously
lead. On the contrary, they must be perfectly synchronized to ensure the correct
generation of the high voltage without creating current loops. This is guaranteed
by the signals PWM and 1-PWM.
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Figure 3.2: High voltage circuit

Compared to the HV circuits in literature, the proposed HV circuit provides a
charging and a discharging path for the load, maintaining the number of components
and the size, as well as the cost, of the circuit very low. Thanks to the combination
of resonant converter, transformer, and voltage doubler and rectifier circuits, the
electronic is characterized by a high gain. In addition, its modular structure allows
to reach higher voltage (up to 4500 V), by adding few components. Furthermore,
the microcontroller interface allows the possibility to control the circuit digitally.

3.2 Charging stage operating principle

The HV circuit is designed ad-hoc to drive capacitive loads, such as DEAs. There-
fore, it is important to charge the load efficiently to decrease the losses. Thus, this
work proposes a combination of a resonant circuit and a voltage doubler-rectifier cir-
cuit, connected via a three-coil transformer. During the charging phase, the PWM
signal on the half-bridge driver is high, while the complementary signal 1-PWM is
low.

3.2.1 Resonant circuit

A resonant circuit, also known as a tuned circuit, is an electrical circuit that consists
of inductance and capacitance connected to allow the circuit to oscillate at a par-
ticular frequency, called the resonant frequency. The resonant circuit in question,
shown in Fig. 3.1 in the violet box, is a parallel of the capacitor C1 and the primary
side of a three-coil transformer TR on a common core. The primary coil has a
center tapping that provides the power supply to TR and divides the coil into two
parts, Lp1 and Lp2. The resonant circuit is characterized by the following resonant
frequency

fr =
1

2π
√︁

LpC1

, (3.1)
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Figure 3.3: Behavior of the resonant circuit’s main quantities of interest during the
charging phase.

with Lp = 2Lp1+2Lp2. The input current, which is filtered by the input inductance
L1, is minimum at the resonant frequency, as most of the current flows through
the inductance and capacitor branches. At resonance, the impedance of a parallel
resonant circuit is at its maximum, while below and above the resonant frequency,
the impedance decreases, and the current increases. The voltage drop over resistor
R1 and the small voltage over the feedback winding, induced accordingly to the
turn ratio primary-feedback coil 1 : nfb with nfb = 0.25, trigger the two transistors
T1, and T2, thus keeping the circuit in resonance. Therefore, the two transistors
work alternately. When the oscillation circuit is activated, the resulting sinusoidal
voltage on the capacitor vC1 is transferred to the secondary side according to the
corresponding turn ratio primary-secondary coil 1 : ns with ns = 100, generating
the voltage vsec. The voltage overshoot, as well as the frequency and the current
within the resonant circuit mainly depends on the pairing of coil and capacitor. A
small capacitor results in a higher voltage overshoot and therefore generates a higher
output voltage, but also a lower output current. In reverse, a large capacitor results
in a lower output voltage, but is capable of driving higher loads. This concept only
requires five components, thus keeping the system complexity low. In Fig. 3.3 a
simulation of the resonant circuit during the charging phase is reported, showing
the behavior of vC1, and vsec when an input voltage vin = 3 V is applied. Such a
simulation was made in the OrCAD Capture software.

3.2.2 Greinacher circuit

The voltage generated at the secondary side of TR cannot be directly applied to the
DEA for two main reasons:

1. The amplitude of the signal does not fall within the useful voltage range for
driving DEAs. Indeed, they need mainly a supply voltage between 1−3.5 kV.

2. The signal frequency is too high. To appreciate the movement of the actuator,
the frequency should be below a couple of kHz.
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Figure 3.4: Greinacher circuit. (a) Qualitative behavior; (b) Simulation results.

For those reasons, it is necessary to rectify and double the voltage vsec. This work
exploits a particular design called the Greinacher circuit, shown in Fig. 3.1 in the
blue box. This circuit consists of diodes and capacitors. In the case of study of this
thesis, the second capacitor is exactly the DEA. Furthermore, SF1600 high-voltage
diodes are used; since the breakdown voltage of those diodes is 1600 V, they are
placed in series to handle the 3000 V needed by the actuator.

The input voltage is the output voltage of the resonant circuit, so the alternating
voltage vsec. During half the positive half-wave of the input voltage, D1 and D2

remain off while D3 and D4 conduct. The input voltage is divided between the two
capacitors in equal parts. During the second half of the positive half-wave, the input
voltage decreases: D3 and D4 remain off and the two capacities remain charged at
Vp/2. As long as the input voltage is greater than the voltage at C2 capacitor heads,
D1 and D2 are off-limits. As soon as the input voltage is equal to the value of
the voltage at the capacitor C2, D1 and D2 conduct. The voltage vC2 follows the
input voltage until the first half of the negative half-wave. After passing the first
negative peak of the input voltage, D1 and D2 polarize inversely and the voltage
on C2 is vC2 = −Vp and vD1,2 = vsec + Vp. Finally, after the second positive peak,
vsec = VP , the output voltage vDEA remains permanently anchored to the value
vDEA = 2Vp. The qualitative behavior of vC2, vD1,2 and vDEA is shown in Fig. 3.4
(a), while simulation results are shown in Fig. 3.4 (b). To better appreciate the
qualitative shape of the circuit response, a resonance frequency fr = 6.62 kHz was
chosen for simulation purposes only. To achieve such a frequency, parameter C1 was
chosen equal to 12 mF, since the value of Lp is strictly dictated by the choice of the
transformer (cf. equation (3.1)). It is pointed out, however, that the true value of
the resonance frequency used in the circuit is equal to fr = 54 kHz.
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3.3 Discharging stage operating principle

When the load of a circuit is capacitive, it is important to guarantee a discharging
path for the load itself. Among the many reasons that explain the importance of
a discharging stage, the ones more outcoming involve energy saving. Indeed, the
leakage current of the DEA can result in gradual energy loss over time without a
discharge path. A controlled discharge path helps manage and mitigate this leakage.
Furthermore, in power supply circuits, appropriately discharging capacitors can help
improve energy efficiency by ensuring that energy is not wasted.

The discharging stage presented in this work (Fig. 3.1, yellow dashed box)
consists of the combination of the Greinacher circuit and a discharging circuit. The
input voltage of this stage is vsec, which is considered equal to 0 since the charging
and discharging stages cannot lead at the same. There are two possibilities for
unloading a capacitor, passively or actively. Both are better described below.

3.3.1 Passive discharging circuit

Passively discharging a capacitor means providing a high-ohmic path for the current
to go through so the load can discharge itself. In this case, a high-ohmic resistor is
the easiest choice, placed in parallel to the load. A high value of the resistance is
necessary to avoid the flow of unwanted currents during the charging phase of the
load. Despite the easy implementation, this solution does not allow for control of the
discharging time of the load, thus the name ”passive”. Indeed, the discharging time
is dictated only by the capacitance value of the load and the value of the resistor.
The higher the resistance, the less current would flow in during the charging phase
but the greater the discharging time constant. In this work, a discharging resistor
Rdis,p = 30 MΩ is considered. For a DE with nominal capacitance CDEA = 600 pF
(usually the capacitance of a one layer DE 30 mm ×30 mm ×50 µm), the resulting
discharging time constant τdis is

τdis = Rdis,pCDEA = 0.018s. (3.2)

With this value of τdis a working frequency bigger than 20 Hz would be quite difficult
to achieve. Fig. 3.5 shows the design configuration and a simulation result of a
passive discharging circuit. It is taken into account that the PWM signal at T3

switches high at t = 0.1 s.

3.3.2 Active discharging circuit

To be able to control the discharging time of the actuator, an active discharging
circuit is necessary. The active discharging circuit exploited in this work is shown
in Fig. 3.1 in the red box. The discharging circuit is realized by the series of six
HV MOSFETs, M1, . . . , M6, whose breakdown voltage is 600 V. Each MOSFET is
activated by the current provided by the 10 MΩ resistors at their gates. Following
the cascade, there is a small-signal transistor, T3, which allows the DEA current to
flow in a low-ohmic resistor Rdis.
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Figure 3.5: Passive discharging circuit. (a) Circuital configuration; (b) Simulation
result.

Figure 3.6: Discharging time comparison
in simulation.

When the PWM signal on the half-
bridge driver is low, so the 1-PWM sig-
nal on T3 is high, the charging stage ends
and the discharging process is triggered.
Such a process is essential in case vDEA

needs to be quickly decreased. Dur-
ing the discharging phase, the resistor
Rdis regulates the constant amount of
drained current, idis, computed as

idis =
vDz

Rdis

, (3.3)

where vDz = 15 V is the voltage on the
zener diode Dz. For Rdis = 33 kΩ, considering the same DE’s capacitance as above,
the discharging time constant is now τdis = CDEARdis = 0.198 ms, which is 103

times less than in the case of a passive discharging circuit. Figure 3.6 presents a
comparison of discharging times for both passive and active discharging circuits.
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Modeling

To control the HV delivered to the DEA in a fast and precise way, model-based
closed-loop control plays an essential role. For this reason, a control-oriented dy-
namic model will be developed in this work to describe the relationship between
the low-voltage input signal and the HV output during both the charging and dis-
charging phases of the DEA. The developed model will open up feedback control
strategies to tightly regulate the HV signal delivered to the DEA. The development
of a model which is accurate but also simple enough to be used in real-time im-
plementations is highly challenging, due to the presence of nonlinear and switching
components. Firstly an overview on the modeling problem will be presented, Sec-
tion 4.1. Secondly, in Section 4.2, two models (i.e., one for the charging stage and
one for the discharging stage) will be developed and combined in a single switching
model. An average model will later be developed and presented in Section 4.3. Fi-
nally, the models will be validated in simulation in Section 4.4 and via an extensive
experimental campaign in Section 4.5, showing a high accuracy over a wide range
of input frequencies (0− 100 Hz). The theory and results presented in this chapter
are reported also in the author’s conference paper [1] and journal paper [2].

4.1 Modeling problem statement

As the circuit model developed in this thesis will be primarily used for control
applications, it will naturally be described in terms of a set of differential equations
in state-space form. The model equations will relate the modulated input voltage
vin to the output voltage vDEA. A black box representation of the model is shown
in Fig. 4.1. In this thesis, the focus is on modeling the circuit, taking into account
the nonlinear behavior of dynamic components. As the model is based on state-

Figure 4.1: General structure of the high voltage circuit model. Input is colored in
blue, output in red.
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Figure 4.2: Block diagrams. (a) Block diagram of the switching model, in blue the
input and in red the output; (b) Block diagram of the charging stage model, in blue
the inputs and in red the outputs.

space representation, it is naturally described in terms of some state variables which
characterize the internal behavior of the circuit. Figure 4.2 (a) shows an example of
a block diagram of the circuit model. The model named the switching model for the
switching nature of the circuit consists of an alternated combination of the charging
stage and discharging stage models. The variable s = {c, d} represents the switching
variable, where c and d stand for charging and discharging respectively. In Fig. 4.2
(b) the block diagram of the charging model is shown. It embodies the resonant
converter and the Greinacher circuit models via external and internal inputs and
outputs. More detail on this latter model will be discussed in 4.2.2.

4.2 Control-oriented model

In this section, a control-oriented dynamic model of the proposed circuit will be
developed. First, based on the equivalent circuital schemes of the dynamic compo-
nents, the state-space models describing the DEA charging and discharging phase
will be derived as two separate systems. Both models have vin as input and vDEA as
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Figure 4.3: Equivalent model for the three-coil transformer.

output. Then, the two models will be combined in a switching model. This mathe-
matical model will be developed for future feedback control applications, in which
we aim at regulating the output voltage vDEA to an arbitrary reference value. This,
in turn, will make the developed electronic operate as an ideal voltage source, thus
enabling the implementation of accurate motion control strategies, e.g., as in [4]. In
this work, the DEA capacitance is considered as a varying parameter for the model.

4.2.1 Equivalent components models

The author includes equivalent models of the dynamic components to focus on the
key characteristics that impact system performance. Using equivalent models sim-
plifies complex components into more manageable forms, making analyzing and
understanding the overall system easier. Furthermore, accurately representing each
component makes the behavior prediction more reliable and realistic. These equiv-
alent models will be also used in the simulation environment, making the analysis
more efficient and faster. The models of dynamic elements, i.e. transformer TR,
transistors, diodes, and MOSFETs, are described below.

Transformer equivalent model

Fig. 4.3 shows the equivalent model of the transformer TR, considering the quan-
tities reported to the primary side and the stray and ohmic losses of the primary
side, Rlp and Llp, and secondary side, Rls and Lls. Due to the center tapping at
the primary side, the magnetizing inductance of the primary coil is divided into two
equal parts Lmp1 and Lmp2.

Transistor equivalent model

Since transistors T1 and T2 are alternately switched on and off at the resonant
frequency of the oscillator circuit (fr = 54 kHz (3.1)), it is important to study
their dynamic behavior. For this purpose, for modeling T1 and T2 the π-hybrid
equivalent circuit is used. This latter is particularly useful for analyzing the behavior
of transistors in the mid-frequency range. The equivalent model is shown in Fig
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4.4, where the resistance between the base and emitter rπ, representing the input
resistance of the transistor, is calculated as

rπ =
β + 1

gm
, (4.1)

with transconductance gm = ic/vT , ic is the collector current given by the product
between the common-emitter current gain β and the base current ib. The thermal
voltage of the transistor is vT = 25 mV.

Figure 4.4: π-hybrid equivalent circuit for transistors T1 and T2.

MOSFET equivalent model

To better estimate the discharging time constant, each MOSFET in the active dis-
charging circuit, M1, ..., M6, is replaced by the equivalent circuit shown in Fig. 4.5.
The equivalent circuit includes the parasitic capacitance and the output resistance
ro,i, which are the same for each MOSFET as they undergo the same voltage differ-
ence ∆v. Therefore, the resistances ro,i, with i = 1, ..., 6, and their resulting series
ro,Tot are expressed as:

ro,i =
∆v

idis
ro,Tot =

6∑︂
i=1

ro,i, (4.2)

with idis calculated as in (3.3).

Figure 4.5: Equivalent model of high voltage MOSFET.

Finally, each output capacitance appears to be in series to each other, resulting
in a capacitance series Coss,Tot calculated as

Coss,Tot =
1∑︁6

i=1
1

Coss,i

, (4.3)
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where Coss,Tot is the output capacitance of the i-th MOSFET, calculated as

Coss,Tot = Cgd,i + Cds,i, (4.4)

with Cgd,i and Cgs,i as constructive values from the datasheet. The parameter values
are shown in Table 4.1.

Symbol Unit Value
β 120
rπ Ω 16.805
Lmp1 µH 9.625
Lmp2 µH 9.625
Llp µH 5
Rlp mΩ 208
Lls mH 180
Rls Ω 675
Cds,i pF 24
Cgd,i pF 2
Coss,i pF 26
ro,i Ω 330

Table 4.1: Equivalent circuital scheme’s parameters.

4.2.2 Charging stage model

With reference to Fig. 4.2 (b), the HV circuit’s charging stage consists of the
cascade of two types of converter: The resonance converter and the Greinacher
circuit. A methodology for determining its mathematical model is to develop firstly
the mathematical models of the two converters separately and secondly an overall
mathematical model that unites them. The resonant converter can be represented
by a Multiple Input Single Output (MISO) model, whereas the Greinacher circuit
can be represented by a Single Input Multiple Output (SIMO) model, with the
output voltage of the resonant converter, vsec, serving as the input to the Greinacher
circuit. The two converters have distinct dynamic characteristics, making it essential
to determine their ON/OFF time intervals. Transistors T1 and T2 are considered
in the ON state when their collector-emitter voltages are below the corresponding
saturation value, while the diode D1,..,4 are in the ON state when their voltages are
> 0. Taking a switching period T of vsec it can be noticed that it can be divided in
four quarters Qi, with i = 1, .., 4. The two transistors never lead at the same time.
The diodes can be in the OFF state simultaneously, but never conducting together.
Moreover, Fig. 4.6 shows that the two circuits are not perfectly synchronized, i.e.
tb ̸= t0 +

T
4
and td ̸= t0 +

3T
4
. The results in Fig. 4.6 were carried in OrCAD

simulation environment. Both models will be developed for each quarter Qi, with
i = 1, ..., 4; then, they will be merged by exploiting average techniques into one
model.
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Figure 4.6: Topological stages during a switching period. (a) Trend of vin, vT1, vT2.
(b) Trend of vsec, vD1 + vD2, vD3 + vD4.
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Resonant converter model

Figure 4.7: Resonant converter configuration during one switching period T . (a)
Circuital scheme for T1 On and T2 OFF; (b) Circuital configuration for T1 OFF and
T2 ON. Input signals in blue, output signal in red, and state space variable signals
in green.

The resonant circuit is modeled during each quarter Qi, with i = 1, ..., 4. With
reference to Fig. 4.2 (b), vin and isec are considered input signals, while vsec is
the output signal. Considering Fig. 4.3, the equations describing the behavior of
transformer TR can be written. The capacitor C1 is in parallel to the primary side
of TR, therefore vC1 = vpri. Thus, we obtain:

vsec = nsvC1 ,

vfb = nfbvC1 .
(4.5)
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As regards the currents, it is given:

ipri + nsisec + nfbifb = 0. (4.6)

Therefore, the current at the primary side is given by

ipri = −nsisec − nfbifb. (4.7)

From Fig. 4.6 it can be noticed that T1 and T2 never lead together. Indeed, T1 leads
during the half-positive wave of vsec (quarters Q1, Q4), while T2 during half-negative
wave (quarters Q2, Q3). Therefore, the resonant converter shows a switching behav-
ior between two configurations, [T1, T2] = [ON, OFF ], and [T1, T2] = [OFF, ON ].
For both configurations two state space models are developed, having in common
the state space variables ξ = [ξ1 ξ2 ξ3]

⊺ = [imp1 iL1 qC1]
⊺, the input signal vin and

isec, and the output signal vsec. The two circuital configurations are shown in Fig.
4.7. The input signals are marked in blue, the output signal in red, and the state
space variable signals in green.

Configuration T1 ON and T2 OFF

When transistor T1 leads, the converter configuration, the electrical closed-loops
and the nodes are shown in Fig. 4.8.

Figure 4.8: Resonant converter circuital configuration when T1 leads, showing elec-
trical closed-loops and nodes.

In node A, for Kirchhoff’s current law we have

ilp = imp1 + i′sec = imp1 +
1

ns

isec. (4.8)

Knowing that Lmp1 = Lmp2, for Kirchhoff’s voltage law at the yellow dashed closed-
loop, it holds true

2vmp1 = −Rlpilp − Llpi̇lp − vC1 . (4.9)
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In one switching period T the current at the secondary side can be considered
constant, i̇sec = 0. Substituting (4.8) in (4.9), and considering that for a generic
capacitor C and generic inductance L it holds true that vC = q

C
and vL = Li̇L,

respectively, we obtain:

2Lmp1i̇mp1 = −Rlpimp1 −
Rlp

ns

isec − Llpi̇mp1 −
qC1

C1

,

a1i̇mp1 = −Rlpimp1 −
qC1

C1

+ b1isec,
(4.10)

where the variables a1 and b1 are:

a1 = 2Lmp1 + Llp,

b1 = −Rlp

ns

.
(4.11)

For Kirchhoff’s voltage law at the purple dashed closed-loop, we obtain

vL1 = −vR1 − vrπ1 + vin. (4.12)

Considering that for a generic inductance L the voltage is vL = Li̇L, equation (4.12)
becomes:

L1i̇L1 = c1iL1 + vin, (4.13)

where c1 = −R1+rπ1
β+1

. In node B, the sum of the currents is

iE = iL1 − iβ1, (4.14)

in node C, the sum is

imp2 = imp1 − iE = imp1 − iL1 + iβ1 , (4.15)

in node D, the sum is
iL1 = iβ1 + βiβ1 . (4.16)

In node C, considering (4.15), (4.16), and that for a generic capacitor C the current
is iC = q̇C , it holds true

iC1 = imp2 + i′sec = imp1 − iL1 + iβ1 +
1

ns

isec

q̇C1 = imp1 + d1iL1 +
1

ns

isec,
(4.17)

where d1 =
(︂

1
β+1

− 1
)︂
. From (4.5), the voltage at the secondary side vsec can be

linked to the charge qC1 on capacitor C1 as follows:

vsec = nsvC1 =
nsqC1

C1
. (4.18)

Finally, imposing that ξ = [ξ1 ξ2 ξ3]
⊺ = [imp1 iL1 qC1]

⊺ and considering (4.10),
(4.13), and (4.17), the state space model of the resonant converter in configuration
T1 ON can be written as:{︄

ξ̇(t) = AT1ξ(t) +BT1,vvin(t) +BT1,cisec(t)

vsec(t) = CT1ξ(t),
(4.19)
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The state space matrices are the following:

AT1 =

⎡⎣−Rlp

a1
0 − 1

C1a1

0 c1
L1

0

1 d1 0

⎤⎦ , BT1,v =

⎡⎣ 0
1
L1

0

⎤⎦ ,

BT1,c =

⎡⎣ b1
a1

0
1
ns

⎤⎦ , CT1 =
[︁
0 0 ns

C1

]︁
,

(4.20)

with BT1,v is the input state space matrix in relation to the input voltage vin, and
BT1,c is the input state space matrix in relation to the secondary side current isec.

Configuration T1 OFF and T2 ON

When transistor T2 leads, the converter configuration, the electrical closed-loops
and the nodes are shown in Fig. 4.9.

Figure 4.9: Resonant converter circuital configuration when T2 leads, showing elec-
trical closed-loops and nodes.

In node A, for Kirchhoff’s current law we have

iL1 = ifb + βifb

ifb =
iL1

1 + β
.

(4.21)

In node B, considering (4.21), we have:

ilp = imp1 + i′sec + i′fb = imp1 +
isec
ns

+
iL1

nfb(1 + β)
. (4.22)

As before, in one switching period T the current at the secondary side can be
considered constant, i̇sec = 0. Substituting (4.21) in (4.22), and considering that
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for a generic capacitor C and generic inductance L it holds true that vC = q
C

and

vL = Li̇L, respectively, the Kirchhoff’s voltage law at the yellow dashed closed-loop
is:

2vmp1 = −vC1 − Llpi̇lp −Rlpilp(︂
2Lmp1 + Llp

)︂
i̇mp1 = −Rlsimp1 −

Lls

nfb(1 + β)
i̇L1 −

Rlp

nfb(1 + β)
iL1

− qC1

C1

− Rlp

nsec

isec.

(4.23)

The sum of the voltages at the blue dashed closed-loop is:

vL1 = −vmp1 + vin

i̇L1 =
Lmp1

L1

i̇mp1 +
vin
L1

.
(4.24)

Substituting (4.24) in (4.23), it can be obtained

a2i̇mp1 = −Rlpimp1 + b2iL1 −
qC1

C1

+ c2vin + d2isec, (4.25)

with a2 = 2Lmp1+Llp− LlpLmp1

nfbL1(1+β)
, b2 = − Rlp

nfb(1+β)
, c2 = − Llp

nfbL1(1+β)
, and d2 = − Rlp

nsec
.

From Kirchhoff’s voltage law at the purple dashed box, the following equations can
be written, considering (4.5) and (4.21),

vL1 = −vR1 − vrπ2 − efb + vin = − RL1

1 + β
iL1 −

rπ2

1 + β
iL1 + f2qC1 + vin,

L1i̇L1 = e2iL1 + f2qC1 + vin,

(4.26)

with e2 = −RL1

1+β
, f2 = −nfb

C1
. From Fig. 4.9, the current through capacitor C1 is

equal to the current ilp, thus the charge qC1 can be derived as follows:

q̇C1 = imp1 + g2iL1 +
isec
nsec

, (4.27)

where g2 =
1

nfb(1+β)
.

Finally, imposing that ξ = [ξ1 ξ2 ξ3]
⊺ = [imp1 iL1 qC1]

⊺ and considering (4.25),
(4.26), and (4.27), the state space model of the resonant converter in configuration
T2 ON can be written as:{︄

ξ̇(t) = AT2ξ(t) +BT2,vvin(t) +BT2,cisec(t)

vsec(t) = CT2ξ(t).
(4.28)

The state space matrices are the following:

AT2 =

⎡⎣−Rlp

a2

b2
a2

− 1
C1a2

0 e2 f2
1 g2 0

⎤⎦ , BT2,v =

⎡⎣ c2
a2
1
L1

0

⎤⎦ ,

BT2,c =

⎡⎣ d2
a2

0
1
ns

⎤⎦ , CT2 =
[︁
0 0 ns

C1

]︁
,

(4.29)
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with BT2,v is the input state space matrix in relation to the input voltage vin, and
BT2,c is the input state space matrix in relation to the secondary side current isec.
Equations (4.19) and (4.28) represent the continuous-time Linear Time-Invariant
(LTI) models of the resonant converter.

Resonant converter model

The state space models (4.19) and (4.28) are valid, respectively, during quarters
Q1 −Q4 and Q2 −Q3. We can further assume that both inputs are constant over a
time range T

4
. This assumption is verified in practice for vin, as fr = 54 kH while the

frequency of the input signal vin varies within the range 0− 100 Hz. For the current
at the secondary side isec this assumption does not hold true. It can be addressed
by considering isec as the average current over the period T , rather than the instan-
taneous current. With this assumption, a Zero-Order Hold (ZOH) discretization
of the two models for each quarter Qi, with i = 1, ..., 4, can be performed. The
equivalent models in the four quarters are the following:

(I) First quarter Q1 =
[︂
t0, t0 +

T
4

[︂
Q1 −→

{︄
ξ[k + 1] = Γ1ξ[k] + Θ1,vvin[k] + Θ1,cisec[k]

vsec[k + 1] = Λ1ξ[k],
(4.30)

(II) Second quarter Q2 =
[︂
t0 +

T
4
, t0 +

T
2

[︂
Q2 −→

{︄
ξ[k + 1] = Γ2ξ[k] + Θ2,vvin[k] + Θ2,cisec[k]

vsec[k + 1] = Λ2ξ[k],
(4.31)

(III) Third quarter Q3 =
[︂
t0 +

T
2
, t0 +

3T
4

[︂
Q3 −→

{︄
ξ[k + 1] = Γ3ξ[k] + Θ3,vvin[k] + Θ3,cisec[k]

vsec[k + 1] = Λ3ξ[k],
(4.32)

(IV) Fourth quarter Q4 =
[︂
t0 +

3T
4
, t0 + T

[︂
Q4 −→

{︄
ξ[k + 1] = Γ4ξ[k] + Θ4,vvin[k] + Θ4,cisec[k]

vsec[k + 1] = Λ4ξ[k].
(4.33)
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The state space matrices are the following:

Γ1 = Γ4 = eAT1
T
4 ,

Θ1,v = Θ4,v = AT1

(︂
eAT1

T
4 − I

)︂
BT1,v ,

Θ1,c = Θ4,c = AT1

(︂
eAT1

T
4 − I

)︂
BT1,c ,

Λ1 = Λ4 = CT1 ,

Γ2 = Γ3 = eAT2
T
4 ,

Θ2,v = Θ3,v = AT2

(︂
eAT2

T
4 − I

)︂
BT2,v ,

Θ2,c = Θ3,c = AT2

(︂
eAT2

T
4 − I

)︂
BT2,c ,

Λ2 = Λ3 = CT2 .

(4.34)

The above matrices are always defined as each ATi
is Hurwitz. Equations (4.30)-

(4.33) represent the discrete-time LTI model of the resonant converter.

Greinacher circuit model

The Greinacher circuit is modeled during each quarter Qi, with i = 1, ..., 4. With
reference to Fig. 4.2 (b), vsec is considered as input of the model, while isec and vDEA

are the outputs. The DEA is the load for the circuit. Neglecting the series resistance
of the electrodes, a simplified model for the DEA is shown in Fig. 4.10: Indeed,
the DEA can be as a time-variant capacitor in parallel to a high-ohmic resistor,
which represents the parallel resistance between the two electrodes. In this work,
the resistance Rp can be neglected since the resistor affects the overall impedance of

the circuit at a given frequency fr equal to e
− 1

frRpCDEA . Thus, modeling the dielectric

elastomer as a capacitor alone introduces an error of only 1 − e
− 1

frRpCDEA = 0.001,
which is minimal and often acceptable in practical scenarios. The DEA capacitance,

Figure 4.10: Simplified model of a DEA.

CDEA, is modeled as a time-varying load. However, it can be assumed approximately
constant during a switching period T , since its changes directly depend on the
applied voltage vDEA which, in turn, follows the dynamic of the input voltage vin
[1]. From Fig. 4.6 it can be noticed that the diodes present in the Greinacher circuit
are not synchronized with the transistors T1, T2. Thus, the current isec transferred
during each quarter from the Resonant converter to the Greinacher circuit has to be
determined. Since the diodes are considered as ideal switches, isec only changes in
an impulsive way in quarter Q2, Q4 and it is 0 in the other quarters. For modeling
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Figure 4.11: Greinacher circuit configuration during one switching period T . Input
signal is in blue, output signals in red, and state space variable in green. (a) First
phase; (b) Second phase; (c) Third phase; (d) Forth phase.

purposes, the instantaneous current isec is replaced with its average value īsec during
each quarter Qi, with i = 1, ..., 4, in such a way to ensure that the same amount of
charge is transferred during each quarter.

Greinacher circuit circuital configurations during each quarter is shown in Fig.
4.11, where the input signal is marked in blue, the output signals in red, and the
state space variable in green. The initial condition of the circuit in t = ta are the
following:

I. Capacitor C2 is supposed to be fully charged at the minimum peak of vsec

vC2(ta) = −v̄sec (4.35)

II. The DEA is supposed to be charged

qDEA(ta) ̸= 0

vDEA =
qDEA(ta)

CDEA

̸= 0
(4.36)

- First phase: t ∈ [ta, tb)

When t ∈ [tatb), all diodes are interdicted. Therefore, the voltage over the DEA does
not change, neither does the current īsec. When t = tb, by neglecting the voltage

43



Chapter 4

drop over D1 and D2, it results that:

qDEA(tb) = qDEA(ta), vDEA(tb) = vDEA(ta)

vC2(tb) = vC2(ta), īsec = 0
(4.37)

- Second phase: t ∈ [tb, tc)

When t ∈ [tb, tc)], only D1 and D2 lead. The voltage vDEA remains unchanged, while
the current isec changes impulsively, thus its average value changes. In t = tc the
followings are verified:

qDEA(tc) = qDEA(tb), vDEA(tc) = vDEA(tb), vC2(tc) = vC2(tb)

īsec =

∫︁ t−c
t+b

isecdt

tc − tb
=

C2

tc − tb

∫︂ t−c

t+b

v̇secdt =
C2

tc − tb

(︂qDEA(ta)

CDEA

− 2v̄sec

)︂ (4.38)

- Third phase: t ∈ [tc, td)

When t ∈ [tc, td)], all diodes are interdicted. Therefore, the voltage over the DEA
does not change, neither does the current īsec. When t = td it results that:

qDEA(td) = qDEA(tc), vDEA(td) = vDEA(tc)

vC2(td) = vC2(tc), īsec = 0
(4.39)

- Fourth phase: t ∈ [td, te)

Finally, when t ∈ [td, te), vDEA changes as both D3 and D4 lead. Capacitor C2

and the DEA are in series, thus the equivalent capacitance of the circuit is Ceq =
C2CDEA

C2+CDEA
. Due to the assumption of constant CDEA, the charge in the DEA evolves

according to:
q̇DEA(t) = Ceqv̇sec. (4.40)

In addition, in t = td it holds true that:

vsec(td) = vC2(td) + vDEA(td) = −v̄sec + vDEA(td). (4.41)

By integrating both side of (4.40), using (4.41) in the interval [td, te), the value of
qDEA(te) is calculated as:

qDEA(te) = qDEA(td) + Ceq

(︂
vsec(te)− vsec(td)

)︂
=

C2
DEA

CDEA + C2

qDEA(ta) + 2Ceqv̄sec.

(4.42)

The average value of isec is:

īsec =
Ceq

∫︁ t−e
t+d

v̇secdt

te − td
= −

Ceq

(︂
2v̄sec − qDEA(ta)

CDEA

)︂
te − td

. (4.43)

The actual value of tb and td differ for each cycle, depending on the actual value of
vsec and vDEA. For further simplifying the model, it is assumed that tb = t0+

T
4
and
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td = t0 +
3T
4
, so that a proper synchronization can be made between the resonant

converter and the Greinacher circuit.
By considering (4.37)-(4.43), the discrete-time model describing the Greinacher

circuit during the four quarters becomes:⎧⎪⎨⎪⎩
qDEA[k + 1] = Miz[k] +Niv̄sec[k]

vDEA[k] = qDEA[k]/CDEA

isec[k] = OiqDEA[k] + Piv̄sec,

i = 1, .., 4 (4.44)

where v̄sec denotes the positive peak of vsec over T , and

M1,2,3 = 1, M4 =
C2

DEA

C2 + CDEA

, N1,2,3 = 0, N4 =
2C2CDEA

C2 + CDEA

, O1,3 = 0,

O2 =
4C2

TCDEA

O4 =
4C2CDEA

T (C2 + CDEA)
, P1,3 = 0, P2 = −8C2

T
,

P4 = − 8C2CDEA

T (C2 + CDEA)
.

(4.45)

Charging model

In deriving (4.30)-(4.33) and (4.44), it is assumed that the inputs of each model
remain constant during the time period of duration T

4
. This is of course an approx-

imations, which is indeed necessary for the development of the full model.
By replacing vsec from (4.30)-(4.33) in (4.44), and replacing isec from (4.44) in

(4.30)-(4.33), the combined model with i1, ..., 4 can be obtained:

Qi −→
{︄
ζ[k + 1] = Fiζ[k] +Givin[k]

y[k] = Hζ[k],
(4.46)

where vin[k] is assumed constant over the period T , and:

ζ =

[︃
ξ

qDEA

]︃
, y = vDEA, Fi =

[︃
Γi +Θi,cPiΛi Θi,cOi

NiΓi Mi

]︃
,

Gi =

[︃
Θi,v

0

]︃
, H = [0 1/CDEA].

(4.47)

Based on (4.46), the model periodically oscillates between the four quarters Qi

with a switching period T/4. By assuming that the system is in Q1 both at t0 and
t0 + T , the four models in (4.46) are combined in the following discrete-time model:{︄

ζ[k + 1] = Fζ[k] +Gvin[k]

y[k] = Hζ[k],
(4.48)

where the matrices are F = F4F3F2F1 and G = F4F3F2G1 + F4F3G2 + F4G3 +G4.
Model (4.48) represents a discrete-time average representation of the complete

circuit dynamics. The sampling time of such a discrete-time realization is given
by T , which is the period of oscillation. This quantity T usually differs from the
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Figure 4.12: Voltages vDEA and vC2 during the discharging phase. The wording
1-PWM indicates that the PWM signal to the discharging stage is complementary
to the charging PWM signal.

sampling time of the controller TS, therefore it is meaningful to convert (4.48) into
an equivalent continuous-time model, which is subsequently used for control. By
using the inverse equations for the ZOH discretization:{︄

ζ̇(t) = Achaζ(t) +Bchavin(t)

vDEA(t) = Hζ(t),
(4.49)

with Acha =
1
T
log(F ), Bcha = (F − I)−1

(︂
1
T
log(F )

)︂
G.

4.2.3 Discharging stage model

The discharging stage consists of the combination of the Greinacher circuit, when
vsec = 0, and the cascade of HV MOSFETs triggered by the small-signal transistor
T3, as shown in Fig. 3.1 in the yellow dashed box. The HV MOSFETs are modeled
via their equivalent circuit, Fig. 4.5.

The discharging phase is triggered when the PWM signal on T3 is switched to a
high level. In this case, it is assumed that the DEA and capacitor C2 are charged,
i.e., vDEA(tf ) = v∗DEA > 0, and |vC2(tf )| = v∗DEA/2, as shown in Fig. 4.12. The dis-
charging stage during the discharge phase find itself in two different configurations,
based on conduction time intervals of the diodes. The two configurations are shown
in Fig. 4.13, where the output signal is marked in red and the state space variable
in green.

- First phase: t ∈ [tf , tg)

When t ∈ [tf , tg) all diodes are OFF, thus, vC2 remains unchanged, the DEA is in se-
ries to the output capacitance Coss,Tot, the ON-resistance ro,Tot, and the discharging
resistor Rdis. Therefore, vDEA decreases exponentially until a certain time instant
tg, where vDEA(tg) = |vC2(tg)| = v∗DEA/2. Thus, for vDEA >

v∗DEA

2
, the following
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Figure 4.13: Discharging stage configurations. Output signal is marked in red, while
the state space variable is in green.

state space model holds true:{︄
q̇DEA(t) = AdisAqDEA(t)

vDEA(t) = CdisAqDEA(t),
(4.50)

with initial condition given by qDEA(tf ) at the moment the discharging phase begins.
The matrices are:

Adis,A = − 1

ReqCeq,A

, Cdis,A =
1

CDEA

, (4.51)

with Req and Ceq,A defined as:

Req = ro,Tot +Rdis, Ceq,A =
1

1
CDEA

+ 1
Coss,Tot

. (4.52)

- Second phase: t ≥ tg

When t ≥ tg the diodes D3 and D4 lead so that the parallel between C2 and the
series of CDEA and Coss,Tot is in series with each other and with Req. Therefore,
both vDEA and vC2 decrease exponentially. The following model is valid:{︄

q̇DEA(t) = AdisBqDEA(t)

vDEA(t) = CdisBqDEA(t),
(4.53)

with initial condition given by qDEA(tg) before the switching between (4.50) and
(4.53). The matrices are the following:

Adis,B = − 1

ReqCeq,B

, Cdis,B =
1

CDEA

, (4.54)
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with Ceq,B defined as:

Ceq,B = C2 +
1

1
CDEA

+ 1
Coss,Tot

. (4.55)

The discharging stage presents a switching behavior between the first and the
second phase, i.e., t ∈ [tf , tg) and t ≥ tg. Indeed, as shown in Fig. 4.12, the
discharging stage is characterized by two discharging time constant. The switching
to the second phase occurs if the PWM signal’s frequency is smaller than 1

tg−tf
. In

this work we assume that the PWM frequency fPWM = 15000 Hz > 1
tg−tf

. Thus,

the discharging stage can be represented only by (4.50).

4.2.4 Switching model

The HV circuit shown in Fig. 3.2, focus of this work, presents a switching behavior
between charging and discharging phases. To modeling, two separate state space
representations have been developed for the charging and discharging stage respec-
tively, i.e., (4.49) and (4.50). Those two models are now combined into one model,
named Switching model. For this purpose, let us introduce the variable σ, i.e.,{︄

σ = c → Charging phase

σ = d → Discharging phase.
(4.56)

Equation (4.50) needs to have the same state variables of (4.49), thus the following
augmented state realization is set:{︄

ζ̇(t) = Adisζ(t) +Bdisvin(t)

vDEA(t) = Cdisζ(t) +Ddisvin(t),
(4.57)

where

Adis =

[︃
03×3 03×1

01×3 AdisA

]︃
, Bdis = 04×1,

Cdis =
[︁
01×3 CdisA

]︁
, Ddis = 0.

(4.58)

By considering (4.49) and (4.57), the switching model describing the overall circuit
is: {︄

ζ̇(t) = Aσζ(t) +Bσvin(t)

vDEA(t) = Cσζ(t) +Dσvin(t),
(4.59)

where σ ∈ {c, d} is the switching variable selecting the charging (c) and discharging
(d) modes, and vin is the input voltage signal. The state vector ζ ∈ R4 includes,
respectively, the current through the magnetizing inductance at the primary side of
the transformer, the current through the input inductance of the resonant converter,
the electrical charge on the capacitor of the resonant converter, and the electrical
charge of the DEA. The output variable vDEA represents the output voltage on
the DEA. The equation (4.59) represents the LTI state space model describing the
behavior of the HV driving circuit for DEA, having as input signal the voltage vin
and as output voltage the voltage applied over the actuator vDEA.

48



Chapter 4

Figure 4.14: (a) Dielectric elastomer actuator; (b) Displacement-capacitance curve,
obtained by stretching the DEA with a linear motor at 0.1 Hz.

4.3 Average model

The model (4.59) is a switching model that well characterizes the circuit’s behavior
during both the charging and discharging phases. On the other hand it involves high
frequency operations and intricate details of on/off states, which can be complex to
analyze and simulate, since it requires fine time steps to capture the rapid changes,
which can be computationally intensive. Moreover for switching models have com-
plicated structure, making the design of a control algorithm even more harder. For
these reasons in this work we propose equivalent models based on average and linear
techniques. Average models simplify the analysis by focusing on the overall behav-
ior over a switching period rather than the instantaneous states. In this section the
average model will be presented.

4.3.1 Switching model sensitivity for time-varying load

The state-space matrices of the switching model (4.59) depend on the the capaci-
tance of the DEA, CDEA. For an easier handling, the sensitivity of the model for
time-varying load is studied. A DEA of dimensions 30 mm×30 mm×50 µm is char-
acterized. A tensile test is conducted by deforming the DEA with an AEROTECH
ANT-25LA linear actuator, while its capacitance is measured with an HM 8118 LCR
meter and its displacement is simultaneously acquired with a laser sensor. The col-
lected data are used to construct a capacitance-displacement map, shown in Fig.
4.14 . Since the adopted LCR meter cannot be used when the DEA is subjected to
high voltage, the obtained map permits estimating the DEA time-varying capacitive
load based on displacement reading. It can be seen that the DEA capacitance varies
linearly at increasing displacement.

A proper transfer function of the model (4.57) cannot be derived, due to its
independence to the input vin (as a result of lack of controllability). Nevertheless,
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to quantify its overall dynamics performance in the frequency domain, an equivalent
transfer function Te(s) from the initial condition ζ(0) to the output voltage vDEA

can be derived. From (4.57), considering its initial condition ζ(0), the following
relationship in the Laplace domain can be derived

VDEA(s) =
Cdisζ(0)

sI − Adis

. (4.60)

From 4.60, the equivalent transfer function Te(s) and, therefore, the equivalent sys-
tem, are obtained:

Te(s) =
VDEA(s)

ζ(0)
=

Cdis

sI − Adis{︄
ζ̇ = Adisζ + ζ(0)

vDEA = Cdisζ
.

(4.61)

It can be noticed that the free response of the system (4.57) with non-zero
initial condition coincides to the impulsive response of system (4.61) with zero initial
condition. Therefore, we qualitatively quantify the equivalent dynamic performance
of the discharge model with the Bode diagram of (4.61) for the ease of comparison
with the charging model. The bode diagrams are calculated considering as load

• CDEA = 600 pF

• CDEA = 660 pF

• CDEA = 710 pF,

to study the sensitivity of the models. Figure 4.15 shows that small variations
of CDEA produce negligible changes of the charging and discharging models, thus
the switching model. Hence, they are henceforth neglected. For this reason, the
state space matrices can be calculated by considering the capacitance nominal value
CDEA = 600 pF and are given as follows:

Ac = −1080I4, Ad =

[︃
01×3 03×1

01×3 −103.30

]︃
Bc =

[︁
01×3 1024

]︁⊺
, Bd =

[︁
01×4

]︁⊺
Cc =

[︁
01×3 543.13

]︁
, Cd =

[︁
01×3 553

]︁
,

(4.62)

where In is the identity matrix of dimension n, while 0m×n denotes an m×n matrix
made by zeros. The presence of several null elements in matrices Ac and Ad is due
to numerical reasons, as their values are on the order of less than 10−14 and are
therefore considered negligible. The matrices in (4.62) will be use from now on.
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Figure 4.15: Bode diagrams of (a) charging model and (b) discharging model for
different value of the load CDEA.
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4.3.2 Average model

It can be readily verified that (4.59) is not fully controllable for σ ∈ {c, d}. In-
deed, the rank of the controllability matrix is not full, rank(Cσ) = 1, with C is the
controllability matrix. The two modes present only one controllable state, i.e., the
electrical charge on the DEA. A canonical decomposition of both modes is carried
out and it is the following:⎧⎪⎪⎨⎪⎪⎩

ζ̇ =

[︄
ANC

σ 03×1

01×3 AC
σ

]︄
ζ +

[︄
03×1

BC
σ

]︄
vin,

vDEA =
[︂
01×3 CC

σ

]︂
ζ,

(4.63)

where the superscripts C and NC stand for controllable and non-controllable. The
fully controllable switching model results in:{︄

ζ̇4 = AC
σ ζ4 +BC

σ vin

vDEA = CC
σ ζ4

. (4.64)

For an easier analysis and control, (4.64) is converted into an average model, as
commonly done in power electronics control literature.

The average state-space equations are derived by multiplying the duty-cycle α
and its complement 1 − α with the controllable components of the charging and
discharging models, as the input PWM wave with duty-cycle α determines one of
the two circuit modes. Thus, the averaged state-space model is obtained as follows
[72]: {︄

ζ̇av = f(ζav, α)

vDEA,av = g(ζav, α)
, (4.65)

where

f(ζav, α) =
(︂
αAC

c + (1− α)AC
d

)︂
ζav +

(︂
αBC

c + (1− α)BC
d

)︂
v̄in,

g(ζav, α) =
(︂
αCC

c + (1− α)CC
d

)︂
ζav.

(4.66)

ζav is the average electrical charge on the DEA, vDEA,av is the average output voltage
on the DEA, and v̄in is the maximum applied input voltage v̄in = 6 V. The first-
order nonlinear time-invariant model (4.65) describes the average behavior of the
HV circuit in a control-oriented fashion.

4.4 Validation in simulation

In this section the models (4.59) and (4.65) will be validated in simulation, respec-
tively in 4.4.1 and in 4.4.2. As simulation environment, Cadence OrCAD Capture
was used, while the models were implemented in MATLAB/Simulink.
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4.4.1 Switching model - Validation in simulation

To validate the switching model (4.59), eight different scenarios have been investi-
gated:

1. Square wave input vin of amplitude A = 4 V and frequency f = 1 Hz.

2. Square wave input vin of amplitude A = 6 V and frequency f = 1 Hz.

3. Square wave input vin of amplitude A = 4 V and frequency f = 2 Hz.

4. Square wave input vin of amplitude A = 6 V and frequency f = 2 Hz.

5. Sinusoidal wave input vin of amplitude peak-peak App = 4 V and frequency
f = 1 Hz.

6. Sinusoidal wave input vin of amplitude peak-peak App = 6 V and frequency
f = 1 Hz.

7. Sinusoidal wave input vin of amplitude peak-peak App = 4 V and frequency
f = 2 Hz.

8. Sinusoidal wave input vin of amplitude peak-peak App = 6 V and frequency
f = 2 Hz.

The performance of mathematical model (4.59) obtained by running the model on
MATLAB-Simulink, has been compared to the performance of the circuit simulated
in OrCAD.

It is important to point out that the PWM signals control the switching between
charging and discharging models. If PWM is high (1-PWM is low), the charging
stage is ON, thus, the charging model is selected; if PWM is low (1-PWM is high),
the discharging model is selected. Thus,{︄

PWM high → σ = c

PWM low → σ = d
(4.67)

For the validation in simulation an ideal capacitor of 440 pF has been chosen as
load, as it is the nominal value of the capacitance of the real DEA used for the
experimental validation, that will be discussed in the next section. Fig. 4.16 shows
the response of the circuit in simulation made inOrCAD and from model (4.59) when
square wave signals are applied as input. It can be noticed that the circuit’s gain
is equal to 500. Indeed, at 4 V amplitude of the input signal vin corresponds 2 kV
amplitude of the output voltage vDEA. Same relation holds true when vin,max = 6 V.
Moreover, it is clear that the discharging circuit is characterized by two discharging
time constants, as the model (4.50) and (4.53) described.

Fig. 4.17 shows the results of the comparison between the simulation and the
switching model (4.59) for sinusoidal wave input signals. Also in those cases, the
gain of 500 is respected. It can be seen that, while the simulation does not show any
switching behavior of the circuit, the model results clearly show it. For sinusoidal
wave signals, the switching between the two models is evident, since at each period of
the PWM signal (that change with a frequency of 15 kHz), the two models alternate
each other.
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Figure 4.16: Validation in simulation for square wave signals. (a) Square wave
signal with amplitude A = 4 V and frequency f = 1 Hz; (b) Square wave signal
with amplitude A = 4 V and frequency f = 2 Hz; (c) Square wave signal with
amplitude A = 6 V and frequency f = 1 Hz; (d) Square wave signal with amplitude
A = 6 V and frequency f = 2 Hz.
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Figure 4.17: Validation in simulation for square wave signals. (a) Sinusoidal wave
input signal with peak-peak amplitude A = 4 Vpp and frequency f = 1 Hz; (b)
Sinusoidal wave input signal with peak-peak amplitude A = 4 Vpp and frequency
f = 2 Hz; (c) Sinusoidal wave input signal with peak-peak amplitude A = 6 Vpp

and frequency f = 1 Hz; (d) Sinusoidal wave input signal with peak-peak amplitude
A = 6 Vpp and frequency f = 2 Hz.
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4.4.2 Average model - Validation in simulation

The average model (4.65) is validated in simulation and compared to the switching
model. Figure 4.18 shows the response of the two models in different cases: Step
response, dynamic behavior in response to sinusoidal wave from 1.2 V to 6 V at
different frequencies. The average model equals quite well the switching model for
the full range of actuation voltage up to 100 Hz.

Figure 4.18: Validation in simulation of the average model, compared to the switch-
ing model. Different responses are shown: Step response, and dynamic response at
1− 10− 30− 50− 100 Hz.

4.5 Experimental validation

In this section, experiments will be carried out to validate model (4.59). First, the
experimental setup will be described. Then, experimental results will be reported
and compared with the model.

4.5.1 Experimental setup

The employed DEA setup is shown in Fig. 4.19. It consists in one DE strip (30 mm
× 30 mm × 50 µmm, made of Wacker ELASTOSIL silicone material), connected
to two springs representing the bias system (0.05 N/mm stiffness). This latter
causes a 20% pre-stretch in the DEA, with a resulting actuation stroke of 1.8 mm
upon activation with 3 kV. Linear springs were chosen as bias system instead of an
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Figure 4.19: DEA linear movement setup.

NBS (discussed in 2.3) for simplicity of implementation, since it is not the primary
goal maximizing the DEA’s displacement. Two 6 mm Frictionless Air Bushing
(OAV006MB) in Aluminum Housing Blocks (MBi0250) are in between the DEA and
the springs, providing a frictionless motion. The DEA displacement is measured by
a laser sensor (optoNCDT). The reconstructed capacitance in Fig. 4.14 is used as
an input parameter to the model.

Fig. 3.1 shows that the command signals of the circuit are the two PWM signals,
one to the half-bridge driver, which controls the charging stage, and one to transistor
T3, which controls the discharging stage. Those signals are generated by the STM32
NUCLEO-F446RE board at a frequency fPWM = 15 kHz.

4.5.2 Experimental results

For this validation, two sets of experiments are considered, obtained by modulating
a square and sine wave with an input PWM signal of 15 kHz. The maximum fixed
voltage in both cases is 6 V. For each experiment, the input voltage is recorded
alongside the DEA voltage and displacement, the latter estimates the DEA capaci-
tance. The input voltage and the DEA capacitance are then used in model (4.59).
First, two input square waves with amplitude of 4 V and 6 V are considered at 1
and 2 Hz, as in Fig. 4.20 - 4.21. Between the input and output voltage, a static
gain of 500 is observed. It can also be noted how the circuit time constant differs
between rising and falling fronts, and in particular how the falling front exhibits a
dual-phase discharging behavior as outlined in Section 4.2.3. The results show that
the developed model well predicts the behavior of both rising and falling fronts of
the DEA voltage for different input amplitudes.
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Figure 4.20: Experimental results and mathematical model validation. (a) - (b)
Square wave input of 4 V @ 1 Hz and 6 V @ 1 Hz; (c) - (d) Zoom of the rising front;
(e) - (f) Zoom of the falling front.
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Figure 4.21: Experimental results and mathematical model validation. (a) - (b)
Square wave input of 4 V @ 2 Hz and 6 V @ 2 Hz; (c) - (d) Zoom of the rising front;
(e) - (f) Zoom of the falling front.
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Figure 4.22: Input-output maps of the circuit subjected to a sinusoidal input @ 1
Hz.

A second set of experiments considers a sine wave with varying amplitude and
frequency as input voltage. It is important to analyze the conditions under which
the circuit is able to follow an input dynamic signal. To obtain a linear input/output
relationship, it is essential that the input voltage has the minimum not below vin ≥
1.2 V in the case of dynamic inputs, as shown in Fig. 4.22. The characteristic
input/output voltage of the DE employed in the setup was realized by applying a
sinusoidal wave at 1 Hz, recording the input and the output voltages. By looking at
the design of the circuit, it appears clear that the Greinacher circuit behaves linearly
since it only doubles and rectifies the voltage without introducing phase shift thanks
to the high voltage fast-switching diodes. Since TR is characterized by the windings
relationship, which is linear, we conclude that the linearity of the resonant circuit
mainly depends on the working mode of T1 and T2. In particular, to guarantee that
the two transistors work in saturation mode, i.e., at their full range, so that they
can be considered as short circuits when they are ON, it must hold that vBE = 1.2 V
(as from the datasheet). Hence, the input/output relationship is linear only in the
case vin ≥ 1.2 V. We point out, however, that losing the input voltage range from
0 to 1.2 V is not particularly detrimental for DEA applications. By considering an
ideal input voltage range of 0− 6 V and a practically achievable interval of 1.2− 6
V, and by assuming that the actuation force is proportional to the square of the
DEA voltage (due to the Maxwell stress (2.1)), the resulting ’lost’ portion of the
actuation force range is estimated to be 1.22/62, i.e., only 4% of the theoretically
achievable range. Based on the above discussion, we consider unipolar sine waves at
1 and 2 Hz with maximum value of 4 V and 6 V and a minimum value of 1.2 V, as in
Fig. 4.23. Also in this case the model shows outstanding prediction performances.

Additionally, the circuit’s performances have been investigated by considering
pseudo-random input signals. To this end, three different voltage signals ranging
within 1.5 − 5 V have been considered, each one consisting of the sum of 10 sinu-
soidal waves with randomly chosen amplitude, phase, and frequency (within 0−100
Hz). The corresponding results are shown in Fig. 4.24. It can be seen that the
mathematical model matches quite well the experiments in every case.
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Figure 4.23: Experimental results and mathematical model validation. (a) - (b)
Sinusoidal wave input of 4 V and 6 V @ 1 Hz; (c) - (d) Sinusoidal wave input of 4
V and 6 V @ 2 Hz.
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Figure 4.24: Comparison between experiments and mathematical model when multi-
amplitude and multi-frequency signals are applied to the circuit. Three different
randomly-generated signals are considered in (a), (b), and (c), with the input sig-
nals and the corresponding output voltages reported in the upper and lower rows,
respectively.
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Figure 4.25: Input-output maps of the circuit subjected to sinusoidal inputs at
different frequencies, from 1 Hz to 100 Hz.

Moreover, we analyze the performance of the circuit based on the obtained re-
sults. By measuring the input-output map of the circuit at different frequencies (up
to 100 Hz), as in Fig. 4.25, the cutoff frequency is determined as the frequency at
which the amplitude of a sinusoidal output is attenuated by a factor of 1/

√
2 (corre-

sponding to a gain of −3dB) compared to the DC case. According to this definition,
the bandwidth of the circuit is about 40 Hz. The energy efficiency of the circuit is
also quantified experimentally, based on an input voltage signal transitioning from
0 V to a constant value of 6 V, and considering the capacitive load to be fully dis-
charged at the beginning of the test. The energy efficiency η is quantified as the
ratio between the energy stored in the capacitive load, Eout, and the input energy
supplied to the circuit, Ein, during the time T99% needed to charge the capacitor
from 0 V up to 99% of its steady value, according to the following equation:

η =
Eout

Ein

=
1
2
CDEAv

2
out(T99%)∫︁ T99%

0
vin(t)iin(t)dt

. (4.68)

The experimentally measured energy efficiency equals 38.5%. In literature, higher
efficiency values have been reached, such as 88 − 90% in [69], and 54% in [51]. In
those works, however, the focus was on developing high-efficiency electronics, while
the aim of this work is to develop and model a small-size/-cost electronic. Taking
this fact into account, the obtained energy efficiency value of ∼ 40% is regarded as
acceptable.

Finally, the accuracy of the model is quantified by using the following FIT%

index, which represents a normalized root mean squared error expressed as a per-

63



Chapter 4

Type Amplitude (V) Frequency (Hz) FIT (%)
Square wave 0 - 4 1 93.63
Square wave 0 - 4 2 92.06
Square wave 0 - 6 1 93.45
Square wave 0 - 6 2 93.69
Sine wave 1.2 - 4 1 93.14
Sine wave 1.2 - 4 2 93.64
Sine wave 1.2 - 6 1 94.54
Sine wave 1.2 - 6 2 93.27
Sine wave 1.2 - 6 5 92.04
Sine wave 1.2 - 6 10 80.85
Sine wave 1.2 - 6 20 79.16
Sine wave 1.2 - 6 60 79.58
Sine wave 1.2 - 6 80 86.26
Sine wave 1.2 - 6 90 86.55
Sine wave 1.2 - 6 100 87.03

Multi-freq. random signal (a) 1.5 - 5 0 - 100 79.52
Multi-freq. random signal (b) 1.5 - 5 0 - 100 82.46
Multi-freq. random signal (c) 1.5 - 5 0 - 100 85.31

Table 4.2: FIT% values for each validation experiment.

centage. It is computed as:

FIT% = 100
(︂
1− ||y − ˆ︁y||

||y − ȳ||
)︂
, (4.69)

where y, ˆ︁y, and ȳ are respectively the measured, predicted, and average values of
signal y, while ||y|| denotes the L2-norm of y. A FIT% higher than 79% is obtained
in each test, as reported in Table 4.2, quantitatively confirming the accuracy of our
model.
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Control

Developing feedback controllers for high voltage driving circuits in dielectric elas-
tomers is crucial for several reasons. The performance of DEAs is highly sensitive to
voltage fluctuations and environmental conditions, such as temperature and humid-
ity. Without precise control, these fluctuations can lead to instability, suboptimal
performance, or even damage to the elastomers. Feedback controllers help maintain
the desired voltage levels and compensate for disturbances, ensuring reliable, safe,
and efficient operation.

In this chapter linear feedback voltage control law based on a linearization of
the average model and nonlinear feedback voltage control law based on the average
model (4.65) will be presented in Section 5.1 and Section 5.2, respectively. The
main control design objective is to obtain an accurate tracking of the output voltage
vDEA for arbitrary signals at various amplitudes and frequencies maintaining the
error below a certain threshold and within a certain bandwidth. The linear voltage
control will be developed by inverting the dynamic of the system and imposing a
new one ensuring a voltage error ε < 1% up to 100 Hz. The nonlinear voltage
controller will aim of perusing a certain trajectory of the system’s state. An LMI
optimization will be used to find control gains by solving the LMI on each vertex.
The validation of the developed control laws in simulation and experimentally will
be carried out and discussed. Finally, the voltage controllers will be validated in
simulation in Section 5.3 and experimentally in Section 5.4. The theory and results
of the linear voltage controller are presented in the author’s conference paper [3]. A
journal paper is in preparation, to report the theory and the experimental result of
the nonlinear controller.

5.1 Linear voltage control

To enable the design of a linear control algorithm aimed at tracking various DEA
motion trajectories, an accurate voltage control of the HV circuit is necessary. To
this purpose, a linearized model of the average model (4.65) will be developed.
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5.1.1 Linearized model

To enable the design of a linear control algorithm aimed at tracking various DEA
motion trajectories, an accurate voltage control of the HV circuit is necessary. A
small-signal model is developed by linearizing the nonlinear average system in (4.65)
around a given quiescent operating condition. Given an output voltage at the steady-
state vqDEA,av, the corresponding quiescent values of the duty-cycle αq and the aver-
age electrical charge ζqav are computed by solving (4.65) at the steady state. Then,
the small-signal portions are defined as follows

x = ζav − ζqav, y = vDEA,av − vqDEA,av, u = α− αq. (5.1)

The small signal LTI model is provided as{︄
ẋ = −ax+ bu

y = cx+ du
, (5.2)

where

a = − ∂f

∂ζav

⃓⃓⃓⃓
(ζav ,α)=(ζqav ,αq)

, b =
∂f

∂α

⃓⃓⃓⃓
(ζav ,α)=(ζqav ,αq)

,

c =
∂g

∂ζav

⃓⃓⃓⃓
(ζav ,α)=(ζqav ,αq)

, d =
∂g

∂α

⃓⃓⃓⃓
(ζav ,α)=(ζqav ,αq)

. (5.3)

To enhance clarity in subsequent sections, the minus sign in front of a is explicitly
denoted. In this way, a, b, c, and d all have positive signs. It is noteworthy that
matrix d has a relatively low value compared to the other state-space matrices. This
aspect should be considered during the controller development phase because a non-
zero d introduces a zero in the model’s transfer function. If this zero is small, it can
lead to significant overshooting in the control action.

5.1.2 Linear controller

A linear control algorithm is developed to allow the HV circuit to track arbitrary
trajectories defined around the quiescent operating point. As a first step, the linear
model (5.2) is converted into an input-output differential equation

ẏ = cẋ+ du̇ = −cax+ cbu+ du̇ = −ay + cbu+ adu+ du̇

ẏ = −ay + (ad+ cb)u+ du̇.
(5.4)

By inverting this dynamic and injecting a control action that depends on both the
tracking error ev and its integral

∫︁
ev, the following control input is derived:{︄

ż = −
(︁
a+ cb

d

)︁
z + 1

d

(︂
ay + λp(y

∗ − y) + λi

∫︁
(y∗ − y)dt+ ẏ∗

)︂
u = z

, (5.5)
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where y∗ is the desired voltage trajectory, while λp > 0 and λi > 0 are free control
design parameters that influence the internal stability of the system, which is de-
scribed by the roots of the polynomial s2 + λps+ λi = 0. By substituting (5.5) into
(5.4) and considering the system (5.2) we obtain:

ẏ = −ay + (ad+ cb)u+ du̇ = λp(y
∗ − y) + λi

∫︂
(y∗ − y)dt+ ẏ∗. (5.6)

The transfer function of the closed-loop system when (5.5) is applied is derived by
applying the Laplace transformation to (5.6):

T (s) =
Y (s)

Y ∗(s)
=

s+ λp +
λi

s

s+ λp +
λi

s

= 1. (5.7)

Finally, while (5.5) ensures that the transfer function G(s) from y∗ to y remains
identically equal to 1, its practical implementation can pose challenges. In practice,
the model in (5.5) exhibits a pole in −

(︁
a+ cb

d

)︁
, which coincides with the system

open-loop zero. When considering the values in (4.62), along with αq = 0.5 and
vqDEA,av = 1500 V, we obtain a = 576, b = 3620, c = 562, and d = 16.5, which in
turn lead to a zero for system (5.4) (i.e., an eigenvalue for controller (5.5)) having a
natural frequency of 20 kHz.

Clearly, for practical implementation in discrete-time, this very fast controller
dynamics would necessitate very high sampling frequencies. Figure 5.1 compares the
resulting closed-loop responses of the system when the controller is continuous and
when it is discretized with three different sampling times. Parameters λp and λi are
chosen so that the closed-loop eigenvalues are complex-conjugated with a natural
frequency of 80 Hz and a damping ratio of 0.7. It becomes evident that reasonable
sampling frequencies for a low-cost device (up to 15-20 kHz) would render the closed-
loop implementation of such an ideal controller unstable.

To address this issue, we consider a simplified implementation of controller (5.5)
in which d → 0, given as follows:

u =
1

cb

(︂
ay + λp(y

∗ − y) + λi

∫︂
(y∗ − y)dt+ ẏ∗

)︂
. (5.8)

Note that, differently from (5.5), controller (5.8) no longer exhibits fast internal
dynamics. By combining (5.8) with (5.2) and transforming in the Laplace domain,
we obtain the closed-loop transfer function T (s) as

T (s) =
Y (s)

Y ∗(s)
=

ds3 + α1s
2 + α2s+ hλi

β1s2 + β2s+ hλi

, (5.9)

with

h = ad+ cb, α1 = dλp + h, α2 = dλi + hλp,

β1 = −ad+ cb+ dλp, β2 = abc+ λid− ah+ hλp

. (5.10)

The lack of causality in (5.9) results from the dependency of the control input on
the derivative of the reference trajectory, which does not pose a limitation if y∗ is
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Figure 5.1: Closed-loop response comparison when the dynamic inversion controller
is continuous and discretized with three different sampling times.

Figure 5.2: Eligible region for selecting λp and λi.

known a priori. To ensure closed-loop stability of (5.9), it must result that:

I. β1 > 0 −→ cb− ad+ dλp > 0 −→ λp > λp,min

II. β2 > 0 −→ λi > γ − hλp

d
III. hλi > 0 −→ λi > 0

, (5.11)

where λp,min = a − cb
d
and γ = a2. Therefore, the conditions for stability can be

summarized as {︄
λp > λp,min,

λi > max
(︂
0, γ − hλp

d

)︂
.

(5.12)

For instance, in Fig. 5.2, the eligible region for λp and λi is illustrated, consider-
ing the previously reported values of a, b, c, and d. To successfully track a desired
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trajectory, the ideal closed-loop transfer function should be 1. However, due to the
fact that the controller has been designed by assuming that d = 0, this condition is
no longer met for every frequency. To quantify the effect of this approximation, we
can rewrite the closed-loop transfer function (5.9) as T (s) = 1 + Td(s), where Td(s)
accounts for the deviation to the ideal dynamic inversion introduced by imposing
d = 0 in the controller, given as

Td(s) = T (s)− 1 =
ds(s+ a)2

β1s2 + β2s+ hλi

. (5.13)

To tune λp and λi, we strive to minimize the amplitude of (5.13) as much as possi-
ble within a frequency range of interest, which defines a desired tracking bandwidth.
Here, given the open-loop circuit bandwidth of 40 Hz, we consider a frequency range
of 0−100 Hz. Hence, we select the controller gains λp and λi satisfying (5.11) which
lead to a nearly unitary gain of the closed-loop transfer function at the frequency of
f0 = 100 Hz. This is attained by ensuring that Td(s) has a corresponding amplitude
that restricts the tracking error to below 1% in the desired tracking bandwidth.
Thus, the control design has to satisfy the condition:

|Td(j2πf0)| = 0.01 ≡ −40 dB. (5.14)

By imposing (5.14), and selecting identical closed-loop poles p1 and p2 to simplify the
problem, the values p1 = p2 = −306 rad/s are determined. From the characteristic
polynomial of (5.9) the control parameters can be derived as follows:

P (s) =
s2

β1

+
β2

β1

s+
hλi

β1

= s2 + (p1 + p2)⏞ ⏟⏟ ⏞
p

s+ p1p2, (5.15)

thus, by using (5.10)

hλi

β1

= p1p2 → λi =
p1p2
h

(cb− ad+ dλp),

β2

β1

= p → hλi

cb− ad+ dλp

→ (h− pd)λp = pcb− pad− cba− λid+ ah.
(5.16)

By substituting λi in λp, we obtain:

λp =
n2

n1

,

λi =
p1p2
h

(︂
cb− ad+

dn2

n1

)︂
.

(5.17)

For p1 = p2 = −306 rad/s, the parameters are:

λp = 650,

λi = 9.3× 104
, (5.18)

Figure 5.3 shows the resulting amplitude diagrams of T (s) and Td(s). Note that,
with the provided controller, the amplitude of T (s) is guaranteed to stay within the
specified error threshold of 1% within the range 0− 100 Hz.
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Figure 5.3: Bode diagrams of Td(s) and T (s), with f0 = 100 Hz and p1 = p2 = −306
rad/s.

5.2 Nonlinear voltage control

Linear controllers, such as (5.8), are widely used due to their simplicity and ease
of implementation. They are particularly effective in systems that operate within
a narrow range of conditions where the system dynamics can be approximated as
linear. However, the HV circuit here discussed needs to provide an output voltage
in the range 0− 3000 V, thus it operates for large-amplitude signals. Moreover, the
circuit presents inherently nonlinearities, exhibiting behaviors that cannot be accu-
rately captured by linear models, especially under varying operating conditions and
large signal perturbations. In this context, the importance of a nonlinear controller
becomes evident. In fact, nonlinear control techniques allow the output voltage to
follow large-amplitude signals with higher precision. On the other hand, the complex
structure of the model makes the development of nonlinear controllers challenging.

The nonlinear controller proposed in this work is based on the idea of controlling
the output voltage vDEA by imposing a closed-loop control on the system’s state.
The average model (4.65) can be rewritten as follows:{︄

ζ̇av = f(ζav)ζav + g(ζav)α

vDEA = h(ζav)ζav + l(ζav)α
, (5.19)

where

f(ζav) = −AC
d , g(ζav) = BC

d v̄in +
(︂
(AC

d − AC
c )ζ + (BC

c −BC
d )v̄in

)︂
α,

h(ζav) = CC
d , l(ζav) = (CC

c − CC
d )ζav,

(5.20)

α is the duty-cycle, v̄in = 6 V, and the state space matrices’ values are those reported
in (4.62). Note that the signs of Ad and Ac are explicitly defined. For simplicity,
the apex C will be omitted. The presence of the term l(ζav) renders the model
less compatible with many conventional control strategies, such as sliding mode
control. Additionally, l(ζav) approaches zero in a manner analogous to the matrix
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d in the linear model, since Cc − Cd ≈ 0. Consequently, a control strategy based
on the inversion of the system dynamics becomes infeasible. This is because the
control input would escalate to impractically high values due to the near-zero l(ζav),
thereby making the controller inapplicable. One possible approximation consists in
considering l(ζav) = 0, analogous to what was done in the linear case. From now
on, the state space vector ζav will be named for simplicity ζ.

Given a desired output voltage trajectory, v∗DEA(t), the output error is defined
as ỹ = v∗DEA − vDEA. A corresponding state trajectory is defined by considering
(Cc − Cd) = 0, i.e.,

ζ∗(t) =
1

Cd

v∗DEA(t). (5.21)

The controller is defined such that it tracks the trajectory on the state, ζ∗(t). An
additional term proportional to the integral of the output error is also introduced to
account for the errors introduced by (5.21) and by model uncertainties. Thus, the
controller is found by imposing that{︄

v̇ = ỹ

ζ̇ = −Adζ +Bdv̄in +
(︂
(Ad − Ac)ζ + (Bc −Bd)v̄in

)︂
α ≡ −λx̃+ ζ̇

∗ − kv
,

(5.22)
where v =

∫︁
ỹdt is the integral state error and x̃ = ζ∗ − ζ is the state error. The

resulting controller is

α =
Adζ −Bdv̄in − λx̃+ ζ̇

∗ − kv

(Ad − Ac)ζ + (Bc −Bd)v̄in
. (5.23)

The closed-loop states are the integral of the output error v and the error x̃. Con-
sidering (5.22), the closed-loop dynamics of the state v is as follows:

v̇ = v∗DEA − vDEA

= v∗DEA − Cdζ − (Cc − Cd)ζα

= v∗DEA − Cdζ
∗⏞ ⏟⏟ ⏞

=0

+Cdx̃− (Cc − Cd)ζα

= Cdx̃− (Cc − Cd)ζ

(︄
Adζ −Bdv̄in − λx̃+ ζ̇

∗ − kv

(Ad − Ac)ζ + (Bc −Bd)v̄in

)︄

= Cdx̃+
(Cc − Cc)ζ

(Ad − Ac)ζ + (Bc −Bd)v̄in

(︂
Adζ −Bdv̄in − λx̃+ ζ̇

∗ − kv
)︂

= Cdx̃− γ(ζ)
(︂
Adζ −Bdv̄in − λx̃+ ζ̇

∗ − kv
)︂

=
(︂
Cd − γ(ζ)λ

)︂
x̃− γ(ζ)kv + γ(ζ)

(︂
Adζ −Bdv̄in + ζ̇

∗)︂
= −γ(ζ)kv +

(︂
Cd − γ(ζ)λ− γ(ζ)Ad

)︂
x̃+ γ(ζ)

(︂
Adζ

∗ + ζ̇
∗ −Bdv̄in

)︂
,

(5.24)

with γ(ζ) = (Cc−Cc)ζ
(Ad−Ac)ζ+(Bc−Bd)v̄in

. The closed-loop dynamics of the state x̃ becomes

ẋ̃ = λx̃+ kv (5.25)

71



Chapter 5

Thus, combining (5.24) and (5.25), the closed-loop system becomes the following:[︃
v̇

ẋ̃

]︃
=

[︃
−γ(ζ)k Cd − γ(ζ)λ− γ(ζ)Ad

k λ

]︃ [︃
v
x̃

]︃
+

[︃
γ(ζ)
0

]︃
(Adζ

∗ + ẋ∗ −Bdv̄in) . (5.26)

Based on (5.21), the exogenous input is written as

Adζ
∗ + ζ̇

∗ −Bdv̄in =
Ad

Cd

(︃
v∗DEA +

1

Ad

v̇∗DEA − BdCd

Ad

v̄in

)︃
=

Ad

Cd

δ(v∗DEA) (5.27)

. Note that δ(v∗DEA), in case of Bd = 0, represents the reference value filtered by a
high-pass system featuring the open-loop pole.

Thus, (5.26) becomes[︃
v̇

ẋ̃

]︃
=

[︃
−γ(ζ)k Cd − γ(ζ)λ− γ(ζ)Ad

k λ

]︃ [︃
v
x̃

]︃
+

[︃
Ad

Cd
γ(ζ)

0

]︃
δ(v∗DEA). (5.28)

5.2.1 Linear Parameter-Varying system (LPV system) and
Linear Matrix Inequality optimization (LMI optimiza-
tion)

The model (5.28) is Linear Parameter-Varying (LPV), since its matrices depend
linearly on γ(ζ). The bound on the state ζ can be found by considering the steady-
state values obtained with minimum and maximum input, i.e., duty-cycle α = 0 and
α = 1. From (5.19), the steady states are:{︄

ζ = 0 when α = 0

ζ̄ = Bc

Ac
v̄in when α = 1

. (5.29)

Note that Bd = 0 in the model when ζ = 0.

To show that the first-order dynamics in (5.19) is always bounded, i.e., ζ ≤ ζ ≤ ζ,
for any α in [0, 1], the following needs to hold true:{︄

ζ̇ ≤ 0 ∀ α and ζ = ζ

ζ̇ ≥ 0 ∀ α and ζ = ζ
. (5.30)

If ζ = ζ̄, the dynamics is

ζ̇ = −BcAd

Ac

v̄in + (Ad − Ac)
Bc

Ac

v̄inα +Bcv̄inα =
BcAd

Ac

v̄in (α− 1) , (5.31)

which is always negative as α ≤ 1. Instead, if ζ = ζ, the dynamics is

ζ̇ = Bcv̄inα, (5.32)

which is always positive. Thus, the state ζ(t) is always bounded between 0 and ζ.
As γ depends on ζ, the bounds (5.29) allow to define also upper and lower bounds

of γ(ζ), i.e., {︄
γ = γ(ζ) = (Cc−Cd)

Ad
< 0

γ = γ(ζ) = 0
. (5.33)
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The system in (5.28) can be rewritten in an LPV form as follows[︃
v̇

ẋ̃

]︃
=
[︁
A(γ)−B1(γ)K

]︁ [︃v
x̃

]︃
+B2(γ)δ(v

∗
DEA), (5.34)

with

A(γ) =

[︃
0 −Cd − γ(ζ)Ad

0 0

]︃
, B1(γ) =

[︃
γ(ζ)
1

]︃
,

K =
[︁
k λ

]︁
, B2(γ) =

[︃
Ad

Cd
γ(ζ)

0

]︃
,

(5.35)

which is polytopic. This form allows to perform the design of a robust control law
by using standard Linear Matrix Inequality (LMI) optimization [73]. By defining
convex sets, LMI optimization techniques ensure that any local minimum found in
the optimization process is also a global minimum. This property simplifies the
optimization process and guarantees that the solution is optimal.

To manage systems with model uncertainties and external disturbances, such as
model (5.34), one possible optimization strategy is the H∞ infinity norm control. It
is a robust control strategy that aims to minimize the worst-case gain (infinity norm)
from the disturbance input to the controlled output. It is important to specify that
the frequency domain interpretation of the H∞ norm is only valid for LTI systems.
In this case, the model (5.34) is an LPV model, thus the minimization of the infinity
norm gives only a qualitative understanding of the tracking performance. To pre-
process the disturbance input, often a shaping filter is used. In this case, an H∞
control strategy with shaping filter is exploited to found the control gains.
A shaping filter W (s) is considered, defined via the following upper bound function:

W−1(s) =
A∞s

s+ ωb

√︂
A2

∞
A2

b
− 1

, (5.36)

where A∞, Ab, and ωb are defined as

|W−1(j0)| = 0

|W−1(jωb)| = Ab

|W−1(j∞)| = A∞

, (5.37)

where A∞ is the high-frequency gain, Ab is the gain at frequency wb, with Ab ≤
A∞. In other words, the filter W (s) weights the error due the exogenous input for
frequencies higher than wb.

The output z of the shaping filter, when the voltage tracking error ỹ is considered
as input becomes

z = W (s)ỹ =
s+ ωb

√︂
A2

∞
A2

b
− 1

A∞s
ỹ =

1

A∞
ỹ +

ωb

√︂
A2

∞
A2

b
− 1

A∞

ỹ

s
=

1

A∞
v̇ +

ωb

√︂
A2

∞
A2

b
− 1

A∞
v.

(5.38)
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The state-space representation of the shaping filter is given by considering (5.24):

z =
1

A∞

(︃(︂
− Cd − γ(ζ)Ad

)︂
x̃− γ(ζ)kv − γ(ζ)λx̃+

Ad

Cd

γ(ζ)δ(y∗)

)︃
+

ωb

√︂
A2

∞
A2

b
− 1

A∞
v

=

[︃
− 1

A∞
γ(ζ)k +

ωb

√︃
A2∞
A2
b

−1

A∞
− 1

A∞
γ(ζ)λ− 1

A∞
(Cd + γ(ζ)Ad)

]︃ [︃
v
x̃

]︃
+

1

A∞

Ad

Cd

γ(ζ)δ(y∗)

=
(︂
C(γ)−D1

[︁
k λ

]︁ )︂ [︃v
x̃

]︃
+D2δ(y

∗),

(5.39)

with

C(γ) =
1

A∞

[︂
ωb

√︂
A2

∞
A2

b
− 1 −Cd − γ(ζ)Ad

]︂
, D1(γ) = −γ(ζ)

A∞
, D2(γ) =

Adγ(ζ)

CdA∞
.

(5.40)

The control gain K =
[︁
k λ

]︁
is found so that the following conditions are satisfied:

• H∞ specification: Considering (5.34), the L2 gain from the exogenous input
δ(y∗) to the filter’s output z is kept smaller than 1. Doing so, the error caused
by δ(y∗) is minimized.

• H2 specification: Considering (5.39), the H2 norm of the transfer function
from δ(y∗) to u is minimized. Thus, the control energy, i.e., control effort, is
minimized.

The following LMI optimization problem is set and solved in each vertex:

Find Y ∈ R1×2, M ∈ R, and P ∈ R2×2 s.t.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P ≻ 0

M > 0⎡⎢⎣A(γ)P + PA(γ)⊺ −B1(γ)Y − Y ⊺B1(γ)
⊺ B2(γ) PC(γ)⊺ − Y ⊺D1(γ)

⊺

B2(γ)
⊺ −I D2(γ)

⊺

C(γ)P −D1(γ)Y D2(γ) −I

⎤⎥⎦ ≺ 0

[︄
A(γ)P + PA(γ)⊺ −B1(γ)Y − Y ⊺B1(γ)

⊺ B2(γ)

B2(γ)
⊺ −I

]︄
≺ 0[︄

M −Y

−Y ⊺ P

]︄
≻ 0

,

(5.41)

Once matrix Y is found, the controller is given as K = Y P−1.
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5.2.2 State observer

The nonlinear controller is here reported:{︄
α = Adζ−Bdv̄in−λx̃+ζ̇

∗−kv
(Ad−Ac)ζ+(Bc−Bd)v̄in

v̇ = vDEA − v∗DEA

, (5.42)

where v =
∫︁
ỹdt and x̃ = ζ∗ − ζ. It can be noticed that the controller α depends

on the state of the system. Indeed, the goal of such controller is to follow a state
trajectory, considering Cc − Cd = 0, so that

ζ∗ =
1

Cd

v∗DEA. (5.43)

To estimate the system state, a state observer is necessary.
Let ζ̂ be the state observed according to the following dynamic system

ζ̂
̇
=− Adζ̂ +Bdv̄in +

(︂
(Ad − Ac)ζ̂ + (Bc −Bd)v̄in

)︂
α+

+
(︂
L− Ad + (Ad − Ac)α

)︂(︃ vDEA

Cd + (Cc − Cd)α
− ζ̂

)︃
,

(5.44)

where L > 0 is a free design parameter which allows to tune the convergence speed
of the observer. In fact, the convergence and stability of the observer is proved by
considering the derivative of the error e = ζ − ζ̂, i.e.,

ė = ζ̇ − ζ̂
̇
=

= −Adζ +Bdv̄in +
(︂
(Ad − Ac)ζ + (Bc −Bd)v̄in

)︂
α+

−
(︄

− Adζ̂ +Bdv̄in +
(︂
(Ad − Ac)ζ̂ + (Bc −Bd)v̄in

)︂
α+

+
(︂
L− Ad + (Ad − Ac)α

)︂(︂ vDEA

Cd + (Cc − Cd)α
− ζ̂
)︂)︄

=

= −Adζ +Bdv̄in +
(︂
(Ad − Ac)ζ + (Bc −Bd)v̄in

)︂
α + Adζ̂ −Bdv̄in+

−
(︂
(Ad − Ac)ζ̂ + (Bc −Bd)v̄in

)︂
α+

−
(︂
L− Ad + (Ad − Ac)α

)︂(︂ vDEA

Cd + (Cc − Cd)α
− ζ̂
)︂

= −Ade+ (Ad − Ac)eα−
(︂
L− Ad + (Ad − Ac)α

)︂
e =

= −Ade+ (Ad − Ac)eα− Le+ Ade− (Ad − Ac)eα =

= −Le,

(5.45)

which asymptotically converges to zero as long as L > 0.
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5.3 Voltage controllers validation in simulation

This section will present a validation in simulation of the two voltage controllers,
(5.8) and (5.23). The simulations were carried out in MATLAB/Simulink environ-
ment.

5.3.1 Linear voltage control - Validation in simulation

The block diagram of the closed-loop system is shown in Fig. 5.4.

Figure 5.4: Block diagram of the closed-loop system when the linear controller is
used.

The block ”Linear controller” consists of the combination of controller (5.8) and an
anti-windup clamping strategy, aimed to avoid value of the control action u bigger
than 1. The performance of the closed-loop system was analyzed using both the
linear model (5.2) and the average model (4.65) as the plant. Several simulations
were conducted in the MATLAB environment, and the results are shown in Fig.
5.5. The system’s response to different desired trajectories, varying in amplitude
and frequency, was examined. The control parameters are the ones expressed by
(5.18).

The results indicate that the output voltage vDEA accurately follows small-
amplitude trajectories, specifically ±100 V and ±500 V around the equilibrium
point vDEA = 1500 V at frequencies of 1, 10, and 40 Hz. However, for larger am-
plitude trajectories and higher frequencies, the output voltage fails to follow the
desired trajectory, particularly when the average model is used as the plant. This
discrepancy occurs because the controller (5.8) is based on the small-signal model
(5.2), which is not adequate for larger signals. Figure 5.6 shows the correlated errors
in time, where it can be noticed that for small-amplitude trajectories the error stays
below the 1%.
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Figure 5.5: Validation in simulation of the linear voltage controller, considering both
the linear and the average model as the plant of the closed-loop system. Trajectory
with ±100 − ±500 V amplitude around the equilibrium point and large-amplitude
trajectory are considered at (a) 1 Hz, (b) 10 Hz, (c) 40 Hz, and (d) 100 Hz.
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Figure 5.6: Percentage errors of the validation in simulation. (a) 1 Hz; (b) 10 Hz;
(c) 40 Hz; (d) 100 Hz.
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5.3.2 Nonlinear voltage control - Validation in simulation

Figure 5.7 shows the block diagram of the closed-loop system, considering the nonlin-
ear controller (5.23) and the switching model (4.59) as plant. First the feasibility of

Figure 5.7: Block diagram of the closed-loop system when the nonlinear controller
is used.

the LMI problem in (5.41) was examined. The filter parameters are the followings:

A∞ =

⃓⃓⃓⃓
γ
Ad

Cd

⃓⃓⃓⃓
Ab =

0.01√︂
1 +

ω2
b

A2
d

β,
(5.46)

with β as the error percentage. The analysis shows that with a percentage error
β ≤ 2 the minimum cutting frequency that makes the LMI problem feasible is
ωb,Hz = 40 Hz, while for a percentage error β ≤ 5, the cutting frequency is ωb,Hz = 70
Hz. Considering (5.34), the transfer function from δ(y∗) and v is:

Gv(s) = Cm(sI − Am)
−1Bm, (5.47)

with Cm = [1 0], Am = A(γ) − B1(γ)K, and Bm = B2(γ). Thus, the transfer
function from δ(y∗) and ỹ = v∗DEA − vDEA = v̇ is:

Gỹ(s) = sGv(s). (5.48)

Figure 5.8 shows the bode magnitude diagrams of Gỹ(s) considered for γ = γ at
different ωb,Hz and β, compared to the bode diagram of the upper bound W (s),
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shown in Fig. 5.8. In particular, the following specifications were chosen:

Fig. 5.8 (a):

{︄
ωb,Hz = 40Hz

β = 1
, Fig. 5.8 (b):

{︄
ωb,Hz = 40Hz

β = 2
,

Fig. 5.8 (c):

{︄
ωb,Hz = 50Hz

β = 1
.

(5.49)

The magnitude of Gỹ(s) stays in each cases bounded and the LMI problems are
feasible, given the following control gain:

(a) K = Y P−1 = [k λ] = [1.9× 104 8.8× 103]

(b) K = Y P−1 = [k λ] = [3× 104 2.7× 103]

(c) K = Y P−1 = [k λ] = [1.1× 105 3.2× 104].

It is important to notice that not every combination of ωb,Hz and β give in result
a feasible LMI problem. Indeed, if ωHz = 60 Hz and β = 1 are to be chosen,
the LMI problem would not be feasible and, in fact, the control gain would be
K = Y P−1 = [k λ] = [−2 × 105 − 4.1 × 104]. To render the LMI feasible for such
frequency, or greater than this, the error margin needs to be increased.

In simulation, the performance of the closed-loop system utilizing the nonlinear
controller (5.41) with the switching model (4.59) as the plant was compared to
the performance obtained using the linear controller (5.2) applied to the average
model (4.65). This comparison was conducted for both small-amplitude and large-
amplitude trajectories. The nonlinear controller parameters for this campaign are:

I. Nonlinear controller: ωb,Hz = 40 Hz, β = 2 → K = Y P−1 = [k λ] =
[1.6× 104 9× 103]

II. Observer: L = 100.

To properly compare nonlinear and linear controller, the linear controller parameter
where chosen as in (5.18). For this simulation campaign the nonlinear controller was
applied to the switching model, while the linear controller was applied to the average
model. Figure 5.9 shows the results of the validation. The quantities of interest
are the output voltage vDEA in both cases, the voltage error ev = v∗DEA − vDEA,
the system state x, and the observer output x̂. Trajectories at 40 Hz for small and
large-amplitude were chosen. The results show that for small-amplitude trajectories,
both controllers work very well, ensuring an error ev < 1%. For large-amplitude
trajectories, the benefits of the nonlinear controller are evident. Indeed, the output
vDEA can follow the desired trajectory with an error ev < 2%, whereas the system
under the linear controller fails to pursue the trajectory and the voltage error exceeds
the 1%.
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Figure 5.8: Bode magnitude diagrams of Gỹ(s) and W (s) for (a) ωb,Hz = 40 Hz,
β = 1; (b) ωb,Hz = 40 Hz, β = 2; (c) ωb,Hz = 50 Hz, β = 1.
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Figure 5.9: Validation in simulation, considering both linear and nonlinear controller
for the switching model for small- and large-amplitude trajectories at 40 Hz. (a)
Output of the closed-loop systems; (b) Voltage error; (c) System state and observer
output.

5.4 Voltage controllers experimental validation

In this section an experimental campaign will be carried out with the goal of validate
experimentally the linear and nonlinear voltage controllers. The controllers will be
implemented on an STM32 NUCLEO F446RE board, which generated the PWM
driving signals for the circuit at a frequency of 15 kHz. The used setup is shown in
Fig. 4.19.
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5.4.1 Linear voltage control - Experimental validation

The first experimental validation aimed to assess the performance of the linear volt-
age controller in tracking a specified reference voltage. The voltage signal to be
tracked was a sinusoidal wave ranging from 1400 V to 1600 V at increasing fre-
quencies. Figure 5.10 compares the voltage reference, the output of the closed-loop
system, and the output of the open-loop system. The output signals are measured
via a high-voltage voltage divider. It is evident that the controller significantly im-
proves the circuit performance, allowing it to accurately track reference signals up to
60 Hz, while unavoidable model inaccuracies reduce the tracking precision at higher
frequencies. As a further quantitative comparison, Fig. 5.10 shows the voltage error
offset (upper part), calculated as follows

eoff = |ȳ∗ − ȳ|, (5.50)

with ȳ∗ and ȳ the mean value of the trajectory and the output signal, respectively.
The figure shows also the Root Mean Square (RMS) value of its offset-free amplitude
(lower part) for different frequencies, calculated as

RMS =

⌜⃓⃓⎷ 1

N

N∑︂
i=1

|ev − ēv|2, (5.51)

with N length of the data, and ēv the mean value of the error ev. The results confirm
the benefits of the closed-loop voltage control architecture.
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Figure 5.10: Experimental validation of the linear voltage controller for small-
amplitude trajectories at different frequencies.
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Figure 5.11: Offset and amplitude RMS errors at each frequency.
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5.4.2 Nonlinear voltage control - Experimental validation

A broad experimental campaign was carried out to validate the closed-loop perfor-
mance when the nonlinear controller is applied. The goal is to demonstrate that
the bandwidth of the circuit in closed-loop is higher than the bandwidth obtained
in open-loop (40 Hz), by maintaining an error margin between 2− 5%. The desired
trajectory was a sinusoidal wave at different amplitude ranges and frequencies. Fig-
ures 5.12 and 5.13 show the experimental results. The output voltage vDEA has been
compared to the reference and only in 5.12 (a) to the output voltage obtained by
closed-loop controlled via the linear controller (5.8). For this analysis, the nonlinear
controller specifications were chosen as follows:{︄

ωb,Hz = 40 Hz

β = 2
, (5.52)

while the specifications of the linear controller were set as in (5.18). At frequencies
greater than 40 Hz, considering the feasibility of the LMI optimization problem
exposed above, the chosen controller specifications are:{︄

ωb,Hz = 70 Hz

β = 5
. (5.53)

As a further quantitative comparison, an analysis only for large-amplitude signals
was conducted. Figure 5.14 shows the voltage error offset (upper part), calculated
as follows

eoff = |v̄∗DEA − v̄DEA|, (5.54)

with v̄∗DEA and v̄DEA the mean value of the trajectory and the output signal, respec-
tively. The figure shows also the Root Mean Square (RMS) value of its offset-free
amplitude (lower part) for different frequencies, calculated as

RMS =

⌜⃓⃓⎷ 1

N

N∑︂
i=1

|ev − ēv|2, (5.55)

with N length of the data, and ēv the mean value of the error ev. The results confirm
that the closed-loop controlled by the nonlinear voltage controller is able to follow
sinusoidal small-amplitude trajectories with an error below the 5% up to 120 Hz
and large-amplitude with an error below the 4% up to 80 Hz, making evident the
benefit of this controller over the linear controller presented previously.

86



Chapter 5

Figure 5.12: Experimental validation of the voltage controller for small- and large-
amplitude trajectories at different frequencies: (a) 40 Hz; (b) 50 Hz; (c) 60 Hz; (d)
70 Hz.
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Figure 5.13: Experimental validation of the voltage controller for small- and large-
amplitude trajectories at different frequencies: (a) 80 Hz; (b) 90 Hz; (c) 100 Hz; (d)
120 Hz.
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Figure 5.14: Offset and amplitude RMS errors at each frequency. In red and yellow
the performance of the closed- and open-loop, respectively.
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Applied case of study: DEAs
position control

In this chapter the linear voltage control (5.8) will be applied to a specific case
of study: DEA position control. Small and accurate actuation displacement of
the actuator are required in many application, such as in microfluidics, i.e., valve
application, where only few millimeters of the DEA’s stroke are necessary to open
or close the valve, or optical application where DEAs can adjust the focus of lenses.

The primary focus is on the actuator’s displacement. To achieve fine adjustment,
the control strategy integrates a DEA motion controller, as developed in [4], with
the linear voltage controller (5.8). Results will demonstrate that relying solely on
position control is insufficient for precise and fine-tuned adjustment of the actuator’s
displacement without also controlling the voltage applied to the DEA. The perfor-
mance of the closed-loop system, where the DEA is driven by a HV circuit, will be
compared to that of a system using a commercial voltage amplifier, specifically an
UltraVolt. It will be shown that the HV circuit’s performance in terms of precision
of the delivered output voltage within a mechanical frequency range of [0 − 4] Hz
is comparable to that of the UltraVolt amplifier. The results are reported in the
conference paper [3].

6.1 Nested control: Linear voltage and DEA’s po-

sition controllers

The proposed controller (5.23) will be integrated into a DEA motion control loop,
whose design is based on our previous results in [4]. The latter control strategy
will aim to control the DEA position yp so to track a desired motion trajectory y∗p.
It consists of a low-pass filtered PID controller combined with a square root term,
to compensate for the nonlinear relationship between DEA displacement and the
applied voltage, in parallel to a feed-forward term. The block diagram of the closed-
loop system is shown in Fig. 6.1 . Initially, an identification process was conducted
to establish a mathematical model of the DEA, using the applied voltage as the
input and the resulting displacement as the output. The DE illustrated in Fig. 4.19
(dimensions: 30 mm ×30 mm ×50 µm) was the subject of the identification process.
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Figure 6.1: Block diagram of the cascade of DEA outer position controller and HV
circuit inner voltage controller.

Pulse wave high voltage signal at 0.2 Hz was applied using a commercial voltage
amplifier, specifically an UltraVolt, and the DE’s displacement was assessed using
the laser sensor optoNCDT 1607. Data collection was conducted via LabVIEW
and subsequently analyzed in MATLAB. The mathematical model for the DE was
identified using the System Identification MATLAB Toolbox and it results as follows:

GDEA(s) =
Yp(s)

Y 2(s)
=

b0
s2 + a1s+ a0

, (6.1)

with Y 2(s), Yp(s) Laplace transformation of the squared applied voltage y2 and the
DEA position yp, respectively. The coefficients are:

b0 = 4.7× 10−4, a1 = 7.554, a0 = 1402. (6.2)

The resulting second-order model demonstrated a FIT of 87.55% between the ob-
served and predicted displacements. Figure 6.2 presents the results of this identifi-
cation.

The PID controller as the following structure:

PID(s) = Kp +
Ki

s
+

Kds

τds+ 1
, (6.3)

withKp proportional gain, Ki integral gain, Kd derivative gain, and τd time constant
of the low-pass filter. Its parameter were calculated as:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Kp =
(︂
a1 − a0τ∗

2

)︂
1

2b0δ∗
2τ∗

Ki =
a0

2b0δ∗
2τ∗

Kd =
(︂
1− a1τ∗

2
+ a0τ∗

2

4

)︂
1

2b0δ∗
2τ∗

τd =
τ∗

2

, (6.4)
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Figure 6.2: DEA model identification. (a) High voltage signal, model input; (b)
Comparison between laser measurement and the model output.

with τ ∗ = 0.4 s and δ∗ = 0.7. An anti-windup strategy is used so that the output of
PID(s) is bounded between y∗

2

min = 6002 and y∗
2

max = 30002. The feed-forward term
is the following:

G−1
DEA(s) =

s2 + a1s+ a0
b0

. (6.5)

Because both static and dynamic behaviors of DEAs displacement are influenced by
the square of the applied voltage, a square root term is added in cascade to the PID.
By doing so, the effect of this nonlinearity is canceled by an inverse compensation
in the control law.

Finally, the output y∗ of the position controller represents the desired high volt-
age that the circuit needs to generate. Thus, y∗ is the desired trajectory for the
voltage controller.

6.2 Experimental validation

Experimental validation will be performed by using the setup in Fig. 4.19 in three
different scenarios, where the DEA input voltage is regulated as follows:

I. using the position controller to directly drive the HV circuit, without any
voltage control loop;

II. using the position controller output as the reference voltage for controller (5.8),
resulting in the nested control in Fig. 6.1;

III. using the position controller output as the reference voltage for the UltraVolt
supply, which is assumed to behave as an ideal voltage source.
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Figure 6.3: RMS values at each frequency.

The reference trajectories, y∗p, are sinusoidal signals ranging from 0 mm to 0.2 mm,
and frequency between 1 Hz and 5 Hz. The results in Fig. 6.4 show the tracking
performance achieved through the nested control strategy compared to relying solely
on the position controller. Figure 6.3 shows the RMS values of each experiment
case at each frequency. When the position controller directly drives the HV circuit,
its tracking performance begins to decline markedly when the reference frequency
surpasses 3 Hz. In contrast, the nested control architecture maintains performance
levels that are closely aligned with those achieved using the Ultravolt amplifier.
Furthermore, the position error remains consistently below 0.07 mm when utilizing
the nested control. This is in stark contrast to the scenario where only the position
controller is employed, which results in a position error as significant as the reference
amplitude at a frequency of 5 Hz. This difference highlights the inadequacy of the
position controller alone in handling higher reference frequencies. The nested control
method effectively decouples the design considerations of the position and voltage
controllers. This decoupling allows the HV circuit to function with a behavior akin
to a constant gain system, thereby simplifying the control strategy and enhancing
overall performance. As a result, the proposed control architecture not only matches
the performance of high-end HV amplifiers but does so with significantly reduced
complexity and cost. In light of this result, the HV circuit, when operated under
the proposed nested control approach, emerges as a highly cost-effective and efficient
solution for driving and controlling DEAs. This approach obviates the need for bulky
and expensive commercial HV amplifiers, offering a streamlined and economically
viable alternative without compromising on performance.
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Figure 6.4: Experimental comparison of different control architectures. A desired
trajectory of 0.2 mm was chosen at (a) 1 Hz, (b) 2 Hz, (c) 3 Hz, (d) 4 Hz, and (e)
5 Hz.
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Conclusions

This thesis has addressed the problem of developing and control a High Voltage
(HV) driving circuit for Dielectric Elastomer Actuators (DEAs). In order to achieve
this goal, the thesis has been organized in four main parts, which deal in details with
the design, modeling, voltage control, and voltage-position control, respectively.

In the first part, the design of the circuit was presented. The HV electronic is
characterized by two stages, namely the charging and the discharging stages. The
charging stage consists of a resonant converter combined to a voltage doubler and
rectifier circuit and it exploits a three-coil transformer with a turn ration between
primary and secondary side of 100. This simple concept allowed to generate high
voltage (up to 3000 V) from a low input voltage (up to 6 V). The discharging stage
involves an active discharging path that allows the load to discharge more efficiently.
Consequently, the discharging time decreases significantly, enabling operation at a
high frequency. Moreover, a microcontroller interface is deployed to digitally control
via two complementary PWM signals. The design used a relative low number of
components to maintain small dimensions (130 mm ×50 mm), a low cost (20$),
and minimal weight (48 g). Consequently, the circuit can be easily integrated into
various applications where a compact driving circuit is required.

In the second part, a mathematical model for the circuit was presented. Initially,
two separate LTI state-space models were developed for the charging and discharg-
ing stages, considering equivalent models of the dynamic components, the stray and
ohmic losses of the transformer, and the DEA as time-varying capacitive load. The
two models were combined into one model, named switching model, to take into
account the switching behavior of the circuit between the charging and discharging
phases. The model was able to effectively predict the output voltage of the cir-
cuit for given input voltage. Validation campaigns, both in simulation and through
experiments, demonstrated a high agreement between the measured and predicted
output voltage signals for various input voltage signals across different frequencies
and amplitudes. The FIT of the model ranged from 79.16% to 94.54%, depending
on the frequency and waveform of the input signal. From the experimental valida-
tion, it was observed that the bandwidth of the circuit in open-loop was around 40
Hz. Subsequently, an average model was presented to facilitate the development of
simpler linear and nonlinear control strategies.

In the third part two voltage control algorithms were presented. The first one
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was a linear controller based on the linear model derived from the average model.
The control law was derived by inverting the system linear dynamic and imposing
a new one, designed to satisfy the control requirements, i.e., the tracking of small-
amplitude voltage trajectories up to 100 Hz maintaining the voltage error below
1%. The second control strategy was based on the average model represented as a
LPV system. Thus, the problem of designing a controller for the complex nonlin-
ear system was converted into the design of a state feedback control for the LPV
system. This design was effectively addressed via a LMI optimization techniques.
This approach enabled the design of a robust control law that was easy to imple-
ment without explicitly canceling the system nonlinearities. Since the nonlinear
controller required measurements of the system state, an observer was developed.
The nonlinear voltage controller was validated in simulation and via and experimen-
tal campaign. Compared to the linear controller, the nonlinear controller allowed
the circuit’s output voltage to follow both small- and large-amplitude trajectories
up to 80 Hz with a voltage error below 4%. Thus, the voltage controller enhanced
the performance of closed-loop system by increasing also its bandwidth.

The fourth part of the thesis focused on the combination of the linear voltage
controller with a DEA position controller. The performance of DEAs is influenced
by the applied voltage. Therefore, to achieve precise actuator positioning, it is
essential to integrate a position controller for the DEA with a voltage controller for
the driving electronics. The combination of this controllers was also experimentally
validated. During the campaign, the actuator was first driven by the proposed
HV circuit controlled by the combined controller and then by a commercial voltage
amplifier, the UltraVolt, subjected only to the position controller since its bandwidth
could be considered infinite compared to that of the HV circuit. The results showed
that within the range of mechanical frequency before the resonance frequency of
the DEA, the HV circuit’s performance was comparable to that of the UltraVolt.
Indeed, the RMS values obtained from the system driven by the HV circuit are
below 0.02 V up to 4 Hz, matching those obtained from the system driven by the
UltraVolt.

The results shown in this thesis proved that it is possible to design a small,
compact, modular, lightweight, and cheap high voltage electronic to drive DEAs and
that by means of model-based control laws, the electronic can be a valid alternative
to the commercial, bulky, and expensive voltage amplifiers, for accurately drive a
DEA. Nevertheless, there are still a number of open research issues on high voltage
circuit design and control. Some possible directions for future research are outlined
below.

The key role in the design of the HV circuit is the transformer TR, which presents
an high amplification factor. However, the transformer represents also the bottleneck
of the circuit in terms of maximum output voltage and power. Indeed, the circuit
is limited to an output of 4500 V and around 2 W. Consequently, the actual circuit
cannot drive actuators in applications where the capacitive load is significantly high,
such as those using stacked DEs, where capacitance can reach values as high as 50 nF,
and required power can be in the order of 101 W. Additionally, it is not suitable for
high-frequency applications, such as acoustic applications. Therefore, optimizing the
HV circuit for high-frequency and/or high-power applications is a crucial research
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topic that would significantly expand the use of DEAs in various applications. This
optimization would enable, for example, the possibility of self-sensing control of
DEAs by utilizing the HV circuit as the driving source.

The mathematical model presented in this thesis can be enhanced by incorpo-
rating the dielectric resistance of the DEA, which would account for the leakage
current of the actuator. This enhancement would enable a more accurate estima-
tion of the discharging time, leading to improved predictions of the output voltage
at high frequencies. Additionally, this extended model could be used to develop
advanced control strategies designed to track large-amplitude trajectories at high
frequencies. Furthermore, the mathematical model developed in this thesis can be
utilized to create observers for controlling the output voltage by measuring on the
low-voltage side, eliminating the need for measurements on the high-voltage side.

The control algorithms developed in this thesis are primarily based on linear
and average models, which offer a foundational approach to controlling power elec-
tronics by simplifying the system’s dynamics. Moving forward, an important area
for further exploration would involve the design of advanced control laws grounded
in switched system theory. This approach would allow for a more accurate repre-
sentation of the system’s inherent switching characteristics, potentially improving
control performance by addressing the fast, discrete changes in circuit states di-
rectly, rather than through averaged approximations. Implementing such control
techniques would provide a more nuanced and responsive solution that aligns more
closely with the system’s real-time switching behavior, thereby enhancing stability,
precision, and efficiency in high-voltage applications.
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