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13The main goal of the presented work is to implement a robust framework for the computation of the crystalliza-
14tion kinetics of semi-crystalline thermoplastics by using a multiscale approach. The purpose of multiscale
15modeling is to assess parameters influencing microstructure formation that would otherwise require very
16time-consuming analysis with experiments. The numerical method, crystallization kinetics and their implemen-
17tation into numerical software operating at macro- and micro-scale are described as well as the experimental
18data needed to prepare and validate numerical results.
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29 1. Introduction

30 The manufacturing of high quality injection molded parts requires a
31 deep understanding of material properties, process parameters and
32 product design. The behavior of a polymer during the injectionmolding
33 process and the performance of the final part are strongly determined
34 by the material structure formed during filling and cooling. During pro-
35 cessing, a polymer is normally subject to a complex thermo-mechanical
36 history that leads to different microstructures at different locations,
37 because of variations in shear rate, pressure and temperature. The
38 prediction of the final microstructure is very important to attain
39 manufacturing processes in which defects such as uncontrolled warp-
40 age, incorrect part dimensions, excessive weight, etc. are absent.
41 The complexity rises if semi-crystalline thermoplastics are used.
42 These polymers tend to solidify in an orderedmanner arranged in crys-
43 talline superstructures. Because of the length of the macromolecules,
44 the material does not fully crystallize and amorphous domains coexist
45 with crystalline ones. The manufacturing process influences the
46 distribution of crystalline and amorphous areas aswell as the crystalline
47 superstructures. During solidification, the molecular chains, which are
48 subject to high shear rates, have a much lower entropy than molecules
49 which are unaffected by the flow. The decrease of entropy increases the
50 free energy, which in turn implies an increase of the nucleation rate. In
51 highly oriented melts, the solidification can result in a shish-kebab
52 arrangement of the crystal lamellae. On the contrary, molecular chains
53 located in quiescent regions form a spherulitic microstructure. Thus,

54the crystallization depends directly on melt flow and heat fluxes.
55Another influencing factor is inhomogeneities of the polymer melt
56such as variations in concentration, temperature and filling materials.
57Conversely, local variations of the crystallization rates influence melt
58properties, such as the viscosity. The polymer morphologies are also in-
59fluenced from nucleating agents added with the aim to reduce dimen-
60sions of spherulites and improve mechanical properties (Lv et al. [1],
61Xu et al. [2]), the addition of another polymer to form a blend (An
62et al. [3]) or the mixing of the virgin material with recycled one (Madi
63[4]). The simulation of the crystallization process in injection molding
64is complex because it is necessary to combine transport phenomena of
65the multi-phase flow in non-isothermal conditions with crystallization
66kinetics. This requires the calculation of polymer properties on a micro-
67scopic scale using information from amacroscopic scale. It is possible to
68define this problem as a multiscale materials design problem. This
69means that the material is simulated from a micro-scale up to a
70macro-scale (Zeng et al. [5]). On each scale, particular material features
71have to be computed (Meijer and Govaert [6]). The crystallization
72problem can be considered as multi-scale problem in time and space.
73A spatial multi-scale problem involves more than one spatial scale to
74solve the associated sub-problems whereas a temporal multi-scale
75problem has different characteristic time scales. The coarse scale is
76needed to attain a feasible solution of the flow dynamic and melt
77behavior in a reasonable time while the fine scale is needed to improve
78knowledge on the local microstructures.
79The main goal of the presented work is to implement a robust
80framework for the computation of the crystallization kinetics of semi-
81crystalline thermoplastics by using a multiscale approach. The purpose
82of multiscale modeling is to assess parameters influencing microstruc-
83ture formation that would otherwise require very time-consuming
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84 analysis thought experiments. The numerical method, crystallization
85 kinetics and their implementation into numerical software operating
86 at macro and micro scale are described as well as the experimental
87 data.

88 2. Research background

89 The research on crystallization is actually focused on flow-induced
90 crystallization. There are multiple models to compute interactions be-
91 tween fluid dynamics and crystallization, using approaches ranging
92 from the simple modification of the quiescent crystallization coeffi-
93 cients to the use of micro-mechanical models. Dai et al. [7] investigated
94 the influence of strain and strain rate on flow-induced crystallization for
95 isotactic polypropylene. Experiments were carried-out on a rheometer
96 operating in oscillatory mode. The results were compared with those
97 achieved in continuous shearing with a thermal table mounted on an
98 optical microscopy. The comparison illustrates that the rheological
99 structures strictly depend on shear regime and rates. Koscher and
100 Fulchiron [8] experimented on polypropylene to study the effect of
101 shear on crystallization kinetics and morphology. The experimental
102 protocol starts when the polymer is melted, afterwards a sufficient
103 time applies for the homogenization. A fast cooling ramp is applied
104 ten degree above the crystallization temperature, followed by a slow
105 cooling ramp down to the crystallization temperature. Finally, the
106 shear treatment is applied. Adopting this procedure, the quiescent crys-
107 tallization model is extended to predict the shear treatment by linking
108 the extra activated nuclei number to the first normal stress difference.
109 The model is applied for the qualitative comparing of the behavior
110 of polypropylene with different molecular weights. Ratajski and
111 Janeschitz-Kriegl [9] studied the relation between nucleation densities
112 andflow-induced crystallization. Increases in supercooling under quies-
113 cent conditions can significantly increase the number of nuclei. The
114 supercooled state is of great importance for manufacturing processes
115 on reducing the time needed for the full crystallization. The research
116 shows that a specific amount of work is required to form Shish-
117 Kebabs. Guo and Narh [10] proposed a simplified model of the flow-
118 induced crystallization. The model, developed from the quiescent
119 conditions, allows the experimental computation of a few parameter
120 values to predict the flow-induced crystallization. The model computes
121 the shift of the melt temperature towards higher values to take into ac-
122 count the shear effect. One of the main advantages of this model is the
123 easy implementation into computational software to predict both
124 stress-induced and quiescent crystallization. Zhou et al. [11] proposed
125 a model in which the energy of dissipation strongly influenced the
126 non-isothermal crystallization kinetics. The polymer flow influences
127 the variation of the crystallization rate directly, applying the model of
128 quiescent crystallization. Kim et al. [12] developed a flow-induced crys-
129 tallization model, based on a thermodynamic point of view and a non-
130 linear viscoelastic constitutive equation with a crystallization rate in-
131 creased by flow. The thermodynamic model accounts for the increase
132 of the melt temperature due to the entropy reduction for oriented
133 melt. The non-linear viscoelastic constitutive equation is based on the
134 Leonov model. This model allows the evaluation of the crystallinity
135 with the variation of the processing parameters, computing the skin-
136 layer thickness. However, the model cannot predict the effect of the
137 fountain flow at the melt front. Zinet et al. [13] developed a numerical
138 model to simulate the crystallization kinetics under non-isothermal
139 conditions for the Couette shear flow configuration. The model takes
140 into account that the flow-induced nucleation is directly influenced
141 from the molecular orientation. The viscoelastic extra tensor quantifies
142 the elastic part of themelt deformation and thus themolecular orienta-
143 tion. The model computes the evolution of the flow- and thermally-
144 induced crystallization in function of the processing time separately.
145 Another outcome of this model is the computation of the microstruc-
146 tures in the skin layer and core zone. The main limitation is the use of
147 the spherulitic structures only. Zheng and Kennedy [14] and Zheng

148et al. [15] investigated the flow-induced crystallization during and
149after shearing. A finitely extensible nonlinear elastic dumbbell with
150Peterlin closure (FENE-P) is used to model polymer molecular orienta-
151tion. The crystallizing system is considered as a suspension of semicrys-
152talline structures growing and spreading from the amorphous matrix.
153Themain result of the research is the identification of a new relation be-
154tween the change in free energy due to flow and the nuclei generation
155of crystallization kinetics.
156Themultiscale analysis of the polymer crystallization is an important
157aspect to take into account. Shangguan et al. [16] proposed a two-scale
158model. One model describes the macro-flow, the second one is related
159to the short fiber movement. The macroscopic scale considers the
160basic macro-flow equations, including the continuity, motion and ener-
161gy equations. Themicroscopic scale uses the dumbbell model equations
162to describe the evolution of micro-structural dynamics at molecular-
163level status. Themicroscopic information is reflected to themacroscopic
164one. This two scale model is applied to the analysis of fiber filled
165polymers. Rong et al. [17] presented amacro–micromodel for the com-
166putation of the flow-induced crystallization in a simple shear flow. The
167macro analysis allows for the contribution of thermally induced nucle-
168ation, due to quiescent conditions, and the flow induced nucleation
169rate, due to flow conditions. The micro-analysis is used to describe
170a two-phase suspension model. The FENE dumbbell model and a
171rigid dumbbell model describe the amorphous phase and the semi-
172crystalline phase respectively. The multi-scale model is applied to sim-
173ple Couette shear flow and it is limited to the spherulitical growth.
174Ruan et al. [18] investigated the cooling step of injection molding with
175a multiscale model. Two distinct length scales are used to simulate the
176crystallization: a coarse grid for theheat diffusion and afinegrid for cap-
177turing the crystal formation. The multi-scale model allows the 3D com-
178putation of temperature and relative crystallinity at various locations in
179the mold cavity as well as the evolution of the crystal morphologies.
180Wienke et al. [19] implemented a software to predict inner properties
181like the morphology of injection molded parts resulting from process
182parameters and geometry. The crystallization kinetics at micro level is
183coupled to existing injectionmolding software tools and structural anal-
184ysis packages to perform computations at the macro level. The continu-
185ous data exchange between the two level allows the improvement of
186the numerical results. The model is able to investigate cooling in quies-
187cent crystallization conditions. Complex geometries are repeated in
188small cells to allow the application of the model on computational
189heavy problem.
190The reviewof the present literature points out that the research is fo-
191cused on specific aspects of the polymer crystallization. Limited effort
192was spent to implement an integrated environment using multi-scale
193analysis to calculate the evolution offlow- and thermal-induced crystal-
194lization of the part during processing completely.

1953. Problem modeling and numerical simulation scheme

196The description of an incompressible (isochoric) viscous Navier–
197Stokes flow is based on the equations of conservation of mass, momen-
198tum and energy of a fluid occupying a dimensional region Ω:

∇ � u ¼ 0 in Ω ð1Þ
200200

201

ρ
∂u
∂t

þ u � ∇u
� �

¼ �∇pþ ∇ � τ þ f in Ω ð2Þ
203203

204

ρ
∂T
∂t

þ u � ∇T
� �

¼ ∇ � k∇Tð Þ þ τ : ∇u þ ρξabsmaxΔHc
∂ξ
∂t

in Ω ð3Þ

206206where ρ is the density, u the velocity field, p the pressure, τ the viscous
stress tensor, f the sum of the external forces, T the temperature, ΔHc is
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207 the heat of crystallization, ξ the relative degree of crystallization
208 and ξmax

abs is the maximum value of the absolute degree of crystalli-
209 zation. The region Ωwith the boundary Γ= ∂Ω denotes the geometri-
210 cal domainwhere the spatial variables are valid. The pressure p appears
211 only as a source term in the momentum equation, with no evolution
212 equation associate to it. The pressure field is generally deduced in
213 terms of the velocity field. The viscosity is related to the stress tensor

214by neglecting the conformation of the copolymers and viscoelastic
215effects.

τ ¼ ηγ ¼ η ∇u þ ∇Tu
h i

in Ω ð4Þ

217217where η is the viscosity.

Fig. 1. Simulation flowchart.

Fig. 2. Viscosity data.
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The system of equations also includes an equation of themultiphase
218 flow that is needed to take into account themovement of the flow front
219 repressing the interface between air andmelt. The geometry consists of
220 a union of multi domains Ωi, one for each fluid. The moving interface,
221 modeled as an iso-surface with a distance function representing the
222 mutual distance between the two fluids, is computed with an evolved
223 model of the level set method, originally introduced by Osher and
224 Sethian [20]. In this work, the conservative equation of the level set

225method proposed by Olsson and Kreiss [21] and Olsson et al. [22] was
226used to avoid the problem of the mass loss during the flow front
227advancement. The level set function reads.

∂ϕ
∂t

þ u � ∇ϕ ¼ f ϕð Þ ¼ κ∇ � ε∇ϕ� ϕ 1� ϕð Þ ∇ϕ
∇ϕj j

� �
on Γ interface ¼ Γpolymer ∩ Γair ð5Þ

229229where ε is the parameter controlling the thickness of the transition re-
gion between the two fluids and κ is a stabilization term, necessary to

230maintain a hyperbolic tangent profile after the level set is transported.
231The level set function is usually initialized with a well know distance
232value to specify the initial interface and then periodically re-initialized
233imposing |∇ϕ | = 1 during its evolution to achieve consistent ϕ values.
234In this way, a stable evolution is achieved and coherent results are en-
235sured during themotion of this interface. For ϕ N 1/2, the region is filled
236with polymer melt, for ϕ b 1/2 it is filled with air while ϕ= 1/2 locates
237the interface between the two fluids. The interfacial normal and curva-
238ture can be easily obtained by differentiating ϕ.

Fig. 3. pvT data with Ṫ0 = 5 °C/min.

Fig. 4. pvT data with p = 200 bar.

t1:1 Table 1
t1:2 Cross WLF coefficients.

t1:3 Parameter Value

t1:4 τ* 0.25 bar
t1:5 A1 31.011
t1:6 A2 51.6 K
t1:7 D1 7.21 × 1010 bar × s
t1:8 D2 1.1482 cm3/g
t1:9 D3 0 K/bar
t1:10 n 0.34
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239 The crystallization process atmacro-scale level is modeled using the
240 Kolmogorov-Avrami-Evans (6) and Nakamura crystallization rate (7)
241 equations

ξ ¼ 1� exp �K Tð Þ � tnð Þ ð6Þ243243

244
dξ
dt

¼ n K Tð Þ½ �1=n 1� ξð Þ � ln 1� ξð Þ½ � n�1ð Þ=n ð7Þ

246246where the degree of crystallization ξ is a function of the overall non-
isothermal kinetic rate constant K(T) and Avrami exponent n. The kinetic

247rate constant is implemented as a function only depending on the
248temperature which follows the Hoffman-Lauritzen (8) model with the
249correction proposed by Guo and Narh [10], as reported in Spina et al. [23]

K Tð Þ ¼ ln2ð Þ1=n � 1
t1=2

� �
� exp � U�=R

T � T∞

� �
� exp � Kg

T � Tm � Tð Þ �
Tm þ Tð Þ
2T

� �
ð8Þ

251251where U⁎ is the activation energy for the segmental jump rate in
polymers, R is the ideal gas constant, Kg is the parameter associated

252to the spherulite growth rate, Tm and T∞ are the equilibriummelt temper-
253ature and the temperature belowwhich the diffusion stops. The crystalli-
254zation process at micro-scale level is computed by calculating the
255nucleation rate dN/dt using the Lauritzen and Hoffman [24] approach

_N ¼ C � kB � T � ΔG � exp � Ea
kB � T

� �
� exp � Kn

T � ΔGð Þn
� �

ð9Þ

257257with C and Kn as material constants, kB the Boltzmann constant, ΔG the
free Energy and Ea an activation energy of the supercooled liquid-

258nucleus interface. The exponent n can assume the values 1 or 2 depending
259on the temperature region in which the homogenous nucleation takes
260place. The crystal growth process is simulated by using the Hoffman,
261Davis and Lauritzen [25] model

G ¼ G0 � exp � U�=R
T � T∞

� �
� exp � Kg

T � T0
m � T

� � � Tm þ Tð Þ
2T

0
@

1
A ð10Þ

263263withG0 as amaterial constant and Tm
0 the equilibriummelt temperature

in quiescent condition. It should be pointed out that the growth speed G
264of the crystal growth front is assumed independent of the flow field.
265Thus, it only depends on the temperature field and the material
266parameters.
267The crystallization of polymeric materials is a solidification process
268in strong interaction with heat conduction. The nucleation and growth

Fig. 5. Flow front advancement (2.1/220/40).

t3:1 Table 3
t3:2 Thermal properties.

t3:3 Parameter Value

t3:4 cp at 60 °C 2.108 × 103 J/g/°C
t3:5 cp at 162 °C 3.187 × 103 J/g/°C
t3:6 cp at 175 °C 2.667 × 103 J/g/°C
t3:7 cp at 185 °C 2.698 × 103 J/g/°C
t3:8 Δcp at 162 °C 5.314 × 103 J/g/°C
t3:9 α 2.5 × 103 W/m2/K
t3:10 λ at 60 °C 0.22 W/m/K

t2:1 Table 2
t2:2 pvT Tait data-fitted coefficients.

t2:3 Parameter Value

t2:4 b1,m 1.2586 cm3/g
t2:5 b2,m 8.19 × 10−4 cm3/g/K
t2:6 b3,m 904.31 bar
t2:7 b4,m 3.85 × 10−3 1/K
t2:8 b1,s 1.1482 cm3/g
t2:9 b2,s 2.73 × 10−4 cm3/g/K
t2:10 b3,s 2.3513 × 103 bar
t2:11 b4,s 1.99 × 10−3 1/K
t2:12 b5 392.71 K
t2:13 b5′ 278.18 K
t2:14 b6 0.023 K/bar
t2:15 b7 0.1064 cm3/g
t2:16 b8 0.076 1/K
t2:17 b9 2.12 × 10−3 1/bar
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269 of spherulites are strongly influenced by the temperature and its varia-
270 tion. Vice versa, the material properties depend on the developed
271 microstructure and it causes a considerable change in the flow and
272 heat transfer processes. For this reason, the main material properties
273 are computed as a function of the relative crystallization degree.
274 Considering that polymers never crystallize completely, the rule of

275mixture is applied between the ideal polymer crystal (relative degree
276of crystallization ξ equal to 1) and the complete amorphous one
277(relative degree of crystallization ξ equal to 0), using the equation:

f ¼ f crystal � ξ � ξabsmax þ f amorphous � 1� ξð Þ � ξabsmax ð11Þ 279279

Fig. 7. Relative crystallization degree (2.1/220/40).

Fig. 6. Flow front evolution (2.1/220/40).
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abs themaximum absolute
280 crystallization degree, measure with the differential scanning calorime-
281 try (DSC) technique. Famorphous is only depending on the temperature
282 while fcrystal is a function of temperature and crystallization parameters.
283 Applying the above rule of mixture, the material's specific heat and
284 thermal conductivity read

cp ¼ cp;crystal � ξ � ξabsmax þ cp;amorphous � 1� ξð Þ � ξabsmax ð12Þ
286286

287k ¼ kcrystal � ξ � ξabsmax þ kamorphous � 1� ξð Þ � ξabsmax ð13Þ
289289

A suspension-based rheological model is applied to compute the
290viscosity η as a function of the crystallization degree

η ¼ ηamorphous � 1� ξ � ξabsmax

φsphe

 !�Bφsphe

ð14Þ

292292where B is the Einstein coefficient and φsphe is the spherulite volume
fraction, in analogy to what was reported byMueller et al. [26]. The vis-

293cosity of this suspension depends on fluid-dynamic and particle-particle
294interactions as well as particle shape and orientation. The amorphous
295viscosity is represented by a Cross-WLF viscosity model (William et al.
296[27]) as a function of the temperature, shear rate, and pressure.

ηamorphous ¼ η0 � 1þ η0
τ�

� _γ
� �1�nv

� ��1

ð15Þ

298298with

η0 ¼ D1 � exp �A1
T � D2

A2 þ T � D2

� �
ð16Þ

t4:1 Table 4
t4:2 Statistical experimental plan.

t4:3 Pattern ID Injection
time (s)

Injection
temperature
(°C)

Mold
temperature
(°C)

Avg
diameter
Core (μm)

Avg
diameter
Skin (μm)

t4:4 ++− 2.1/280/40 2.1 280 40 39.93 31.70
t4:5 −++ 1.0/280/80 1.0 280 80 64.86 66.86
t4:6 + − + 2.1/220/80 2.1 220 80 68.91 70.05
t4:7 −−− 1.0/220/40 1.0 220 40 37.04 27.31
t4:8 +−− 2.1/220/40 2.1 220 40 39.63 28.11
t4:9 − + − 1.0/280/40 1.0 280 40 39.44 27.82
t4:10 −−+ 1.0/220/80 1.0 220 80 64.78 74.47
t4:11 +++ 2.1/280/80 2.1 280 80 61.28 71.16

Fig. 8. Spherulite simulation - in the core.
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299 where η0 is the zero shear viscosity in which the viscosity approaches a
300 constant level at very low shear rates, τ⁎ the critical stress level at the
301 transition to shear thinning, nv the power law index in the high shear
302 rate regime, A1, A2, D1 are data-fitted coefficients and D2 is the glass
303 transition temperature.
304 The polymer specific volume, necessary to account for material
305 compressibility during a flow simulation, equals

ρ�1 ¼ v T ;p; _T
� �

¼ v0 T; _T
� �

� 1� C � ln 1þ p

B T; _T
� �

0
@

1
A

2
4

3
5þ vt T;p; _T

� �

ð17Þ

307307 with the variation of temperature T, pressure p and cooling rate Ṫ by
using a modified dual-domain Tait equation, as reported in Spina et al.

308 [28]. The introduction of the cooling rate factor in the equation is need-
309 ed to predict material behavior for different cooling rate conditions and
310 take into account the influence of crystallinity.
311 The unknowns in the thermo-fluid dynamic problem are the veloci-
312 ty, temperature and interface distance fields. The velocity boundary
313 conditions are.

ujt ¼ uinlet on Γ inlet ð18Þ315315

316
u � njt ¼ f ϕð Þ on Γ � Γ inlet–Γoutlet ð19Þ318318

319
ujt ¼ 0 on Γoutlet ð20Þ

321321 where u inlet is the velocity profile set at polymer entrance.
The temperature boundary conditions are.

Tjt ¼ Tinj on Γ inlet ð21Þ323323

324
Tjt¼0 ¼ Tmold on Γ–Γ inlet ð22Þ326326

327
�n � k∇Tð Þ ¼ h � Tmold � Tð Þ on Γ–Γinlet ð23Þ

329329

where inlet and outlet denote the entry and exit position of fluids,
330 and h is the transfer coefficient, as specified in Spina et al. […].

331The interface distance at the initial time is well-known and
332equals.

∂ϕ
∂t

þ u � ∇ϕ
����
t¼0

¼ 1
2

on Γ interface ¼ Γpolymer ∩ Γair ð23Þ
334334

Particular attention was paid on specifying the velocity at the mold
335wall for the two fluids. In particular, a non-slip condition was applied
336when the polymer was in contact with the mold while a free slip
337condition was applied for air. This particular boundary condition was
338implemented by using an adjustable Robin boundary condition as a
339function of the level set variable ϕ,

u þ ζ ϕð Þ ∂u
∂t

¼ 0 on Γwall ð24Þ

341341where the function ζ(ϕ) is a smooth transition between the values 0
and 105 at ϕ = ½ to avoid convergence problem because of drastic

342change of the velocity condition.
343The boundary conditions of the holding phase are the application of
344the pressure on the inlet.

p ¼ pholding on Γ inlet ð25Þ

346346and a zero pressure gradient in the normal direction to the mold
boundary.

∂p
∂n

¼ 0 on Γwall ð26Þ
348348

4. Numerical simulation

349The numerical analyses were performed at both macro- and micro-
350scale in order to predict the injection molding process in a better way.
351The governing equationswere discretizedwith a Finite ElementMethod
352and approximate solutions computed for the discrete nodal values of
353the melt and air domains. A flowchart illustrating the computed steps
354is shown in Fig. 1. This diagram depicts the process by which a

Fig. 9. Areal computation.
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355 segregated algorithm solves the energy, continuity and momentum
356 equations, for the unknown variables fields at a given time. When the
357 multi-phase flow equations are coupled together, the coefficients are
358 computed for each equation.
359 At the initial time step t = 0, the boundary conditions are imposed
360 and the velocity u , temperature T, pressure p and level set variable ϕ
361 are initialized. The main crystallization terms were evaluated and the
362 material properties updated. In this initial stage, thematerial properties
363 are those of the polymer melt. The equation of energy is initially
364 computed and then the continuity and mass equations by using a
365 segregated solver in which the complete Jacobian matrix was split
366 into smaller sub-problems. In the first sub-problem, the temperature
367 field was calculated whereas the second sub-problem solves the
368 velocity, pressure and level set variable. In this way, the computational
369 effort and solution time were reduced. The tradeoff with respect to
370 computational resources was that the segregated solver required less
371 memory per cell than the fully coupled solver. If the level set variable
372 was less than 0.5, the simulation time was increased and the

373computation cycle repeated. On the contrary, the micro-scale solver
374SphäroSim was used for the calculation. The initial step of the simula-
375tion was to record the time history because the stress in a fluid element
376depends on the entire deformation history. The crystallization was sim-
377ulated using a cellular automaton for which the original hexaeder mesh
378was subdivided into a high-resolution mesh. Each element of the high-
379resolution mesh represented the phase state of a small volume in the
380simulation area. The phase state was ‘solid’ if the element was part of
381a crystalline superstructure, otherwise it was ‘melt’. A nucleation rate
382was calculated by applying Eq. (9) and used to compute a time-
383dependent nuclei distribution. The Gibbs free energy is split in a quies-
384cent partΔGq and a flow induced partΔGf, which can be calculated from
385the given temperature and velocity fields. ΔGq is derived from steady-
386state conditions whereas the reptation theory is applied for the flow
387induced part ΔGf. The crystal growth process is simulated by using
388Eq. (10). The shape factor is then computed. A detailed description of
389the algorithms used to calculate the crystallization process on a micro-
390scale is given in Spekowius et al. [29].

Fig. 11. Pareto chart — in the core.

Fig. 10. Spherulite size distributions - in the core - areal distribution.
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391 5. Material characterization

392 An isotactic polypropylene was chosen as semi-crystalline thermo-
393 plastic polymer. The material was the PP 505 P produced by SABIC AG
394 (Bergen op Zoom, Netherlands) with a specific density of 0.905 g/cm3

395and melt flow index of 2.0 g/10 min. This material is characterized by a
396glass transition temperature of Tg = −10 °C and an equilibrium melt
397temperature of Tm0 = 200 °C. The activities of the material characteriza-
398tion contained the viscosity, pressure-specific volume-Temperature
399data and crystallization data.

Fig. 13. Spherulite size distributions— at skin— areal distribution.

Fig. 12. Spherulite simulation — at skin.
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400 The viscosity wasmeasured in the range between 220 and 280 °C by
401 using an HAAKEMARS III rotational rheometer of Thermo Fisher Scien-
402 tific Inc. (Waltham, MA, USA) in a plate-plate configuration (diameter
403 equal to 25 mm) under nitrogen atmosphere. The experiment protocol
404 was divided into two steps. In the first step, amplitude sweep testswere
405 performed to identify a stable linear viscoelastic region of the material,
406 whereas in the second step frequency sweep tests were carried-out to
407 measure the polymer viscosity. A stable common linear region was
408 identified for shear values between 10−3 and 10−2. For this reason,
409 the following frequency sweep tests were carried out with a shear
410 value equal to 5 × 10−3. A frequency sweep is a particular test useful
411 to determine the viscoelastic properties of a material as a function of
412 timescale. Cox and Merz [30] established a strict equivalence between
413 the complex viscosity η*(Ω) measured in an oscillatory frequency
414 sweep (at a fixed strain amplitudewithin the linear viscoelastic regime)
415 and the steady shear viscosity ηð _γÞmeasured as a function of shear rate
416 _γ. Applying this equivalence, the polymer viscosity is obtained. Fig. 2 re-
417 ports the viscosity measurements, carried out with shear rate ranging
418 between 6 × 10−2 and 2 × 102 s−1. The curves with symbols are the
419 experimental data whereas the curve without the symbol is the
420 model-prediction at a specific temperature. The data fitted coefficients
421 of the Cross WLF are reported in the Table 1.

422The pressure-specific volume-Temperature (pvT) data provides in-
423formation about the specific volume changes. It was measured using a
424pvT-100 device of SWO Polymertechnik GmbH (Krefeld, Germany)
425using testing pressures and cooling rates ranging between 102 and
426103 bar and 1 and 40 °C/min respectively. Fig. 3 reports the pvT mea-
427surements and the model prediction for a cooling rate of 5 °C/min,
428used as reference value Ṫ0.
429The effect of the cooling rate is strictly related to the degree of crys-
430tallinity. As the degree of crystallinity increases with a decrease of the
431cooling rate, the specific volume decreases because of the additional
432densification, which is due to the growing crystal structure in the poly-
433mer. In addition, the transition temperature is shifted to lower values
434with the increase of the cooling rate. Fig. 4 shows the specific volume
435as a function of temperature for values of the cooling rate of 2, 5, 10
436and 20 °C/min and a constant pressure of 200 bar.
437The graph detail points out the increase of the specific volume with
438the decrease of the cooling rate in the range of 30–70 °C, confirming the
439results of Zuidema et al. [31]. The data fitted coefficients of themodified
440dual-domain Tait equation are reported in the Table 2.
441Additional material properties such as the thermal conductivity and
442specific heat are reported in Table 3. More details can be found in Spina
443et al. [28].

Fig. 15. Manufactured part.

Fig. 14. Pareto chart — at skin.
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444 6. Analysis of results

445 The chosen part was a rectangular plate with a volume of
446 115 × 115× 4mm3. The processing parameters considered as constants
447 were the holding pressure (70% of the maximum injection pressure),
448 the holding time (5 s) and the cooling time (55 s). The injection time
449 ranged between 1.0 and 2.1 s, melt temperature between 220 and
450 280 °C, and mold temperature between 40 and 80 °C. To accurately
451 compute the polymer/air interface and the slip/no slip condition at the
452 mold wall, the mesh size used for the macro-scale simulation was
453 equal to 100 μm. Each simulation run is identified by a triplet set (injec-
454 tion time t_inj/fill temperature T_inj/mold temperature T_mold). The
455 melt-front advancement (Fig. 5) shows the evolution of polymer flow
456 front as the part fills for the parameter set (2.1/220/40). The polymer
457 melt entered into the part from the gate, far from the initial interface

458polymer-air positioned in the sprue. Since the part is characterized by
459a uniform cross-sectional area, a constant velocity was developed and
460stationary conditions could be achieved after a short time.
461Observing the different images of the filling phase (Fig. 6), a smooth
462representation of the polymer fill region is achieved with the level set
463method. In addition, the air entrapments are located in the areas
464where the velocity components were very low. Results for a simulation
465time of 0.9 s beginning at the start of filling are shown in the figure Q4.
466The volume fraction is a function of the level set variable and as-
467sumes a value equal to one when the polymer occupies the region and
468equals zero for the air. The temperature field, coupled to the volume
469fraction field, has a slight different shape for the heat fluxes between
470the polymer, air and mold material. The polymer in contact with the
471mold walls rapidly froze because of the high thermal gradient, creating
472a thin insulating layer and allowing the temperature in the core to

Fig. 16. Sections at S1 location — lengthwise.
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473 remain constant. The air in contact with the flow front cooled down the
474 polymermelt but the thermal gradient was too low to solidify the poly-
475 mermelt. As a result, the absolute crystallization degree, as a function of
476 volume fraction and temperature fields, is equal to themaximum value
477 of 0.53 at the mold walls and 0.00 in the core. As Fig. 7 discloses, the
478 analysis was extended to the entire simulation period. The points P1
479 and P2 were located along the thickness at 0.2 and 0.4 far from the
480 mold surface. The crystallization degree of P1 reached the maximum
481 value 0.9 s after the start of filling. The transformation was instanta-
482 neous. On the contrary, the crystallization of P2 was smooth, because
483 the temperature decrease was less rapid. Based on these results, coarse
484 microstructure (large spherulites) is expected at the core due to the
485 slow cooling conditions, while fast cooling at the mold wall determines
486 an amorphous phase with a very fine structure (small spherulites) at
487 the mold walls.
488 However, the results do not provide any direct information on
489 the spherulite dimensions and distribution. To compute the real mi-
490 crostructure, the micro-scale simulation was performed with the

491process parameters of the statistical experimental plan reported in
492Table 4.
493The spherulites in the core were computed on a reference domain
494area of 200 × 600 μm2 and subdivided into small square elements
495(length of 4 μm). The initial nuclei are located at the centers of each
496square element and the spherulites grow out from these positions dur-
497ing the crystallization process. Fig. 8 shows the simulated microstruc-
498tures for different values of the process parameters. The results point
499out that an increase of the mold temperature causes an increase of the
500spherulite size whereas an increase of the injection time and/or melt
501temperature has a limited effect on the spherulite size.
502The areal distribution was computed for each reference domain to
503evaluate the importance of each factor with the statistical analysis by
504following the procedure, which is shown in Fig. 9. The procedure starts
505with the spherulite selection and the computation of the diameter of its
506surrounding bounding sphere (step A). The number of elementswith an
507area of 16 μm2 are identified for the selected spherulite (step B) and
508then collected into the distribution graph (step C). All spherulite sizes

Fig. 17. Sections at S1 location — lengthwise.
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509 in the observed domain are divided into groups every 10 μm and the
510 size distributions are finally computed.
511 As a result, the entire area of interest is mapped and the spherulite
512 distribution is obtained, as Fig. 10 shows for all points of the statistical
513 plan.
514 The results illustrate that the distribution is more compact for lower
515 values of the mold temperature, with lower values of the standard
516 deviation. This outcome is also confirmed by the statistical analysis
517 where each factor is evaluated in terms of t-ratio of the Lenth's method
518 (Fig. 11). This method is considered one of themost popular techniques
519 used to analyze unreplicated 2p factorial experiments, as reported by
520 Lenth [32]. The effect of the mold temperature is the highest one and
521 its value is one order of magnitude greater than the other terms.
522 The same analysis was performed to measure the spherulites at the
523 skin. Fig. 12 shows the simulated microstructures for different values of
524 the process parameters.
525 Also in this case, the mold temperature is themost important factor.
526 However, a low mold temperature causes the development of a very
527 fine spherulite size at the mold wall because of a high temperature gra-
528 dient. This condition is limited in case of a high mold temperature and
529 the developed micro-structure is more uniform between the mold
530 wall and core. This result is also supported by analyzing the spherulite
531 distributions (Fig. 13).
532 The areal distribution of 5 μm class is the most populated for the
533 mold temperature equal to 40 °C. An increase of the mold temperature
534 causes an increase of the spherulite diameters up to 65 μm class where-
535 as the injection time and temperature have a limited influence on the
536 spherulite size, which can be seen in Fig. 14.
537 The simulation results were also confirmed from the experimen-
538 tal investigations. The manufactured part, shown in Fig. 15, was real-
539 ized with the injection molding parameters represented by the
540 triplet (2.1/220/20). The sections of interest were located along the
541 center line, near the gate (S1) and in the middle of the part (S2).
542 These two locations were selected to evaluate the effects of the ther-
543 mal and flow-induced crystallization on final microstructure.
544 Microtome samples were cut from the bulk sections and inspected
545 using a polarized optical microscope to analyze the appearance of
546 different microstructures and their thickness. The lengthwise section
547 at the S1 position, shown in Fig. 16, presents a multilayer structure
548 with at least three distinct morphologies. The formation of these layers
549 is directly induced by highly inhomogeneous conditions due to temper-
550 ature gradients and shear applied during filling.

551The first layer, denoted with A, positioned near the mold wall, has a
552thickness of 140 to 150 μm. This thin layer is characterized by an amor-
553phous structure with very fine dispersed spherulites with a size close to
554the resolution of the optical microscopy. This microstructure is caused
555by the rapid cooling experienced during processing that promotes
556high nucleation coupled to a low crystal growth. The second layer, de-
557noted with B, is directly influenced by the polymer flow. The micro-
558structure is highly oriented along the flow and a sharp transition with
559the skin exits. Themicrostructure is characterized by non-uniformmor-
560phologies oriented in theflowdirection such asfibrous crystalline struc-
561tures (shish-kebabs) and small spherulites. The extension of this layer is
562approximately 380 μm. The last layer, denoted with C, consists of an un-
563oriented coarse spherulite structure. Each spherulite presents a central
564dark cross (Maltese cross) with wings coincident with the respective
565planes of polarizer and analyzer. The resulting structure reveals a disori-
566entation (relaxation) of the melt in this layer before crystallization has
567started, followed by a fully developed crystallization growth in the qui-
568escentmelt (Varja, [33]). The average size of spherulites is about 37 μm,
569taking into account the non-equatorial cross sections and the effect of
570the microtoming cutting.
571The lengthwise section at the S2 position, shown in Fig. 17, presents
572a multilayer structure with at least two distinct morphologies. In this
573case, the cooling effect is predominant in respect to the flow effects.
574The first layer, denoted with A, is very similar to that previously investi-
575gated. The main difference is that the thickness is reduced to 100 μm.
576The second layer, denoted with C, consists of coarse spherulites with
577an average size of 38 μm.
578The variations of themold andmelt temperatures were also investi-
579gated (Fig. 18). It is possible to note that section with the lower mold
580temperature (2.1/240/40) presents a spherulite size that increases
581from the mold wall to part core, with a very fine microstructure at the
582mold wall. On the contrary, the section with a high mold temperature
583(2.1/280/80) presents a uniform spherulite size along the entire section.
584These results confirm again the efficiency of the computational
585models in predicting the final microstructure of the injection molding
586parts.

5877. Conclusions

588The multiscale simulations of the polymer crystallization have been
589successfully implemented. The numerical results of the spherulite
590evolution and final microstructures are in good agreement with the ex-
591perimental tests, confirming the robust design of proposed framework.

Fig. 18. Section with (2.1/240/40) and (2.1/280/80).
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592 The research shows that the framework is able to reproduce the crystal-
593 lization kinetics under non-isothermal and temperature-gradient
594 conditions, on a macro- and micro-scale. This scheme provides an
595 effective description for the macro/μ behavior of non-isothermal flow
596 particles and related developed microstructures by exactly computing
597 the melt motions while considering the inner properties. The results
598 pointed out that different processing condition, producing the same
599 crystallization degree, led to an important variation in spherulite sizes
600 and distributions. For this reason, the processing conditions need to be
601 carefully analyzed based on the additional consideration of morphology
602 to achieve desired mechanical properties for a plastic part.
603 Further research should be addressed to develop a robust homogeni-
604 zation scheme allowing the re-computation of the thermal and flow
605 properties. In addition, several theoretical issues associated to the sensi-
606 tivity of the material properties should be the focus of future studies.
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