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ABSTRACT In this article, we present HealthAssistantBot, an intelligent virtual assistant able to talk with
patients in order to understand their symptomatology, suggest doctors, and monitor treatments and health
parameters. In a simple way, by exploiting a natural language-based interaction, the system allows the user to
create her health profile, to describe her symptoms, to search for doctors or to simply remember a treatment to
follow. Specifically, our methodology exploits machine learning techniques to process users symptoms and
to automatically infer her diseases. Next, the information obtained is used by our recommendation algorithm
to identify the nearest doctor who can best treat the user’s condition, considering the community data. In the
experimental session we evaluated our HealthAssistantBot with both an offline and online evaluation. In the
first case, we assessed the performance of our internal components, while in the second one we carried out
a study involving 102 subjects who interacted with the conversational agent in a daily use scenario. Results
are encouraging and showed the effectiveness of the strategy in supporting the patients in taking care of their
health.

INDEX TERMS Intelligent virtual assistant, eHealth, conversational systems, healthcare, recommender
systems, health, dialog, chatbot, machine learning.

I. INTRODUCTION
eHealth is defined in [1] as the practice of health-
care supported by electronic processes and communica-
tions. The report generated by McKinsey1 well describes
the phenomenon of the significant growth of interest in
technology-driven innovation in the healthcare area. It shows
that emerging technologies are revolutionizing the way of
thinking about healthcare. People rely more and more fre-
quently on health tracking devices, connected health devices,
and personalized and proximity medicine. The key to the
development of new technologies will be the use of con-
tinuous interaction models with the patient. Through inno-
vative technologies, the patients’ needs will be met quickly
and effectively, allowing for timely diagnosis and contin-
uous monitoring of the clinical status, which will reduce
the risk of critical complications. Healthcare advances in
this direction are going to deliver great benefits to society,
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1https://www.mckinsey.com/industries/healthcare-systems-and-

services/our-insights/the-era-of-exponential-improvement-in-healthcare

bringing material improvements in average life spans and
quality of life [2]. This will bring on a digital evolution of
the health sector, characterized by the ability to quickly make
a diagnosis, identify the hospitals, and the practitioners that
are best equipped to treat the condition. From 2010 onwards,
the annual investment into the area of ‘‘Health tech and Digi-
tal health’’ in the USA has been increased by 138%, reaching
a peak of more than 30 billion US dollars. This effort is
expected to increase until 2025, generating an annual revenue
between 350 and 410 billion dollars. Technological progress
in this domain will lead to a reduction of the costs of the
healthcare system, while leaving the possibility for medical
technologies to make significant improvements. It is possible
to imagine different strategies to be part of this innovative
process, for example, by providing tools for telemedicine or
for the digitization of health data. In our case, we want to be
part of this advancement by proposing an e-health approach
that integrates an intelligent virtual assistant. Our aim is to
provide patients with a tool to support their daily life tasks,
making themonitoring of health parameters more convenient,
and treatment more effective. We also want to focus on a tool
that can be used in the Italian language. It is, in fact, essential
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to consider that many older patients have difficulties with the
English language, and only few eHealth support systems are
available in that language. Our project goal is to overcome
this limitation, in order to support Italian patients in their
native language.

We considered to base our approach on an Intelligent Vir-
tual Assistant (IVA), i.e. a system able to support the end
user in performing a task faster and more efficiently than
usual [3]. In recent years, IVAs have become more and more
important in everyday life, thanks to the significant invest-
ment of resources by large international companies and the
possibility to enrich them with an intelligent behavior2 [4].
In particular, thanks to machine learning approaches, natural
language interaction with these systems is now simple and
effective. Nowadays it is possible to ask IVAs like Apple
Siri, Amazon Alexa, Google Now/Home, Microsoft Cortana,
to perform simple tasks for us, such as playing music, asking
simple questions or requests for information [5], [6]. More-
over, such systems are able to provide a response through a
voice interface similar to that of a real human, making the
user feel comfortable during the dialogue [7]. These capa-
bilities are the strength of modern IVAs that we often find
already installed on many of our digital devices. In terms of
system architecture, IVAs represent a sort of meta-layer of
intelligence that acts as a hub for apps and external services.
Indeed, a generic IVA typically works in two steps: first,
it understands the intent expressed by the user, then it invokes
specific services that can fulfill the request [8]. The most
popular IVAs are general purpose and multi-domain. They
are constantly updated with new features. They can tell the
weather, suggest games, movies and songs, translate pieces
of text, or remind planned activities [9]. Skill discovery is
a challenge for them, mostly for two primary reasons: the
affordances, or capabilities, of virtual assistants are often
unclear and the number of functionalities available in IVAs is
increasing rapidly [10].Moreover, despite such a great variety
of features, current IVAs have the limit of being just partially
personalized or non-personalized at all [11]. As an example,
if a user asks Alexa to recommend a movie, the answer is
often the same for all the users, because it cannot exploit
the data in the user’s profile. Similarly, by asking an IVA to
suggest a hospital, it will answer by identifying the closest
one. Our approach would overcome these limits providing
a system with vertical functionalities immediately discover-
able from our user interface, completely tailored for the user
profile.

We argue that very little has been done towards integrat-
ing and exploiting health data in IVAs. In fact, they offer
little to no health-related functionalities, despite personal
healthcare being one of the aspects that affects the qual-
ity of life the most. In addition, the operations of analysis,
diagnosis and treatment performed by a specialized doctor
are often complex to plan and expensive. For this reason,

2https://www.invest.mywallst.com/post/2-reasons-why-big-tech-is-so-
invested-in-voice-assistants

we think that an IVA should be provided with some func-
tionalities to support patients, especially with chronic ill-
nesses, by collecting information regarding her health status
and by supporting her with personalized suggestions and
reminders.

In this paper, we present HealthAssistantBot (HAB),
an intelligent virtual assistant that supports patients. In partic-
ular, HAB allows: (i) to identify the user’s condition through
a Symptom Checker (SC); (ii) to find the best doctor for
her by using a Recommender System (RS); (iii) to sup-
port monitoring of treatments and health parameters; (iv) to
increase the user’s awareness about related symptoms and
diseases.

However, we are aware of the fact that an automatic sys-
tem cannot reliably replace an experienced doctor. In case
the conditions are severe or uncertain, HealthAssistant-
Bot will help the user make an appointment with a
doctor.

To sum up, through this paper we provide the following
contributions:
• We design a modular IVA that allows to provide users
with personalized services such as recommendation of
doctors and the possibility to monitor treatments and
health parameters.

• We release a knowledge base in Italian for mapping
symptoms with diseases;

• We introduce a strategy to detect the user’s condition
and clinical area by relying on the symptoms described
through the platform;

• We evaluate the effectiveness of our design choices in an
in-vivo study, in which we asked users to complete tasks
by using both our conversational interface, and a typical
web interface.

The remainder of the paper is organized as follows:
Section II presents related works in the area. Next, Section III
focuses on the description of the platform. First, we will
introduce the profiling strategy we exploited in this work,
next we will provide details of our strategy to detect clin-
ical area from symptoms and we will detail the mod-
ule which manages the dialog with the end user. Finally,
in Section IV we discuss the findings of the experiments and
Section V identifies future research directions and concludes
the work.

II. RELATED WORK
The area of Computer Science that focuses on developing
technologies to improve health, well-being, and healthcare is
commonly known as eHealth [12]. In particular, Oh et al. [13]
described eHealth as a way to communicate with patients
through technology. This definition well described the situ-
ation of the research area at its beginning. Indeed, with the
diffusion of the Internet, many applications were developed,
which provided health-related information to patients quickly
and without the need for a phone. eHealth has become a vast
area, and consequently, many categorizations have been pro-
posed. Van Gemert-Pjnen et al. [14] proposed to categorize
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eHealth applications based on three aspects: the purpose of
the system, the device used, or the influence of the service
or platform on the public healthcare system. The first aspect
focuses on the functionality of eHealth systems, i.e., their
capability to support and manage the cure, or to promote
prevention. Following this definition, our HealthAssitant-
Bot can be primarily classified as a strategy for supporting
the cure, providing elements for simplifying the diagnosis,
therapy, treatment, and monitoring of the illness. The sec-
ond aspect focuses on the technologies employed by the
system. In particular, we chose to distribute HealthAssis-
tantBot through mobile devices, which are available for a
large portion of the worldwide population. This allows us
to reach a very wide range of users, also including people
that do not have access to more complex and specialized
devices. As for the third aspect, HealthAssistantBot has not
the purpose to directly support the public healthcare system.
Instead, we aim to assist patients by reducing the complexity
of their most common tasks in health domain, in order to con-
tribute to the public healthcare system indirectly. Examples of
patient-driven health care services and platforms with char-
acteristics similar to our HealthAssitantBot are Eliza [15],
Florence,3 HealthTap Dr.A.I.,4 Babylon Health,5 Melody.6

Each of them has its peculiarities, but none of them integrates
self-diagnosis, treatment management, monitoring of health
parameters, and doctor recommendation functionalities into
the same tool. Moreover, they are all only available for the
English language.

Eliza is one of the first conversational systems able to
emulate the style of a psychotherapist. It is a straightforward
system based on simple, non-personalized pattern-matching
answers. Currently, some implementations of Eliza are still
available online [16], but the lack of up-to-date functionalities
leave it as a simple research prototype.

Florence is a health chatbot whose primary purpose is to
generate reminders for medications and treatments. An addi-
tional medical dictionary function has been recently added.
Through this function, the user can ask for information about
diseases and symptoms. The interaction model makes use
of buttons to make the dialogue straightforward. Although it
may seem very similar to our HealthAssistant bot, the main
differences concern personalized services. Specifically, our
system adds the ability to identify the user’s condition based
on the mentioned symptoms. In addition, the functionality
that suggests doctors with a personalized content-based strat-
egy adds further value to our HealthAssistantBot.

Dr.A.I. is an application developed by HealthTap, and has
telemedicine consultations as its strong point. Specifically,
users make requests for information, medical advice, and
diagnosis of illnesses to medical staff. The system works

3http://www.florence.chat
4https://www.healthtap.com/for-members
5https://www.babylonhealth.com/
6https://www.topbots.com/project/chinese-baidu-bot-ai-doctor/

thanks to the vast availability of doctors on the platform.
Thus, it does not rely on automatic diagnosis.

Babylon Health is an application that offers a chat-like
interface. Once the user has started a chat with the digi-
tal assistant, she can provide her health status, and answer
additional questions that are asked by the system. At the
end of the consultation, Babylon proposes to locate a nearby
hospital, or book a consultation in video-conference with a
doctor. Therefore, the user is not provided with any kind of
self-diagnosis or care support service.

Melody was developed and distributed in October 2016 by
the Baidu research laboratories. The chatbot is part of the
Baidu Doctor application, which was created as a platform
for patients to meet their doctors. The objective of Melody
is not to replace a professional doctor, but to provide a first
basic diagnosis, so that the user can quickly understand if
the symptoms require a visit from a doctor. It works only in
the English language, and does not provide the user with any
additional care management services.

As mentioned earlier, HealthAssistantBot integrates most
of the functionalities offered by the aforementioned systems
into a single tool. Some of its added values are the ability to
recommend doctors, and the interaction through a conversa-
tion in natural language. In recent years, many works have
been proposed in the literature on these two topics [17]–[20].
Narducci et al. proposed in [17], [21], [22] a health social net-
work for connecting patients. The platform, named Health-
Net, was designed to record users’ information such as symp-
toms, diseases, and treatments for recommendation purposes.
In particular, a list of doctors and a list of similar patients
with whom to connect was proposed. Moreover, it proposed a
preliminary auto-diagnosis tool, which can detect the clinical
area of interest from the user’s symptoms. This system is
very similar to the one presented in this work. However,
it was based on a classical user interface, accessible through
a browser. In our work, instead, we focus on a strategy based
on the interaction with an intelligent virtual agent, that more
closely mimics the way people usually communicate with
others.

A collaborative recommender system of primary care
doctors has been proposed by Han et al. in [23]. In that
work, the authors focused on matching patients with doctors
that they are willing to consult with a high sense of trust.
A similar scenario is also investigated by [24] that pro-
posed a strategy based on machine learning for recommend-
ing the best doctor to the final user, considering her health
parameters.

Cordero et al. [25] proposed a recommender system based
on fuzzy rules for the diagnosis of schizophrenia, schizoaf-
fective, and bipolar disorders. The user can dialog with the
system describing her symptoms. At every step of the conver-
sation, the system applies a fuzzy closure operation to refine
its decision. When the user has provided enough symptoms,
the system generates a recommendation, i.e. the diagnosis.
This is an interesting example of auto-diagnosis tool. How-
ever, it is limited to the schizophrenia-related disorders. Our
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FIGURE 1. The architecture of the HealthAssistantBot here proposed.

work extends on this by including a much wider range of
medical conditions.

A contribution to Conversational Recommender Systems
is proposed by Iovine et al. [20] and Narducci et al. [26]. The
authors discuss the possibility of integrating Conversational
Recommender Systems with Digital Assistants. In particular,
they implement ConveRSE, a framework for Conversational
Recommender Systems. During the conversation, the user
provides her preferences to the system via natural language
messages. Based on these preferences, the system will gen-
erate a set of recommendations, that will be evaluated by the
user. At the surface level, there seem to be many similarities
with the solution proposed in this paper. However, the focus
of this paper is mainly on using conversation for recommen-
dation purposes. In our work, recommendation is only one
of the functionalities offered by HAB. Moreover, the dialog
structure is completely different in order to fit the medical
domain.

For a comprehensive review of Recommender Systems
in healthcare domain, it is possible to consult the works of
Wiesner and Pfeifer [27], Hors-Fraile et al. [28] and Afolabi
and Toivanen [29], that describes the area in detail analyzing
challenges and research opportunities. Jannach et al. [30],
provide, instead, a complete survey about the topic of
Conversational Recommender Systems.

The literature about Symptom checkers is also extensive,
and limits and opportunities of its use are often discussed.
An example is provided by Bisson et al. [31]. They observed
that patients show difficulties in identifying the exact cause of
their pain in a list of diseases, even if a symptom checker can
provide them the correct one in the list of first five results.
This situation can suggest us some issues in the use of this

tool in a real scenario. On the other hand, Morita et al. [32]
discusses their importance, especially in situations in which
it is not immediately possible to consult a doctor, such as in
rural areas. Taking care of these considerations, we decided
to include a symptom checker functionality in our system,
which can be useful for users that would otherwise not have
access to fast medical diagnosis. In particular, we decided
to base the tool on machine learning approaches due to its
efficacy in the domain, as shown by the encouraging results
obtained in [33], [34].

III. HEALTH ASSISTANT BOT
The main goal of HealthAssistantBot (HAB) is to support
the patient in many of the most common tasks she faces
daily to support her health-related goals or tasks. Fig. 1
shows the architecture of HealthAssistantBot. Specifically,
by observing the interaction from left to right, the user starts
the conversation by selecting one of the commands presented
in the IVA interface. Then, the request is captured by the
Intent Recognizer module included in the client runtime,
and sent as a push message to the Dialog Manager imple-
mented as a server-side service. This module is responsible
for receiving the user intent and redirecting the request to the
server-side functionalities. We organized the functionalities
into four modules: Profiler, Symptom Checker, Knowledge
Base and Recommender System. The Profiler is an ecosystem
that manages the patient’s profile and stores clinical data,
including generic user information such as gender, age, name,
treatments, and health parameters. The Symptom Checker
identifies the disease and its clinical area from the symptoms
described by the user. The Knowledge Base contains infor-
mation about diseases and symptoms, and allows users to
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consult details about them in more detail. The Recommender
System will use the Symptom Checker and Knowledge Base
to identify a list of doctors capable of treating the patient. The
different modules that compose HABwill be detailed more in
the following sections.

To make this process intuitive and straightforward,
we designed HAB as a Conversational Agent (CA) that
interacts with the end-user in natural language. In order to
correctly interact with the user, a CA has to address two tasks:
Intent Recognition (IR) and Entity Recognition (ER). The
first concerns the identification of the intentions and needs of
the user from the message. The second aims to identify any
mention to entities or keywords that are necessary in order to
understand the details of the user needs. As demonstrated by
the comprehensive analysis carried out by Braun et al. [35],
IR and ER tasks can be challenging when the user is free
to write everything she thinks. In that work, the authors
compared numerous NLU tools available for performing IR
and ER tasks, and showed their real performance in several
domains related to customer support. The experiment con-
cluded that the recognition accuracy of the tools ranged from
not optimal to poor.

In domains such as health, where accuracy is essential, it is
preferable not to leave the dialogue totally free, but to con-
strain it through alternative methods of interaction in order to
reduce ambiguity on the input. Consequently, our intention is
not to develop a system akin to Amazon Alexa, Apple’s Siri,
Microsoft Cortana, or Google Assistant, in which free text
is predominantly used. On the contrary, we want to develop
a system that can deal with ambiguities effectively, and that
can respond to the end user’s need in as few dialogue steps as
possible.

Therefore, we decided to build our CA by exploiting
the famous instant messaging platform Telegram.7 The
HealthAssistantBot uses Telegram as Dialog User Interface.
That means HealthAssistantBot is accessible via the Tele-
gram App. The use of Telegram is a non-binding designing
choice and it does not prevent the migration of the chatbot
to other platforms (e.g. Facebook messenger). The use of
Telegram as a platform for releasing the bot has enabled us
to not implement the user interface from scratch and to reach
a large number of people for the experimental evaluation in
an easy way.

The interaction with the agent (also known as chatbot) is
guided by ‘‘commands’’. By using such commands, the user
can activate specific functionalities of the CA. Thanks to the
adoption of guided commands, the Intent Recognition task is
more robust to interpretation errors. Indeed, each intent the
user can express is uniquely mapped to a descriptive label
which is identified as a ‘‘command,’’ i.e., preceded by the
‘‘/"’’ character. ‘‘/start’’ (Fig. 2) is a typical example of initial
command sent to an agent for beginning the interaction. It is
used to create a dialog session between the user and the
chatbot, and to initialize all the functionalities. Each entity

7https://telegram.org/

FIGURE 2. Landing page of the HealthAssistantBot.

which is necessary for the execution of the conversational
agent is explicitly requested to the user, and its acquisition is
performed by going through the answer provided by the user.
An exhaustive list of the commands supported by the chatbot
is reported in the Table 1.

TABLE 1. List of the commands supported by the HealthAssistantBot.

A. THE DIALOG INTERFACE
HealthAssistantBot has been designed as a client-server
architecture, that keeps the logical components of the bot
separated from those related to the dialogue interaction.
The graphical user interface has been designed to make the
interaction through the dialog intuitive for the final user.
To achieve this goal, we use a combination of textual elements
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FIGURE 3. The interaction between user and chatbot about the
recommendation of doctors - step 1.

(such as commands and free text), and graphical components
(such as buttons and multiple-choice menus).

An example of the interface proposed to the user is shown
in Fig. 1. Specifically, we decided to divide the interaction
into six main functionalities: doctor recommendation, symp-
tom analysis, medical glossary, treatments, monitoring, and
user profile. In order to obtain a recommendation, i.e. a list of
doctors relevant for the user, it is possible to click on the first
button on the top left of the screen (‘‘Suggest Doctor’’). In this
case, the systemwill ask the user to describe the symptoms by
writing a text message, and to select one of the clinical areas
automatically identified by the system. Next, the user can
provide her province of residence (if it is not already stored
in her user profile). Finally, she will obtain a list of nearby
doctors that can solve her problems. An example of the output
of this process is available in Fig. 3-4. The second button on
the top (‘‘SymptomChecker’’) accesses the symptom analysis
feature, that allows the user to use HAB as a self-diagnosis
tool. Like in the previous case, the patient describes her symp-
toms in a text message, and the systemwill reply by providing
a disease that is compatible with the symptoms. The results
presented to the user include a description of the disease,
supported by the confidence level of the prediction, and a
link toWikipedia with more details about the disease (Fig. 5).
The primary purpose of the medical dictionary functionality
(the middle left button in Fig. 2 - ‘‘Medical Dictionary’’) is
to provide the user with a medical encyclopedia. The user
can input a medical term on which she wants to obtain more
information to the platform. The chatbot responds with a
short description and aWikipedia link. The response is shown
in Fig. 6.

The Treatment Management functionality regards the stor-
age and the management of the various medical treatments
of the user (‘‘Treatments’’ in Fig. 2). For this use case,

FIGURE 4. The interaction between user and chatbot about the
recommendation of doctors - step 2.

FIGURE 5. The interaction between user and chatbot about the symptom
checker functionality.

the systemwill ask the user to provide the necessary informa-
tion: the name of the treatment; the dosage of the medicines;
the times at which the system should generate reminders; the
frequency of the treatment (i.e. daily, alternate days, only cer-
tain days a week); and the last day of the treatment (Fig. 7-8).
The last is an optional field. After entering a treatment,
a summary of the therapies is shown. The user can choose
one of them to see more details, or she can change/delete
them (Fig. 9. The system will use the information provided
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FIGURE 6. The interaction between user and chatbot about the
consultation of the medical dictionary.

FIGURE 7. The interaction between user and chatbot about the
management of treatments - step 1.

to send periodic notifications to the patient, reminding her of
any medications to take, or activities to be performed in order
to correctly follow her medical treatment.

The monitoring functionality (bottom left button - ‘‘Mon-
itoring’’) allows the user to store health parameters that are
obtained by scanning a report containing medical analysis.
The acquisition is performed through a standard OCR tool
(Tesseract library8). The content of the document is indexed

8https://github.com/tesseract-ocr/tesseract

FIGURE 8. The interaction between user and chatbot about the
management of treatments - step 2.

FIGURE 9. The interaction between user and chatbot about the
management of treatments - step 3.

using Apache Lucene,9 so that it can be consulted at the end
of the acquisition phase simply by writing the name of a
health parameter contained in that document though a search
function. It is also possible to modify and delete the indexed
data if the user wishes so. The last functionality available to
the user is the consultation of the user profile stored in the
platform (last button on right -‘‘User Profile’’). In this section,
it is possible to consult the personal data collected by the CA

9https://lucene.apache.org/
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and, in case, to modify or delete them in line with the most
recent European rules regarding privacy [36].

B. GATEWAY
The gateway module of our platform routes user requests
to the corresponding server-side functionality. This module
is implemented as a RESTFul web service that provides
high-level APIs to allow the client to interact with the various
features of the chatbot. The connection between chatbot and
gateway is made possible through the web-hook technique,
that allows the client to receive requests in push mode. The
gateway is distributed on the Heroku cloud platform 10 that
grants free HTTPS access with SSL certificates, which are
essential to communicate with the interface managed by
Telegram.

C. SERVER-SIDE FUNCTIONALITIES
1) PROFILER
The Profiler module takes care of the persistence of all user
information by using a PostgreSQL database.11 Specifically,
the module stores user demographic data, treatments and
monitoring. This is a fundamental module to guarantee cre-
ation, reading, update and deletion of user profile data.

2) ITALIAN KNOWLEDGE BASE OF DISEASES AND
SYMPTOMS
An IVA that supports the user in monitoring treatments,
symptoms and diseases cannot work properly without a
detailed knowledge base regarding these aspects. One of the
most widely used resources in medicine regarding medical
diagnosis is the ICD (International Classification of Diseases)
catalogue. The tenth Revision (ICD-10) [37] is a classi-
fication system that has been established and maintained
by the World Health Organization (WHO) with ten other
International centers. ICD-10 provides guidelines to make
the collection, treatment, categorization, and presentation of
diseases universally comparable. By using ICD-10, it is easy
to compare morbidity data (i.e. the percentage ratio between
the number of cases of disease and the number of population)
and mortality data. ICD-10 provides the most elaborate data
for the degree, safety, and effectiveness of medical service
measurement compared to other classifications. It provides
more accurate diagnostics of patient health status (at a very
fine level of granularity) and advanced data for epidemiolog-
ical studies. This classification is available in a multilingual
format, which includes Italian.

The main limitation of this classification is the absence
of descriptive details of symptoms and diseases. In addi-
tion, the probability that a disease can cause one or more
specific symptoms (symptom distribution) is not reported.
This absence makes the task of automatically predicting a
disease given the symptoms very complex and error-prone.
In such a delicate application domain, it is necessary to

10https://www.heroku.com/
11https://www.postgresql.org/

be as accurate as possible, thus we decided to extend the
information available in the ICD-10 with the information on
Wikipedia 12 and Symcat Symptom Checker.13 First of all,
the ICD-10 diseases and symptoms were mapped to those
in Symcat. This task allowed us to obtain the symptoms’
distribution. Consequently, we extracted the corresponding
descriptions from Wikipedia by matching the names of the
diseases and symptoms with the title of the Wikipedia pages.
Levenshtein’s distance was used as a metric to rank the pages,
and a manual check was performed to ensure of the correct-
ness of the match. In total, 801 diseases and 474 symptoms
were scraped out in English. For each disease we obtained:
a description, a Wikipedia link and a list of symptoms with
their likelihood of occurrence. Each symptom is, instead,
characterized by a description, a Wikipedia link and a list of
symptoms related to the current one.

The mapping to the Italian language has been carried out
by querying BabelNet API [38] by providing the name of
the symptom or disease as input. We use Babelnet instead
of a classic translation provider such as Google Translate14

becausewe performed the translation of a singlewordwithout
its context of use. This scenario is challenging for an auto-
matic translation system such as Google Translate. On the
contrary, it is more simple if we search the term in a dic-
tionary resource. Babelnet is a multilingual encyclopedic
dictionary with lexicographic and encyclopedic coverage of
terms. Specifically, for each keyword it returns one or more
synsets, i.e. a set of synonyms that can be described by
a single meaning. The same word, therefore, can be found
in different synsets if it has different senses (meanings).
If BabelNet returned only one synset, we simply extract the
name, synonyms, descriptions and Wikipedia links. On the
contrary, when BabelNet returned more than one synset,
it is necessary to perform a manual disambiguation between
them. At the end of this translation phase, only a portion
of the symptoms and diseases have been translated. Conse-
quently, we decided to focus only on common diseases, which
were manually translated. This process allows the generation
of an Italian dataset composed of 217 diseases and their
associated 322 symptoms. The complete knowledge base of
symptoms and diseases obtained by this process has been
distributed through a public repository.15 The absence of sim-
ilar resources in the Italian language makes it an interesting
contribution for future works in this domain of application.

In order to make the medical dictionary easier to con-
sult, the knowledge base has been further extended by
mapping the above mentioned diseases and symptoms with
those of the ‘Italian Consumer-oriented Medical Vocabulary’
(ICMV).16 The ICMV vocabulary acts as a link between
medical language and the language used by patients, and

12https://www.wikipedia.org/
13http://www.symcat.com/
14https://translate.google.com/
15http://www.di.uniba.it/~swap/repo/symptoms_

diseases_KB_ITA.zip
16http://ehealthwiki.fbk.eu/index.php/Pagina_principale
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aims to provide commonly used descriptions of terms related
to medical terminology. 169 of the most common diseases
and 236 symptoms have been manually mapped. Remaining
elements have been left in their original form. For each
symptom and disease, we have synchronized the following
fields: ID, name, and description. The information obtained
has been indexed onApache Lucene, allowing quick keyword
searches (using the TF-IDF technique [39]) by the user of the
HealthAssistantBot (Fig. 6).

3) SYMPTOM CHECKER
One of the most important features of our HAB is the identi-
fication of the disease starting from symptoms that describe
the user’s condition. This functionality has been developed
to allow the recommendation of doctors who can support
the user in treating her condition. Beyond this, the Symptom
Checker can act as a preliminary self-diagnosis tool to support
doctors in the diagnosis process. The process of disease iden-
tification is carried out by following three steps: data collec-
tion, identification of symptoms from the text, classification.
First, when the user accesses the functionality through the
HAB, it is requested to briefly describe her current state of
health with a sentence written in natural language, pointing
out any symptoms and abnormal situations. In this phase
of identification of entities, we used the TagMe tool [40],
an entity linking system that is able to annotate n-grams
in a sentence with the corresponding entities contained on
Wikipedia. Each entity identified by TagMe is then compared
with the names of the symptoms present in our knowledge
base, and in case it is identified, it is stored in the user profile.
With the information collected through the data collection
and name entity extraction steps, the Symptom Checking
problem can be formalized as amulticlass classification prob-
lem where:
• Diseases represent the classes of classification. We are
going to try to predict the 217 diseases contained in the
dataset;

• Symptoms represent features. The training dataset con-
tains 322 binary features, each of which represents the
absence or presence of a symptom.

The classifier takes the set of symptoms recognized by
name entity recognition tool as input, and uses it to return
a ranking of possible related illnesses.

h(i)θ (x) = P(y = i|x; θ) (i = 1, 2, 3 . . . 217) (1)

In particular, we train a classifier h(i)θ (x) for each class i
to predict the probability that y = i, with x input vector
and θ model parameters. The model has been trained on a
synthetic dataset of patients, better described in Section IV-A.
Various classification algorithms have been evaluated during
the experimental session.

4) RECOMMENDER SYSTEM
The recommender system of doctors implements a
content-based paradigm, which is more robust than

collaborative approaches in cold-start situations (i.e. few
users) [41]–[43]. The classic collaborative-filtering recom-
mendation systems based on the ratings left by users on the
platform needs a sufficient number of active users in order
to take advantage of the wisdom of the crowd. Therefore,
we have decided to use a strategy based on item descrip-
tions [44]. In our case, the description of the user is given by
the set of her symptoms, whereas the description of the doctor
is given by his clinical area and the location of workplace.
The list of doctors available on HAB is extracted from the
site medicitalia.it. For each doctor, we collect the following
information:
• General information: name, surname, personal website;
• Score of satisfaction: a score indicating the degree of
satisfaction for the doctor consultancy by users of the
site;

• Medical areas: the list of medical areas where the doctor
consults;

• Medical facilities: the list of medical facilities (pub-
lic or private) where the doctor receives or performs
consultations.

Given the symptoms described by the user in natural
language, we used the Symptom Checker module to obtain
the two most likely diseases associated with the user. Next,
we exploited such symptoms to trace back to the clinical
area of reference. This was made possible thanks to a manual
clustering of the 217 diseases in 24 main medical areas as
already proposed in [17].

For example, if a patient describes her health status with
the following sentence ‘‘I have shortness of breath and chest
pain’’, the medical text classifier assigns as the most likely
class the cardiology medical specialization, while the follow-
ing description ‘‘I have heartburn and reflux’’ is assigned
to Gastroenterology and digestive endoscopy. We used the
clinical areas obtained by the classifier to select doctors that
work in the corresponding medical field and that operate in
the same province as the final user. Finally, the list was sorted
according to the score of satisfaction assigned by users to each
doctor on medicitalia.it.

D. PRIVACY AND CONTROL MECHANISMS
In our work, we have decided to investigate the line of
research regarding privacy for our prototype only marginally.
We have proposed an architecture that could support the
construction of a transparent, conversational agent that fol-
lows the guidelines of the recent GDPR regulations [36].
In the future, before the public release, we will implement a
more privacy-conscious user profiling strategy, in which the
end-user has to explicitly decide which facets of her profile
she wants to save and make available for use in the platform.
This will increase the user’s control and awareness of the
information encoded in the user model.

Currently, the platform grants complete user control
over the insertion, modification, and deletion of her per-
sonal information, including demographic information and
information about treatments, symptoms, and biometric
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measurements. For the evaluation of the platform with real
users we acquired their agreements to collect, manipulate,
and publish their data in an aggregated and anonymised
form. However, a more sophisticated management of user
privacy will be required for real-use implementations.
Two promising approaches, demonstrated effectiveness for
other applications, that could be exploited successfully in
HealthAssistantBot are the federated learning models [45].
Federated learning models have the advantage of exploit-
ing decentralized (virtual) databases without the need of
sharing private data with centralized servers. This is a very
promising solution successfully adopted in the healthcare
domain [46] In this way, a user can enter her own symptoms
to get personalized suggestions, and her data will remain on
her own device. Another interesting aspect to be taken into
account is related to the changes that the European legislation
brings in the territory of European Member States (Regula-
tion EU/679/2016 or GDPR, General Data Protection Regu-
lation). eHealth processes are involved in this regularization,
in particular in Article 4 n. 15 of the GDPR that refers to ‘‘per-
sonal data relating to the physical or mental health of a natural
person, including the provision of health care services’’. In
accordance with art. 9 GDPR, data relating to the health of
the person benefit from prohibition of management by third
parties, except in the case of different exceptions in favor of
the processing of health data for research and public health
preventive medicine. In our opinion, federated learning is the
right solution for meeting the abovementioned requirements.
Furthermore, when we will make our bot public, we will
provide the user with privacy management tools as described
in [47]:
• Openness and Transparency. We will inform the final
user through Terms of Service. In it, we will explain
what personal data is collected, who has access to
this data, how it is manipulated, and where it is
stored. We will provide tools for downloading per-
sonal data collected and ask us to completely delete
them.

• Collection Limitation and Data Minimisation. We will
use the data only for the purposes we request the autho-
rization. In case of different purposes of use, we will ask
the user authorization again for the new way of use or
manipulation.

• Use Limitation and Data Integrity. We will inform the
user about any possible use of them. Moreover, we will
guarantee data integrity and proper security encoding
while they are moved across the network.

• Individual Participation and Control. The users will
have all the rights and functionalities to insert, modify
or delete their personal data from our server without any
violation of Terms of Service.

• Security Safeguards and Controls. All security precau-
tions, in the management, manipulation and transmis-
sion of personal data will be properly taken.

• Accountability and Oversight. The entity/company that
will release the product will be fully responsible under

the current European rules for any violations concerning
the platform users’ privacy and security.

IV. EXPERIMENTAL EVALUATION
The goal of the experimental evaluation is twofold:
• to evaluate the effectiveness of the internal components
of the system, in particular the pathology prediction
methodology;

• to assess whether HAB can be exploited to support the
patients in their health-related tasks.

More specifically, in experiment 1, we test the accuracy of
different classification algorithms to automatically associate
the most relevant disease to a list of health problems (symp-
toms); in experiment 2, we asked 102 subjects to evaluate the
effectiveness of the platform functionalities, the satisfaction
during use, and the simplicity of the interaction.

A. DATASET AND EVALUATION MEASURES
To the best of our knowledge, there is no dataset avail-
able with real or synthetic information that associates the
patient’s symptoms to her condition.Moreover, due to privacy
laws, real clinical data may not be publicly available even if
anonymized. Therefore, we follow the strategy already used
in [34] for dealing with the same limitation. For each of
the 217 diseases, we generated k synthetic patients whose
symptoms follow the probability distribution α for that dis-
ease. In particular, each patient ki is associated with a vector
of symptoms s where each component si can be 1 with a
probability α and 0 with a probability 1− α.

We chose 100, 1000, 2500, 5000 as values for the k param-
eter. This led to the creation of datasets consisting of 21700,
217000, 542500 and 1085000 instances. The final dataset
dimension is, consequently, equal to l × s, where l is equal
to the size of the dataset, and s is equal to 322 columns,
one for each symptom in our knowledge base, and 1 addi-
tional column for representing the disease (our classification
classes). In some cases, the output vector from this procedure
can be a vector of zeros that produces no new knowledge in
the dataset. In these cases, the vector is removed from the set
and another non-empty one is generated.

In order to use the dataset for both training and testing,
we performed a random stratified split, using 70% as training
set, 10% as validation set and 20% as test set.

In experiment 1, we evaluated the effectiveness of the
classification model, i.e. the ability to assign a disease to
an initial set of symptoms correctly. To measure the perfor-
mance, we used Accuracy@n (Eq. 2), Precision@n (Eq. 3),
Recall@n (Eq. 4), and F1@n (Eq. 5), on lists of top-n items.
These metrics are computed in terms of the contingency table
for each category ci (disease) on the given test set.

acc =
TP+ TN
total

(2)

π =
TP

TP+ FN
(3)

r =
TP

TP+ FN
(4)
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TABLE 2. Contingency table for each category ci .

F1 = 2.
π . r
π + r

(5)

We decided to perform a macro-average in order to aggre-
gate the metrics for each class: scores are calculated inde-
pendently for each class, and then they are averaged together.
This is possible due to the fact that all classes are perfectly
balanced in the dataset.

In experiment 2, we evaluated the accuracy of our Symp-
tom Checker in a real scenario, and recorded the level of user
satisfaction and simplicity of the interaction during the use
of HAB. To assess the accuracy of the Symptom Checker,
we asked users to provide the symptoms of a condition that
was previously diagnosed by a doctor. The SymptomChecker
module will work correctly only if it will be able to identify
the same disease. The performance of the algorithm was
obtained by calculating the percentage of diseases that were
correctly identified by the Symptom Checker. This score
is equivalent to the accuracy metric described in Eq. 2. In
addition to this, users were asked to answer a questionnaire
(Table 7, composed by 11 questions focused on the symptom
checking task (QUEST_a).

To investigate the user satisfaction and the simplicity of use
of the chatbot, we asked users to complete another question-
naire (Table 8) consisting of 15 questions. This questionnaire
was submitted to the users after having used the chatbot for
one week. To evaluate the answers, we used both 5-point
Likert scale (1 is the lower score) and binary answers (through
checkbox) (QUEST_b).

B. EXPERIMENT 1
The goal of Experiment 1 is to evaluate the validity of
the Symptom Checker module by varying the classifica-
tion algorithm and the amount of data used for the train-
ing. The classifier is trained on a synthetic patient dataset
P = p1, p2, . . . , pn where each pi is described by a set
of symptoms S = s1, s2, . . . , sn. Specifically, a one-hot
representation was used to describe each user. Each symptom
is represented by a cell of the patient vector pi and the value 1
is inserted if this symptom is present in the patient, and 0 if it
is not. P is used for training a classification model.

Among the different possible classification algorithms,
we focused on Naive Bayes, Logistic Regression, Random
Forest, Multilayer Perceptron Network.

Naive Bayes [48] is a supervised learning algorithm suit-
able for solving multi-class classification problems. It is
based on the use of conditional probability to determine
the probabilities of model elements. The peculiarity of the

algorithm is the idea that all features are independent to one
another. The presence or absence of one feature does not
affect the presence or absence of others.

Logistic regression [49] can be considered as a classifica-
tion method within the family of supervised learning algo-
rithms that are robust to noise. Using the logistic function,
logistic regression generates the probability that a given input
value falls into a given class. It works particularly well for
cases where the class is binary. For multi-class classification
problems, it is possible to use the multinomial logistic regres-
sion, that generalizes the classification problem.

Random Forest [50] is an ensemble-type classifier, i.e. it is
made up of a set of simpler classifiers. Specifically, it employs
several decision trees, each capable of producing an output
response when given an input example. The class of an item
is determined by the majority voting of the classes returned
by the individual trees. Unlike the Naive Bayes and Logistic
Regressionmodels, RandomForest is able tomanage datasets
with high dimensionality and categorical features effectively.

A Deep Multilayer Network [51] (Multilayer Perceptron
Network, MLP) consists of a layer of input neurons, each of
which corresponds to an explanatory variable, one or more
hidden layers, each of which consists of a number of neurons,
and an output layer, consisting of asmany neurons as there are
response variables. The neurons are connected to each other
by appropriate weights, i.e. parameters, estimated through
the training set. MLP networks have the property of being
‘‘universal approximators’’, that is, given a sufficiently large
number of layers, they can approximate any continuous and
defined function in a finite space D ⊂ RD.
In this experiment, we want to test the following research

hypotheses:
• RH1.1: the performances of the symptom checker are
affected by the classification strategy applied;

• RH1.2: a larger dataset makes the classification model
for the Symptom Checking task more accurate;

• RH1.3: ensemble strategies can improve the perfor-
mance of the classification model for the symptom
checking task;

In order to test hypothesis RH1.1, we evaluated the use of
the following algorithms: Naive Bayes, Logistic Regression,
Random Forest, Multilayer Perceptron Network. In order to
test hypothesis RH1.2, we changed the number of patients
for each disease k among the values: 100, 1000, 2500, 5000
obtaining datasets of corresponding size l of 21700, 217000,
542500 and 1085000 instances. In order to test hypothesis
RH1.3, we decided to definemmodels to simulate specialists
into one specific clinical area. A similar evaluation strat-
egy has been already adopted in [34]. The results of each
model specialized in a set of diseases have been merged and
then ordered using the confidence of the model. We decided
to split the diseases into 5, 10, 20 main groups using the
K-Means algorithm on the descriptions of the items, and
into 24 different groups using the subdivision obtained by
the manual association of each disease to the corresponding
clinical area.
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TABLE 3. Accuracy scores obtained by the different classification algorithms varying the number of patients for each disease k into the dataset.

TABLE 4. F1 scores obtained by the different classification algorithms varying the number of patients for each disease k into the dataset.

1) RESULTS OF EXPERIMENT 1
Results of experiment 1 are shown in Table 3 - 4, which
reports the accuracy of the different classifiers trained using
different amounts of data, i.e. varying the k parameter.
Considering the results obtained in terms of Accuracy and
F1, it is possible to notice that the Naive Bayes algorithm
performs better than the others most of the time. Logistic
regression takes second place, obtaining results that are most
comparable to those of Naive Bayes. Surprisingly, the MLP
model did not reach the top positions, despite the extensive
use of neural networks inmany close domains of applications.

About the RH1.1, we can state that, despite the better
performance of the Naive Bayes algorithm, the difference
among the algorithms is not always statistically signif-
icant. To prove this claim, we applied the Wilcoxon-
Mann-Whitney’s non-parametric test in pairs. In particular,
we considered the results obtained by the Naive Bayes algo-
rithm, our best performing model, and we compared them
with the results obtained from the other classification models.
The only significant difference (p < 0.05) is the one between
Naive Bayes and Random Forest, for any value of k and any
size of the list of results. This suggests that, in a context
where data is very sparse and only few elements provide a
strong contribution to the classification, the algorithms that
we tested are mostly interchangeable, in accordance with exe-
cution time and storage space constraints. We can conclude
that hypothesis RH1.1 is partially rejected.
Regarding hypothesis RH1.2 (a larger dataset makes the

classification model for the Symptom Checking task more
accurate), it is clear that in machine learning, a large enough
amount of data is required to allow the classifier to generalize
well on the task. Independently of the algorithm applied,

we can see that the model tends to converge correctly when
we provide between 1,000 and 2,500 patient instances per
disease. For example, we can take into consideration the
performance of the Naive Bayes model that provides only one
result in output (Top 1). The F1 score shows us an increase
in performance from 0.595 when the model is trained with
only 100 patients per disease, to 0.615 when trained with
2500 examples per disease. A similar trend can be observed
for each classifier in Table 4. This allows us to state with
certainty that the performance of the models considered here
varies according to the amount of data provided in input.
Therefore, we can accept theRH1.2 hypothesis, and confirm
that, in this specific domain, a number of between 1,000 and
2,500 examples per disease is sufficient to obtain classifica-
tion models with almost optimal performance.

Finally, for hypothesis RH1.3, (ensembling strategies
influence the performances of the classifier), we can observe
in Table 5 that best scores have been obtained with an ensem-
ble of only five models. In fact, there is a visible decrease
in the performance of the ensemble, as the number of mod-
els employed increases. Specifically, the idea of realizing a
model for each clinical area is not successful, probably due
to the large number of diseases that share symptoms. Each
model will search for the most likely disease based on its
limited knowledge, and will assign it a high confidence value
if some of the symptoms found are valid for the disease.
The same will be done by each of the other models of the
ensemble, who will then propose one of their candidates as
the best one, consequently increasing the noise in the results
list. If each model of the ensemble does not know the diseases
on which the other sectorial models are working, it will be
not able to consider them during its reasoning process. This
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TABLE 5. F1 scores obtained by the ensemble of Naive Bayes classifiers varying the number of patients for each disease k into the dataset and the
number of m models one for each clinical areas considered.

FIGURE 10. F1 of the best and worse 10 classification classes considering a list of 3 results.

also means that it will not be able to adjust its confidence
value according to other diseases that could be more likely.
Consequently, each candidate of the models of the ensemble
will receive a high local confidence score. This consideration
allows us to reject the RH1.3 hypothesis.
It is possible to observe in Fig. 10 that there are classes for

which the Naive Bayes classifier with k = 1,000 performs
particularlywell, and others for which it performs particularly
bad. Specifically, the figure shows the ten classes in which the
classifier performs best, such as sleep apnea, fibroadenoma,
breast cancer, diabetes; and the ten in which it performs the
worst, such as bipolarism, post-traumatic stress, personality
disorders. These conditions are particularly difficult to diag-
nose even by specialist doctors, due to the vagueness and
uncertainty of their symptoms. Speaking in general terms,
we can say that the Symptom Checker module shows a
qualitatively satisfactory behavior from our point of view,
especially for the identification of common and well-defined
diseases.

C. EXPERIMENT 2
Experiment 2 has two goals. The first is to evaluate the
effectiveness of the Symptom Checker in a real scenario.

The second is to analyze the level of user satisfaction and the
simplicity of use of the chatbot. In this experiment we tested
the following research hypotheses:

• RH2.1: The Symptom Checker module is able to detect
a disease analyzing the symptoms provided by the user;

• RH2.2: The user feels satisfied by the services offered
by the chatbot;

• RH2.3: The chatbot interface is efficient and simple to
use.

To evaluate such performances with real users, we involved
102 subjects. Many of them (∼ 82%) are men, with a high
school diploma or university degree (∼ 45% and ∼ 36%
respectively) between 18 and 25 years old (∼ 73%). The final
configuration of the Symptom Checker used in the running
example is the one based on a Bayesian classifier trained
on a dataset with k = 2, 500. In order to investigate the
hypothesis RH2.1, we asked each subject to think about a
disease diagnosed to them by a real doctor. We then asked
them to input each symptom of the disease it into HAB, one
at a time. The process will be iterated until the Symptom
Checker will discover the disease, or all symptoms have been
inserted. After that, we provided users with a questionnaire
(Table 7) to collect their experiences (QUEST_a). The results
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TABLE 6. Details about the subjects of the experimental sample.

FIGURE 11. Results of the Experiment 2 task. Position of the disease in
the list of results provided by the symptom checker.

obtained have been used for assessing the RH2.1 hypothesis.
RH2.2 and RH2.3 have been evaluated through the answers
to a different questionnaire (Table 8) compiled by users after
using HAB for a week (QUEST_b).

1) RESULTS OF EXPERIMENT 2
128 consultations were asked to the Symptom Checker. The
results of the evaluation are reported in Fig. 11. Ninety of
them are successful (i.e. the module was able to identify the
correct disease), while the unsuccessful ones (in which the
correct disease was not present in the list of results) are thirty-
eight. The Symptom Checker module was, therefore, able to
correctly simulate a doctor’s diagnosis in 76.271% of cases,
i.e. an accuracy value in line with what was observed during
Experiment 1. Most of the correct results were obtained by
inputting only one symptom in the system, and the average
number of symptoms required to conclude a consultation
is less than 3 (an average of 2.43 symptoms), as shown
in Fig. 12. Observing these results, we can consequently
accept the RH2.1 hypothesis: the Symptom Checker module
can indeed recognize the patient’s disease with few inter-
action steps and with good accuracy even in a real-world
scenario. A qualitative analysis on the performances of the
Symptom checker module has been performed by analyzing
the answers provided by users to the post-task question-
naire (Table 7 - QUEST_a). The results show that users are
not usual with searching on the internet for possible health

FIGURE 12. Results of the Experiment 2 task. Number of symptoms
provided to the HUB for obtaining correct results.

problems (average value 2.71 of the answer to question 2).
Anyway they considered the system usefull for them. They
were satisfied of the time needed for consultation (average
value 4.17 of the answer to question 4), the clarity and quality
of the results (answers 9 and 10 with corresponding average
values of 4.29 and 3.81).

In order to better understand the causes of unsuccessful
classifications of the Symptom Checker, we performed a
detailed error analysis. We were able to identify three cat-
egories of errors occurring during the classification process:

• Partial symptom matching: the correct disease con-
tains only some of the symptoms entered by the user;
the ranking, therefore, prefers other diseases that contain
all the symptoms. It occurs for the following diseases:
‘‘flu’’, ‘‘cold’’ and ‘‘migraine’’;

• Multiple matching: The correct disease contains all
the symptoms entered by the user, but there are others,
even rarer diseases, with the same symptoms. The final
order of elements presented to the user is due to chance
because we do not have any information about the rarity
of the disease. It often occurs for diseases like ‘‘flu’’,
‘‘fever’’, ‘‘herniated disc’’, and ‘‘conjunctivitis’’ that
show common symptoms;

• Incorrect symptom-disease association: Not all symp-
toms entered by the user are associated to the reported
disease in the knowledge base. It especially occurs
for consultations on the following diseases: ‘‘gastritis’’,
‘‘allergy’’, and ‘‘bronchitis’’.

While the last class of errors can be solved by expanding
the knowledge base, the first two are consequences of the
classification model. In particular, the model does not take
into account the ‘‘rarity’’ of the diseases, and the ranking
function prefers diseases that match as much symptoms as
possible. In future work, we will try to solve these problems
by introducing the rarity of the disease in the scoring function,
and by extending our knowledge base.

In order to test the RH2.2 hypothesis, we analyzed
the answers provided by the subjects to the questionnaire
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TABLE 7. Questionnaire provided to users for the evaluation of the effectiveness of the symptom checker module in a real scenario of use. (QUEST_a).

described in Table 8 (QUEST_b). In particular, we focus on
questions about the satisfaction of use numbered 4 through 7,
and 11 through 14. The first group of questions obtained an
average score of 3.86, with amaximumvalue of 3.95 obtained
for question number 4 (How much has the agent satisfied
your needs?). The second group of answers provides us some
suggestions about the user’s satisfaction with each specific
functionality of HAB. In particular, the Symptom Checker
component has been appreciated the most, followed by the
doctor recommendation System, and the Treatment Manage-
ment. The high score obtained for all the questions considered
in this study gives us the confidence to confirm the chatbot’
ability to satisfy the user needs. Consequently we can accept
RH2.2.

Finally, in order to evaluate RH2.3, we observed the
results provided by the users for questions 8 through
10 of the questionnaire shown in Table 8 (QUEST_b).
With an average score of 3.85 out of five, the answers
confirm that users were overall satisfied with the inter-
action, and found the system simple to use and use-
ful. Due to this, we can successfully accept the RH2.3
hypothesis.

V. CONCLUSION AND FUTURE WORK
In this article, we presented HealthAssistantBot, a Telegram-
based conversational agent for supporting patients in their
daily activities. The agent has been developed with a modular
strategy so that new features can easily be attached to it
when needed. The system offers users the possibility to mon-
itor their treatments, their biological values, suggest doctors,
and perform self-diagnosis. The conversation is performed
through a text-based interface, that makes the interaction
simple while being robust to errors. The architecture of the
proposed platform is divided into three main parts: the inter-
face, the gateway, and the server-side functionalities. Each of
these is independent in order to ensure high internal cohesion
of its functionality and low overlap with the functionality of
the other modules.

The main contribution of this paper is the definition of
the Symptom Checker module, that identifies the patient’s
disease with a certain degree of accuracy, starting from a
set of symptoms. This functionality is designed to assist the
user in obtaining a set of automatic diagnoses that can be
later discussed with her doctor. The classifier is based on a
Bayesian algorithm, trained on an artificial data set created
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TABLE 8. Questionnaire provided to users for the evaluation of the satisfaction and simplicity of use of the chatbot. (QUEST_b).

following the real distribution of symptoms for each disease.
An in-vitro study and in-vivo user study were performed,
both of which produced encouraging results. We measured
an F1 score of 0.942 on the synthetic dataset, a success ratio
of 76,271% on real use cases. Besides, we noted that the doc-
tor recommendation system and the Treatment Management
functionality were widely appreciated. They have proven to
be effective and able to satisfy the needs of end-users.

As future work, we are planning to improve the perfor-
mance of the Symptom Checker module by adding informa-
tion on the rarity of the diseases. Moreover, we will focus on
adding new functionalities, such as the management of medi-
cal records, and the automatic suggestion of food and physical
activity to perform based on the user’s health conditions.
Finally, we will perform a more extensive user study once
a large enough community of HAB users will be established.
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APPENDIX A
QUESTIONNAIRES
See Tables 7 and 8.
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