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Abstract 

 

This thesis develops advanced Acoustic Emission (AE) techniques for monitoring and 

characterizing damage in aerospace materials. It focuses on AlSi10Mg produced by Selective 

Laser Melting (SLM) and on Carbon Fiber Reinforced Plastic (CFRP) composites. These 

materials are crucial for aerospace due to their unique mechanical properties. AlSi10Mg offers 

high strength and fatigue resistance. It is used in critical aerospace parts. CFRP composites 

provide stiffness strength and corrosion resistance, making them suitable for demanding 

aerospace environments. Monitoring damage in these materials is essential to ensure safety and 

structural integrity over time. 

This research aims to improve damage monitoring by combining traditional AE methods with 

deep learning frameworks. Structural Health Monitoring (SHM) is vital in aerospace. It allows 

early detection of material degradation and reduces the risk of in-service damages. Traditional 

SHM methods can be limited in accuracy for complex materials such as AlSi10Mg and CFRP 

composites. This thesis introduces a robust approach that uses advanced methods to address 

these challenges. 

Tensile tests were conducted on AlSi10Mg specimens built in different orientations. AE signals 

were recorded to examine their mechanical behavior. Continuous Wavelet Transform (CWT) 

was used to analyze these signals. This allowed differentiation between elastic and plastic 

deformation. Convolutional Neural Networks (CNNs) were then used to classify AE signals. 

Several CNN architectures, including AlexNet and SqueezeNet, were tested to improve 

classification accuracy. A novel approach was also introduced. It combines a Fuzzy Artificial 

Bee Colony (FABC) algorithm with CNN and CWT-scalogram analysis. This method includes 

data augmentation to improve robustness and prevent overfitting. 

For CFRP composites, a Deep Autoencoder (DAE) framework was developed to automate 

damage mode characterization during mechanical testing. The DAE reduced the complexity of 

AE signals and extracted essential features. These features were clustered to identify damage 

modes like matrix cracking, delamination, and fiber breakage. By automating damage 

classification, the DAE enhances SHM by providing accurate real-time damage assessments. 

This thesis shows that combining traditional AE features with deep learning models improves 

damage source classification for aerospace materials. These methods make SHM systems more 

efficient and precise. They offer advanced solutions for monitoring and maintaining structural 

integrity in aerospace. The research contributes to safer and more reliable aerospace 

applications. 

 

 

Key Words: Acoustic Emission, Non-Destructive Testing, Selective Laser Melting, 

AlSi10Mg, Carbon Fiber Reinforced Plastic, Deep Learning, Convolutional Neural Networks, 

Continuous Wavelet Transform, Fuzzy Artificial Bee Colony, Deep Autoencoder, Structural 

Health Monitoring, Damage Mechanisms, Signal Classification, Aerospace Materials.  
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Chapter 1. Introduction 

1.1 Context and importance of damage monitoring in Aerospace materials 

In aerospace, the structural integrity of materials is critical due to the extreme operational 

conditions and the high safety standards required for aircraft and spacecraft. Aerospace 

materials, such as carbon fiber reinforced polymers (CFRP), aluminium alloys, and titanium 

composites, are designed to be lightweight and high strength [1]. Despite their advanced 

properties, these materials are still prone to degradation mechanisms such us fatigue, cracking, 

delamination, and corrosion over time, which can compromise their performance and 

reliability[2], [3], [4]. Effective damage monitoring is essential for detecting early signs of 

degradation before they lead to critical failures [5], [6], [7]. Traditional inspection methods, 

such as visual and ultrasonic testing, often fall short in identifying internal or subsurface 

damage, especially in composite materials [8], [9]. This limitation has led to the increased 

adoption of non-destructive evaluation (NDE) techniques, with Acoustic Emission (AE) 

emerging as a key method for real-time monitoring [10]. AE tech detects stress waves emitted 

by materials when damage occurs, such as crack initiation or fiber breakage[11]. AE offers the 

advantage of real-time, continuous monitoring, making it an ideal solution for identifying 

damage early, facilitating predictive maintenance [12]. This proactive approach reduces the 

risk of in-service failures, extends the lifespan of aerospace components, and optimizes 

maintenance schedules, thus lowering operational costs.  As the aerospace industry embraces 

more advanced materials like composites and adopts cutting-edge manufacturing processes 

such as additive manufacturing (AM), the need for sophisticated damage monitoring becomes 

more pressing[13], [14]. Advanced AE methods, as developed in this thesis, are vital for 

accurately tracking and characterizing damage mechanisms in these materials. These methods 

play a crucial role in ensuring safety, performance, and longevity in modern aerospace 

structures. 

1.2 Objectives and contributions of the thesis 

This thesis focuses on advancing Acoustic Emission signal analysis methods to enhance 

damage detection and classification in aerospace materials. The ultimate goal is to contribute 

to the development of fully autonomous Structural Health Monitoring (SHM) systems. The 

primary objective is to improve existing monitoring techniques by developing tools that can 

facilitate the future integration of AE into SHM systems. The thesis emphasizes two key 

aerospace materials: AlSi10Mg, produced via Selective Laser Melting (SLM), and CFRP 

composites adhesively bonded in joggled lap shear configurations. These materials are critical 

in the aerospace industry due to their high strength and lightweight properties, making them 

ideal for structural applications. 

The key objectives of this thesis are: 

1. Develop advanced AE signal analysis methods that integrate traditional methods (time-

domain, frequency-domain, and time-frequency analysis such us Continuous Wavelet 
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Transform (CWT)) with deep learning approaches, enabling better feature extraction 

and a deeper understanding of material degradation. 

2. Introduce deep learning-based models, including customized Convolutional Neural 

Networks (CNNs) and a novel Fuzzy Artificial Bee Colony Convolutional Neural 

Network (FABC-CNN), to automate AE signal classification and improve damage 

mode identification, thereby reducing reliance on manual interpretation. 

3. Implement a data augmentation strategy using Gaussian noise to expand the AE dataset, 

enhance model robustness, minimize overfitting, and improve the accuracy of AE 

signal classification, even with limited experimental data. 

4. Apply these developed methods to AE signal analysis for aerospace materials such as 

AlSi10Mg and CFRP composites, with a focus on characterizing damage mechanism 

modes such as matrix cracking, delamination, and fiber breakage. 

5. Contribute to predictive maintenance in aerospace by developing reliable AE signal 

analysis methods for real-time monitoring and accurate damage prediction, ultimately 

reducing downtime and operational costs. 

The contributions of this thesis are: 

1. The development of advanced AE methods that integrate traditional signal processing 

techniques with machine learning and deep learning for more effective damage 

mechanisms monitoring. 

2. The introduction of novel deep learning frameworks, such as the FABC-CNN and deep 

autoencoders frameworks, which significantly improve the accuracy and efficiency of 

AE signal classification. 

3. The application of these methods to real-world aerospace materials, providing valuable 

insights into damage mechanisms and material behavior under mechanical stress, 

thereby contributing to more reliable SHM systems in the aerospace industry. 

1.3 Document Organization 

In Chapter 2, the fundamental concepts related to Aerospace Materials and their degradation 

mechanisms are discussed. The chapter also introduces the Acoustic Emission technique and 

its relevance for monitoring damage mechanisms. Various material types and factors 

influencing material degradation, such as mechanical stress and environmental conditions, are 

presented. 

Chapter 3 focuses on the various AE signal analysis methods. Both traditional non-learning 

techniques (time-domain, frequency-domain, and time-frequency analysis such as Continuous 

Wavelet Transform (CWT)) and modern machine learning approaches are detailed. The 

chapter introduces key techniques for signal processing and explains their role in extracting 

useful information about material degradation. 

In Chapter 4, the mechanical behavior of AlSi10Mg specimens produced via Selective Laser 

Melting (SLM) is explored. The impact of build orientation on mechanical properties is 

assessed through tensile testing, while AE signals recorded during the tests are analyzed to 

monitor damage evolution. This chapter provides a comprehensive understanding of the 

material’s response to stress. 

Chapter 5 discusses the classification of AE signals using deep learning techniques. The focus 

is on the use of Convolutional Neural Networks (CNNs) to classify AE signals based on 

damage stages (elastic and plastic deformation) and specimen configurations. The performance 
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of different CNN models, such as AlexNet, SqueezeNet, and a simplified model, is compared 

in terms of classification accuracy and efficiency. 

Chapter 6 introduces the use of the Fuzzy Artificial Bee Colony (FABC)-CNN algorithm to 

improve AE signal classification. This chapter presents an enhanced methodology that 

combines FABC with deep learning to address issues such as suboptimal local maxima during 

model training and overfitting. The approach's robustness and effectiveness in classifying AE 

signals are demonstrated. 

In Chapter 7, a Deep Autoencoder (DAE) framework is used to characterize damage 

mechanisms in Carbon Fiber Reinforced Polymer (CFRP) composites. The DAE reduces the 

dimensionality of AE data, and techniques such as K-means clustering, and Hilbert Spectral 

Analysis (HSA) are applied to identify and classify different damage modes. The complexity 

of identifying damage in CFRP composites is also discussed. 

Finally, the conclusions highlight the effectiveness of the developed methods for AE signal 

analysis in aerospace applications. Future research directions are proposed, focusing on 

expanding these methods to other materials and improving damage mechanisms monitoring 

capabilities for Structural Health Monitoring (SHM) systems. 
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Chapter 2.  Theoretical Background 

 

This chapter provides an overview of aerospace materials, their types, and the degradation 

mechanisms they are subject to. It also introduces additive manufacturing in aerospace and 

introduces the acoustic emission technique. 

 

2.1 Aerospace materials and degradation mechanisms  

2.1.1 Overview of Aerospace Materials 

In the aerospace industry, materials selection is essential for optimum performance, safety and 

durability under demanding conditions [15], [16]. Over the years, materials have evolved 

significantly, responding to the industry's growing need for stronger, lighter and more durable 

components. As aerospace technologies advance, the importance of materials continues to 

grow, playing a central role in the design of aircraft and spacecraft [15], [17].  Aerospace 

materials are generally classified into four categories: metallic materials, non-metallic 

inorganic materials, polymeric materials and composite materials [18]. Each category has 

distinct properties that make them suitable for specific applications. Metals such as aluminium, 

titanium and nickel alloys are widely used for their mechanical strength and corrosion 

resistance, although they present their own difficulties, such as aluminium’s susceptibility to 

corrosion fatigue [19]. Polymer matrix composites (e.g. carbon fiber reinforced polymers, 

CFRP) offer excellent strength-to-weight ratios, but can be vulnerable to environmental 

stresses and impact damage [20]. As new materials are developed and refined, their 

applications in aerospace have extended beyond structural components [21]. They now form 

an integral part of a range of systems, including engines, propulsion systems, instruments and 

electronic equipment [22]. The need for enhanced performance, particularly under conditions 

of extreme temperature and high stress, has led to the development of advanced high-

performance composites, superalloys, metal matrix composites (MMC) and ceramic matrix 

composites (CMC) [23]. These innovations offer superior thermal stability and wear resistance, 

enhancing the durability and fuel efficiency of modern aircraft [23]. The evolution of aerospace 

materials has also contributed to increasing aircraft size and performance. Early wood and 

fabric constructions gave way to metal models, enabling larger, more powerful aircraft to be 

built, such as those pioneered by Junkers [24]. The trend towards lightweight, durable materials 

continued.  Companies including Boeing and Airbus have incorporated increasing quantities 

of advanced composites into their latest models (see Figure 2.1) [25].  This has significantly 

improved fuel efficiency and reduced operating costs. However, there is no “perfect material” 

for all aerospace needs [26]. Material selection must carefully balance weight, mechanical 

strength, corrosion resistance and environmental sustainability [27]. This complexity reflects 

the aerospace industry's general trend towards constant innovation. As materials science 

advances, new developments will further enhance aircraft performance, paving the way for 

innovations in civil and military aviation, as well as spacecraft. 
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2.1.2 Metallic Aerospace Materials 

Metallic materials are fundamental to aerospace engineering due to their high strength, 

durability, and resistance to extreme conditions [28]. From the early use of an aluminium 

engine by the Wright Brothers to the first all-metal airplane developed by Hugo Junkers using 

duralumin.  Metals such as aluminium, titanium, and steel have played a critical role in aircraft 

development. These metals are now widely used in modern aircraft structures [29]. The 

aluminium alloys are highly valued in aerospace for their strength-to-weight ratio and corrosion 

resistance, making them ideal for components such as fuselages, wings, and support frames 

[29]. The most commonly used aluminium alloy in aerospace is 7075 aluminium, which is 

composed of zinc, magnesium, and copper [30]. Table 2.1 shows the composition of 7075 

aluminium [30]. Aluminium alloys, heat-treated for improved performance, use temper 

designations such us T3 and T6 in aerospace [31] 

Table 2.1. Composition of 7075 Aluminium Alloy [30] 

Element Percentage 

Zinc 5.6% - 6.1% 

Magnesium 2.1% - 2.5% 

Copper 1.2% - 1.6% 

 

The titanium alloys are recognized for their high strength-to-weight ratio and excellent 

corrosion resistance [31]. Despite being denser than aluminium, titanium can withstand 

temperatures up to 600°C, making it suitable for high-stress areas such as engine components, 

landing gear, and fuselage skins [32]. Titanium’s major drawback is its high cost and difficulty 

in machining [32]. Steel remains important in aerospace, especially for high-stress components 

like landing gear and engine parts, because of its high tensile strength [33]. There are different 

types of steel depending on the carbon content, and Table 2.2 provides a summary of low, 

medium, and high carbon steels, and their applications [33]. Nickel-based superalloys are 

essential in jet engines and turbines because they maintain strength at temperatures above 

1000°C [34]. They also offer excellent corrosion and oxidation resistance [34]. Although 

expensive, these materials are crucial for ensuring reliability in propulsion systems. Table 2.3 

provides a comparison of key properties between aluminium, titanium, and nickel-based 

superalloys, showing their different strengths and applications [34].  
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Table 2.2. Types of Steel Used in Aerospace [35] 

Type of Steel Carbon Content Applications 

Low Carbon Steel 0.05% - 0.2% Secondary structures, ductile components 

Medium Carbon Steel 0.2% - 0.8% Machinable parts, surface-hardened components 

High Carbon Steel 0.8% - 1.5% Springs, wear-resistant part 

 

Table 2.3. Comparison of Key Metallic Aerospace Materials [35] 

Material 
Strength-to-Weight 

Ratio 
Temperature Resistance 

Corrosion 

Resistance 
Typical Application 

Aluminium Alloys High Moderate (up to 250°C) Good Fuselage, wings 

Titanium Alloys Very High High (up to 600°C) Excellent 
Engine parts, landing 

gear 

Nickel-Based 

Superalloys 
Very High Very High (1000°C +) Excellent Jet engines, turbines 

 

2.1.3 Composite Aerospace Materials 

Composite materials have dramatically reshaped the aerospace industry, offering a superior 

strength-to-weight ratio that has greatly improved aircraft performance [36]. They have 

gradually replaced traditional materials such as aluminium and steel in critical components, 

including fuselages and wings [36]. This shift has led to the production of lighter, more fuel-

efficient aircraft, signifying a major milestone in the evolution of aerospace manufacturing 

[37]. Figure 2.1 illustrates the increasing use of composite materials in commercial aircraft by 

Airbus and Boeing. This shift has led to improved performance and cost efficiency for both 

companies. 

Composite materials are made by combining two or more distinct materials. This process 

typically results in a new material that is stronger and more efficient than its individual 

components. These composites consist of: 

• Reinforcing phase: The element that provides strength and stiffness, which can be 

fibers, particles, or flakes. 

• Matrix phase: This is the material that binds and surrounds the reinforcing phase, 

providing shape and stability. The matrix phase is continuous, and when integrated with 

the reinforcing phase, the composite gains unique properties tailored to specific needs. 
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Figure 2.1: Evolution of Composite Materials for Commercial Aircraft: Airbus and Boeing 

[25] 

2.1.3.1 Types of Composites Used in Aerospace 

Composites used in aerospace applications are categorized by the type of matrix material they 

contain. These include: 

• Polymer Matrix Composites (PMC): These are the most widely used, known for their 

low weight and high strength [38]. Carbon fiber-reinforced plastics (CFRP), which 

combine carbon fibers with a polymer resin matrix, are a good example [39]. The result 

is exceptionally light and strong materials. CFRPs are often used in key structural 

components such us fuselages, wings, and tail sections. Glass Fiber-Reinforced Plastics 

(GFRP) are another type, used in less critical structures where lower strength is 

sufficient [40]. 

• Metal Matrix Composites (MMC): These materials offer excellent mechanical 

properties by combining metals such as aluminium or titanium. They are reinforced 

with materials including ceramic or carbon fibers. MMCs are often used in high-stress 

components such as engine parts and landing gear [41]. 

• Ceramic Matrix Composites (CMC): CMCs are engineered for high-temperature 

environments. They are commonly used in turbine blades and exhaust systems for their 

superior thermal stability and wear resistance [42]. 

The variety of composite materials used in aerospace, along with their matrix and reinforcing 

phases, can be seen in Table 2.4.  

 

 

 



 

 

8 

 

Table 2.4. Classification of Composite Aerospace Materials [43] 

Materials Matrix Material Reinforcing Material Applications 

Polymer Matrix 

(PMC) 
Polymers/Resins 

Carbon fiber (CFRP), glass 

fiber 

Fuselage, wings, tail 

sections 

Metal Matrix 

(MMC) 
Metals (Al, Ti) 

Ceramic fibers, carbon 

fibers 

Engine components, 

landing gear 

Ceramic Matrix 

(CMC) 
Ceramics Ceramic fibers 

Turbine blades, exhaust 

systems 

With the increasing reliance on these advanced materials, aerospace design continues to evolve, 

pushing the boundaries of efficiency, durability, and structural complexity [43]. 

2.1.4 Additive Manufacturing Materials in Aerospace 

Additive manufacturing (AM) or 3D printing has transformed the aerospace industry by 

enabling lightweight, complex structures unattainable with traditional methods [44]. The layer-

by-layer construction process allows for efficient material use, reducing waste and lowering 

production costs, while offering greater design flexibility [44]. This technology has been 

adopted in aerospace for various components due to its ability to produce parts quickly and 

with minimal material waste [45]. 

AM has been widely adopted in aerospace for producing various parts, including rocket engine 

components, fuel tanks, and UAV component [44]. The materials used for aerospace parts are 

typically divided into metallic and polymer components, depending on the criticality of the part 

[46]. Boeing and Airbus rely on AM for manufacturing and repairing components, with Boeing 

producing over 20,000 parts using this technology [47]. Notably, AM-fabricated titanium alloy 

parts have helped Boeing save around $2–3 million per airplane [48]. Airbus, similarly, has 

incorporated AM technologies into the fabrication of metallic brackets and bleed pipes [47]. 

Moreover, space agencies such as NASA and SpaceX are investigating the feasibility of using 

AM to produce igniters, injectors, and combustion chambers for rocket engine [47]. 

2.1.4.1 Benefits of Additive Manufacturing in Aerospace 

The aerospace sector benefits from additive manufacturing for several key reasons (see Figure 

2.2): 

• Material Efficiency: Additive manufacturing uses only the material required to 

build each part, minimizing waste compared to traditional subtractive methods [49]. 

• Weight Reduction: By allowing for optimized internal structures, such as lattice 

designs, it reduces the weight of components without compromising strength [50]. 

This is particularly important in aerospace, where lightweight materials are 

essential for fuel efficiency and emission reduction [50]. As highlighted in Figure 

2.2. advantages of AM in aerospace, this weight reduction contributes directly to 

improved fuel efficiency and overall aircraft performance. 

• Design Freedom: AM allows for the production of freeform, highly complex shapes 

that would be difficult to achieve using traditional methods [44]. This makes it 

possible to optimize parts for both strength and weight, improving performance 

while reducing material use [47]. 
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• Rapid Prototyping and Production: This technology enables fast production of 

prototypes and parts, speeding up development cycles and reducing time to market 

[47] 

 
Figure 2.2: Advantages of Additive Manufacturing in the Aerospace [51] 

 

2.1.4.2 Materials Used in Additive Manufacturing for Aerospace 

A variety of materials are used in additive manufacturing for aerospace applications, depending 

on the specific requirements for strength, durability, and environmental [47] 

• Metals: Commonly used metals include titanium alloys, aluminium alloys, and 

nickel-based superalloys for high-performance and high-temperature 

components [52]. Notably, AM-fabricated titanium parts have become crucial 

in reducing costs and improving performance in aerospace applications [53]. 

• Polymers: Lightweight polymers such as PEEK and nylon are utilized for non-

critical, non-load-bearing components [54]. 

• Composites: Emerging in additive manufacturing, composites combine a 

polymer matrix with reinforcing fibers such as carbon, offering excellent 

strength-to-weight ratios [55]. 

2.1.4.3 Additive Manufacturing Techniques 

Different additive manufacturing techniques are used to create aerospace components, each 

optimized for specific materials [47]: 

• Selective Laser Melting (SLM): Utilized for metals, SLM uses a high-powered 

laser to fuse metal powders layer by layer, creating strong, dense parts [56]. 

• Electron Beam Melting (EBM): Similar to SLM but using an electron beam, 

primarily for high-performance alloys [57]. 

• Fused Deposition Modelling (FDM): Used for polymers, FDM extrudes 

thermoplastics layer by layer to build parts [58]. 

In this work, the material chosen for the Selective Laser Melting (SLM) process is the 

AlSi10Mg aluminium alloy. This material is particularly suitable for aerospace due to its: 

• High strength-to-weight ratio: AlSi10Mg offers excellent mechanical properties 

while remaining lightweight, essential for reducing aircraft weight [59]. 

• Corrosion resistance: The addition of magnesium enhances the alloy's resistance 

to corrosion, an important factor in aerospace environment [60]. 
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• Good thermal properties: The alloy's ability to handle high temperatures makes 

it a strong candidate for components exposed to heat during operation [60]. 

AlSi10Mg is widely used in SLM because it combines the benefits of aluminium alloys with 

the precision and complexity that additive manufacturing provides. This allows for the 

production of intricate, strong, and lightweight components, crucial for aerospace applications 

[59]. Additionally, AM technologies have allowed manufacturers to fabricate parts that meet 

both weight and strength optimization criteria, significantly improving the efficiency of 

aerospace components [61]. 

2.1.5 Degradation Mechanisms in Aerospace Materials 

Aerospace structures are exposed to a wide range of stresses during operation, including 

mechanical, thermal, and aerodynamic forces, as shown in Figure 2.4: Distribution of loads 

applied to the fuselage of an airliner [62]. These stresses, over time, contribute to the 

degradation of materials [62]. They can lead to various failure modes depending on the type of 

material, the structure, and the nature of the applied loads [62]. Identifying these degradation 

mechanisms and understanding how they develop are crucial for long-term performance and 

safety [63]. Assessing their impact on the integrity of aerospace structures is equally important. 

The following sections provide an overview of the most common degradation mechanisms 

observed in aerospace materials [64]. 

 
Figure 2.3: Distribution of loads applied to the fuselage of an airliner [62] 

2.1.5.1 Degradation Mechanisms in Metals  

Metals used in the aerospace industry are subjected to various environmental and operational 

stressors, leading to degradation over time [65]. Several key degradation mechanisms, such as 

corrosion, fatigue, creep, and wear, affect metal components in aerospace [66]. Understanding 

these mechanisms is crucial for maintaining aircraft safety, performance, and longevity. 

2.1.5.1.1 Corrosion 

Corrosion remains a significant issue for metals used in aerospace due to exposure to moisture, 

salts, and other environmental factors [67]. Metals as aluminium and titanium, common in 

aerospace structures, can form protective oxide layers. However, under certain conditions, 

these layers may break down, leading to various types of corrosion.: 
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• Uniform Corrosion: A generalized form of corrosion that thins the metal 

uniformly over time. 

• Galvanic Corrosion: Occurs when two dissimilar metals are in contact, causing 

one to corrode preferentially in the presence of an electrolyte. 

• Pitting Corrosion: Localized corrosion forming pits or holes that can weaken 

structural integrity. 

• Stress Corrosion Cracking: A dangerous form of corrosion where tensile 

stresses cause cracking in a corrosive environment [68]. 

Appropriate material selection can reduce the likelihood of corrosion, though it remains a 

critical concern in aerospace applications. 

2.1.5.1.2 Fatigue 

Fatigue is considered one of the dominant causes of metal failure in aerospace [69]. Fatigue 

cracking occurs due to cyclic loading, where repeated application of stress leads to the 

formation and propagation of cracks [70]. Even if the applied load is below the material's yield 

strength, the repeated stress cycles can lead to failure over time. 

Findlay and Harrison emphasize that aerospace components are generally designed with safety 

factors to prevent failure from yielding or brittle fracture [71]. However, fatigue cracking 

remains the main mode of failure, particularly in areas such as joints.  Load transfer zones and 

stress concentrators, such as holes, cross-section changes and cut or forged areas. Fatigue 

failure accounts for over 60% of metal failures in aerospace structures, particularly in 

assemblies and load transfer areas [72] . 

The fatigue cracking process can be divided into three stages: 

a) Crack Initiation: Small cracks begin to form at micro-level imperfections or stress 

concentrators. These cracks often initiate in regions with slip bands, where repeated 

stress causes dislocation movements, leading to the formation of microscopic 

intrusions and extrusions at the material surface [73]. Surface flaws or 

manufacturing defects, such as micro notches, can also promote crack initiation 

[74]. 

b) Crack Propagation: Once initiated, cracks grow progressively under cyclic loading. 

The propagation consists of three phases: 

• Stage I (Microcrack Growth): Slow growth, heavily dependent on grain 

orientation. 

• Stage II (Long Crack Growth): The crack propagates perpendicularly to the 

tensile stress direction. 

• Stage III (Brittle Fracture): Final, unstable crack growth leading to complete 

material failure [75]. 

a) Final Failure: The remaining material can no longer support the load, leading to 

sudden failure [71]. 

Fatigue cracking is often subtle and difficult to detect until it reaches an advanced stage. 

Regular inspections and non-destructive testing (NDT) are crucial to identifying cracks early 

and preventing catastrophic failure [76]. The Paris Law, developed in 1961, provides a method 

for predicting crack growth under cyclic loading conditions based on stress intensity and crack 

growth rate [77]. 



 

 

12 

 

2.1.5.1.3 Creep 

Creep is the gradual, permanent deformation of metals under long-term stress, particularly at 

high temperatures [78]. In aerospace, creep primarily affects high-temperature components 

such as turbine blades [79], [80]. This slow deformation is dangerous because it can accumulate 

over time, leading to significant changes in component shape and mechanical properties [81]. 

High-performance alloys, such as nickel-based superalloys, are often used to mitigate creep 

effects in aerospace applications [82]. 

2.1.5.1.4  Wear 

Wear refers to the progressive loss of material from the surface due to mechanical interactions 

such as friction or contact with other surfaces [83]. Components subjected to frequent 

movement, such as gears, bearings, and hydraulic parts, are prone to wear. In aerospace, wear 

can manifest as: 

• Abrasive Wear: Caused by harder materials scratching or gouging the surface 

of softer metals. 

• Adhesive Wear: Occurs when materials transfer between surfaces under sliding 

conditions. 

• Fretting Wear: A combination of wear and corrosion in areas of small 

oscillatory movements, typically seen in mechanical joints and fittings [84]. 

Wear can significantly impact the lifespan of aerospace components, and regular maintenance 

and monitoring are essential to mitigate its effects [85]. 

2.1.5.2 Statistical Analysis of Failure Modes 

Studies reveal that fatigue is the most common cause of metal failure in aerospace applications, 

accounting for over 55% of observed failures, followed by overload, corrosion, and wear [71]. 

Table 2.5 provides a breakdown of damage modes observed in aerospace components: 

Fatigue failures are often concentrated around stress concentrators such as joints and load 

transfer areas, where cracks initiate due to cyclic stress [71]. 

 

Table 2.5. Statistical analysis of failure modes [71] 

Modes of Failure Failure Percentage (%) 

Corrosion 16 

Fatigue 55 

Overload 14 

High-Temperature Corrosion 2 

Cracking/Fatigue Corrosion 7 

Creep 1 

Abrasion/Erosion 6 

 

2.1.5.3 Degradation Mechanisms in Composite 

The degradation of composite materials differs significantly from that of metals, as it occurs in 

a more dispersed manner across various scales [86]. Composite materials experience 

degradation through complex interactions at both microscopic and macroscopic levels [83]. 

Common degradation modes in composites include matrix cracking, fiber-matrix debonding, 
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fiber fracture, and delamination, with failure often resulting from the accumulation of these 

damage modes. 

2.1.5.3.1 Delamination 

Delamination is a critical and frequent failure mode in composite materials, especially in 

aerospace structures. It involves the separation of layers within a composite due to stress, 

impact, or manufacturing defects. Stress concentrations, such as those at free edges, drilled 

holes, sharp angles, or abrupt section changes, are common initiation points for delamination 

[87]. As delamination spreads, it significantly reduces the structural integrity of the composite. 

This degradation leads to issues such as stiffness loss and potential buckling under compressive 

loads [88].  The process begins with micro-damage, such as matrix cracking and fiber-matrix 

debonding, which coalesce into larger transverse cracks [89]. These cracks propagate between 

plies of different orientations, leading to interlaminar fracture. Environmental factors like 

temperature variations and humidity can worsen delamination [87]. They induce shear stresses 

between layers with different thermal expansion properties. 

2.1.5.3.2 Matrix Cracking 

Matrix cracking typically initiates the degradation process in composites. Cracks form within 

the matrix material, often due to cyclic loading or environmental stress [90]. Although matrix 

cracking alone may not cause immediate failure.  It compromises the material by enabling other 

damage modes, as delamination, to occur [91]. Matrix cracking requires relatively low energy, 

particularly in brittle composites like carbon/epoxy laminates [92]. 

2.1.5.3.3 Fiber Breakage  

Fiber fracture is a more severe form of damage that often leads to catastrophic failure in 

composite materials. Stress concentrations, such as those caused by matrix cracks, can trigger 

fiber breakage. Once fibers begin to fracture, the composite’s load-bearing capacity is greatly 

diminished, which can result in sudden failure [93]. Fiber fracture can be initiated by various 

loading conditions, including impacts and fatigue cycling. 

2.1.5.3.4 Fiber Debonding and Pull-Out 

Fiber debonding occurs when the bond between the fibers and matrix weakens, leading to 

separation [94]. This damage mode can result from fatigue loading, environmental exposure, 

or impact. When severe, fibers may be completely pulled out of the matrix, further reducing 

the composite’s strength [95]. Fiber debonding reduces the ability of the composite to transfer 

load effectively between fibers and matrix, thereby weakening the overall structure. 

2.1.5.3.5 Environmental Degradation 

Environmental factors, such as moisture and temperature fluctuations, can accelerate 

composite degradation [96]. Moisture absorption causes swelling, reduces stiffness, and may 

lead to microcracking [97]. High temperatures, on the other hand, can degrade the polymer 

matrix, reducing the composite's mechanical properties [96]. These environmental effects not 

only degrade the material directly but also amplify other damage modes, such as delamination 

and matrix cracking [96]. 
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2.2 Fundamentals of Acoustic Emission Technique 

2.2.1 Introduction 

Acoustic Emission refers to the generation of transient elastic waves caused by the sudden 

release of energy within a material under stress [98]. According to EN 1330-9:2017, AE is 

defined as "transient elastic waves generated by the release of energy in a material or process. 

When a structure is subjected to external stimuli, such as changes in pressure, load or 

temperature, localized microcracks release energy that propagates as stress waves detected by 

surface-mounted sensors. As an NDT technique, AE is unique in that the material generates 

the signal, unlike methods as ultrasound or X-ray tomography, which require external energy 

input [99]. AE enables real-time monitoring of large structures with minimal sensors, detecting 

active defects as they evolve [100]. However, AE is limited to identifying progressive defects 

and cannot map the size or precise location of pre-existing damage. Historically, Joseph 

Kaiser's work in the 1950s identified the Kaiser Effect, where a material does not emit AE 

signals if reloaded below its previous maximum stress [100]. AE has since become a 

cornerstone in Structural Health Monitoring (SHM) and damage characterization. Studies on 

materials, including aluminium and copper, have shown that AE strongly correlates with 

internal structural changes under mechanical stress. This correlation provides insights into 

phenomena including dislocations and phase transformations [101]. 

2.2.2 Sources of Acoustic Emission in Materials 

The AE signals come from different sources in stressed materials, associated with internal 

structural changes. These sources can be divided into two main categories: mechanical sources 

and artificial sources, each producing distinct types of AE signals that are vital for 

understanding material behavior [102]. 

2.2.2.1 Mechanical Sources of Acoustic Emission 

Mechanical sources of AE are directly related to the material's response to external mechanical 

loads, such as tension, compression, or thermal stress [103]. These sources are primarily 

responsible for AE signal generation in aerospace materials and provide essential information 

about the material's degradation and damage mechanisms [103]. Mechanical sources in metals 

and composites can be categorized as follows: 

a) Micro-cracking: The initiation and propagation of micro-cracks release energy in the 

form of transient elastic waves, detectable as AE signals [104]. This phenomenon is a 

primary indicator of damage in materials such as aluminium alloys and CFRP 

composites, making it critical for early detection in aerospace structures. 

b) Dislocation Movement: In crystalline materials, particularly in aluminium alloys, 

cooperative dislocation movement under stress produces AE signals [105]. While a 

single dislocation movement is not detectable, the collective motion of dislocations 

generates detectable signals, providing insights into plastic deformation processes. 

c) Phase Transformations: Some materials are subject to phase transformations as a result 

of stress or temperature changes [106]. For example, martensitic transformation in 
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certain alloys releases energy that can be captured as AE signals. These transformations 

often indicate significant microstructural changes that may precede failure. 

d) In composite materials such as CFRP, AE signals are generated during matrix cracking, 

delamination, and fiber breakage, under mechanical loads (see Figure 2.4) [107]. These 

signals are crucial for monitoring the integrity of the material, as they indicate the 

initiation and progression of damage within the composite structure. 

 
Figure 2.4:  Illustrates typical AE signal sources in composite materials, (a) Fiber/Matrix debonding; 

(b) Delamination; (c) Fiber breakage; (d) Close in view fiber breakage [108] 

2.2.2.2 Artificial Sources AE Signals 

Artificial sources of acoustic emissions are employed to replicate a material's response to stress 

and validate the precision of acoustic emission systems [103]. They are extensively used for 

sensor calibration and the validation of experimental configurations. Prevalent artificial 

sources comprise: 

a) Pencil Lead Break (PLB): The predominant method, entailing the fracture of a 

standardized 2H pencil lead against the material's surface. This produces dynamic AE 

signals, beneficial for sensor calibration and source localization [109]. 

b) Artificial Crack Propagation: Deliberate cracking or deformation to examine material 

behavior in a regulated setting, offering insights into how damage mechanisms generate 

acoustic emission signals [110]. 

c) Impact and Friction: Regulated impacts or friction between surfaces replicate authentic 

operational situations, producing AE signals for aircraft applications [111]. 

These sources essentially fulfil two functions: calibrating acoustic emission systems and 

analysing signal properties [112]. The PLB approach generates burst-type signals similar to 

those produced by micro-cracks, thus providing precise system calibration. 

2.2.3 Types of AE Signals 

The AE signals can be classified into two main types: burst-type and continuous-type signals, 

each corresponding to specific material behaviors and damage mechanisms [113]. These 

classifications help in understanding the nature of damage progression within materials, 

especially in high-performance aerospace materials [35]. The Burst-type signals are short, 

high-energy emissions associated with discrete events such as crack initiation, crack 

propagation, or fiber breakage [114]. Each signal represents a distinct damage event and is 

characterized by its transient nature and high amplitude, indicating significant energy release. 
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For instance, in composite materials, matrix cracking or fiber rupture produces burst-type 

signals, while in metals, such signals are often linked to crack initiation and growth [115]. 

These burst signals are critical for identifying localized damage and assessing the structural 

integrity of materials. 

The Continuous AE signals are sustained, lower-energy waveforms associated with prolonged 

activities such as plastic deformation or friction between surfaces[116]. These signals arise 

when the material undergoes gradual deformation, leading to a continuous release of energy. 

Figure 3. illustrates the burst-type AE signal and Continuous [116]. 

 

 
Figure 2.5: (a) continuous-type AE signals and burst-type AE signals (b) [115] 

 

In this thesis, burst-type AE signals are of particular interest because they provide detailed 

information about significant damage mechanisms, including matrix cracking and fiber 

rupture. These signals are critical for assessing the health and integrity of aerospace. Where 

early detection of localized damage is essential for preventing structural failure [117]. 

2.2.4 Propagation of AE Signals as Stress Waves 

The propagation of Acoustic Emission signals follows fundamental principles of wave 

mechanics. Elastic waves that propagate through a solid material are produced by disturbances 

within the material [118]. These waves are produced by stress redistributions, such as crack 

formation or phase transformations. They can be described by wave equations, which are often 

simplified into the Helmholtz equation for practical analysis [119]. The solution to this 

equation helps explain various wave behaviors, including progressive and stationary 

waveforms, as well as interactions with obstacles in the material. 

2.2.4.1 Types of Elastic Waves in Solids 

a) Primary (Longitudinal) Waves 

Longitudinal waves, also called P-waves, involve particle motion that is parallel to the direction 

of wave propagation [120] The particles undergo compression and dilation as the wave moves 

forward. The driving component of longitudinal waves acts normal to the wavefront, which is 

the plane of the wave (see Figure 2.6). These waves are the fastest among elastic waves, hence 

they are referred to as primary waves. Their high velocity in solids makes them crucial for 

detecting internal structural damage, as they propagate quickly and carry significant energy. 

The velocity of longitudinal waves, LC is expressed as shown in the provided equation (2.1): 
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Where, E  represents Young's modulus.   is the Poisson's ratio, indicating lateral deformation. 

  is the density, representing mass per unit volume of the material. 

 
Figure 2.6:  Illustration of Longitudinal wave propagation [121] 

b) Secondary (Transverse) Waves 

In transverse waves (S-waves), particles move perpendicularly to the wave's direction of 

propagation (see Figure 2.7). These waves, also known as shear waves, can travel through 

solids but not through liquids or gases, as shear forces cannot develop in fluids. The velocity 

of transverse waves, TC  , is given by the equation (2.2): 
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Where E is Young’s modulus,  is Poisson's ratio, and  is density. 

 
Figure 2.7:  Illustration of transverse elastic waves [121] 

 

c) Surface Waves: Rayleigh and Lamb Waves 

The surface waves are slower than body waves but exhibit higher amplitudes, making them 

valuable for surface-level damage detection: 

Rayleigh waves involve a combination of longitudinal and transverse motions, propagating 

along the surface of solids. The particles move in elliptical trajectories, and these waves decay 

exponentially with depth. The velocity of Rayleigh waves RC can be approximated by the 

equation (2.3): 
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Lamb waves, also called "plate waves," propagate through thin materials, guided by the plate's 

boundaries. They operate in two primary modes: extensional (symmetric), which resembles 

shear horizontal waves, and flexural (antisymmetric), similar to shear vertical waves (see 

Figure 2.8). Lamb waves can travel long distances with minimal energy loss, making them 
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highly efficient for inspecting large surface areas [122]. Their ability to detect both surface and 

internal defects.  The velocity of Lamb waves in the extensional mode, denoted as EC  , is given 

by the equation (2.4): 
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−
  (2.4) 

Where E  is Young's modulus, which measures the stiffness of the material.    represents the 

density of the material.   Poisson's ratio, which relates the material's lateral strain to its axial 

strain. It represents how these factors influence the speed of wave propagation when the 

material experiences symmetric deformation. On the other hand, the flexural mode velocity is 

represented by the equation (2.5): 
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This equation focuses on the flexural Lamb waves, which are more sensitive to lower 

frequencies. The velocity is influenced by the bending stiffness of the plate D , the angular 

frequency  , the material density  , and the thickness of the plate h . As flexural waves are 

dispersive, their velocity varies significantly with frequency, unlike extensional waves which 

have a relatively constant velocity over different frequencies. 

 
Figure 2.8:  Illustration of antisymmetric (a) and symmetric (S) Lamb  

modes propagating in a plate. (b) Dispersion curves of Lamb modes for an aluminium 

plate [121] 

2.2.5 Mechanisms of Wave Attenuation and Dispersion  

Attenuation and dispersion are key factors that impact AE wave propagation through materials. 

They directly affect the signal quality and its interpretation in SHM systems. 

2.2.5.1 Attenuation Mechanisms 

Attenuation refers to the reduction of a wave’s amplitude as it travels through a medium. 

Several key factors contribute to this phenomenon: 

a) Geometric Spreading: As AE waves propagate, their energy disperses over an 

increasing area, leading to a reduction in amplitude. Energy conservation dictates that 
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the amplitude diminishes by approximately 30% each time the distance from the source 

is doubled [123]. This reduction is most prominent during the initial stages of wave 

propagation. 

b) Absorption: The wave’s kinetic and elastic energy is partially converted into heat as it 

travels through the material. This process is more pronounced at higher frequencies, 

resulting in greater attenuation of high-frequency AE signals compared to lower-

frequency signals [124]. 

c) Energy Dissipation into Adjacent Media: When AE waves encounter material 

boundaries or discontinuities, part of the energy is reflected back into the material. The 

remaining energy is transferred to the surrounding media, which leads to further 

attenuation of the signal [125]. 

2.2.5.2 Wave Dispersion 

Wave dispersion occurs when the different frequency components of a wave travel at different 

speeds, causing the wavefront to stretch out as it propagates [126]. This effect is particularly 

notable in guided waves, such as Lamb waves, where the wave's speed varies based on both 

frequency and the material’s properties. Dispersion reduces the peak amplitude of the wave 

and complicates signal interpretation, though it also provides information about material 

characteristics [103]. 

2.2.6 Sensors and acquisition system 

Sensors and Acquisition Systems play a critical role in capturing and analyzing AE signals. 

These systems detect the acoustic waves, produced by internal changes within a material under 

stress. These acoustic waves are converted into electrical signals by AE sensors and processed 

through acquisition systems. The choice of sensors and the configuration of the acquisition 

system are fundamental to obtaining high-quality AE data. 

2.2.6.1 Types of AE Sensors 

AE sensors are mainly piezoelectric, due to their high sensitivity and ease of installation. These 

sensors operate on the piezoelectric effect, where mechanical strain or displacement generates 

an electrical charge. When subjected to mechanical stress, piezoelectric materials like Lead 

Zirconate Titanate (PZT) generate an electrical charge due to the disruption of their internal 

structure. A cylindrical PZT sensor, bonded to a metal housing, is shown in Figure 2.9.  

 

Figure 2.9: Schematic diagram of a typical ac acoustic emission PZT sensor [127] 
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There are two types of piezoelectric sensors used in AE such as:  

a) Resonant Sensors: These sensors detect specific frequencies with high sensitivity but 

operate within a narrow frequency range. They are particularly useful when focusing 

on detecting certain high-frequency events, though the limited bandwidth can constrain 

the detection of broader signal spectra. 

b) Broadband Sensors: These sensors respond uniformly over a broad frequency range. 

While less sensitive than resonant sensors, their ability to capture a wide range of 

frequencies makes them ideal for analyzing a variety of AE signals from different 

sources. This type is widely used in situations where the full spectrum of AE activity is 

essential for accurate diagnostics. 

The Figure 2.10 illustrates two types of Acoustic Emission sensors along with their 

corresponding frequency responses. 

 

Figure 2.10: Illustration of two different AE sensor types along with their respective frequency 

responses. (a), (b)A resonance-type sensor and (c), (d) A broadband-type sensor 

2.2.6.2 Signal Amplification and Acquisition Systems 

AE signals are typically weak and require amplification to be effectively analyzed. 

Amplification is performed in two stages: 

a) A preamplifier, positioned near the sensor, amplifies the raw signal. 

b) The main acquisition system amplifies the signal further, typically by 40-60 dB. 

The acquisition system also includes filters to eliminate background noise and isolate the true 

AE signals. Systems such as the Physical Acoustic MISTRAS PCI-2, manufactured by 

Physical Acoustics Corporation (USA), include multiple channels for signal recording and 

provide advanced filtering options. More information about this system can be found on the 
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manufacturer's website (www.physicalacoustics.com) and in the corresponding technical 

datasheet. Important acquisition parameters include: 

▪ Threshold: The minimum amplitude required to register an AE event. 

▪ Peak Definition Time (PDT): Determines the peak of the AE signal. 

▪ Hit Definition Time (HDT): Defines when an AE event ends. 

▪ Hit Lockout Time (HLT): Prevents overlapping hits from being confused with 

separate events. 

 
Figure 1-11: Representation of acquisition parameters [128] 

2.2.7 Conclusion  

In this chapter, we first explored aerospace materials, and the degradation mechanisms 

associated with them. The various factors that contribute to material degradation in aerospace 

applications. Particularly mechanical stresses, thermal fluctuations and environmental 

conditions, were examined in detail. In addition, additive manufacturing was presented as an 

important innovation in aerospace, offering flexibility in design and manufacture. 

The chapter also introduced acoustic emission technique as an important tool for monitoring 

damage mechanisms in aerospace materials.  The theory of AE wave propagation, and the 

acquisition system were briefly discussed. In this thesis, the phenomenological approach to AE 

will be used to establish links between AE signals and damage mechanisms in complex 

aerospace materials during mechanical testing. This approach requires a solid understanding of 

signal processing, pattern recognition and deep learning algorithms, which will be developed 

in Chapter 3. This fundamental knowledge of materials and AE paves the way for the advanced 

analyses and methodologies that will be developed in the following chapters. 
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Chapter 3. Methods for Acoustic Emission Signal 

Analysis 

 

This chapter presents the methods for analyzing AE signals to assess degradation mechanisms 

in materials under tensile testing. The focus is on recording AE waveforms for more detailed 

and accurate damage interpretation. Traditional methods, including temporal, frequency, and 

time-frequency analysis, are used to extract key features. Additionally, convolutional neural 

network (CNN) models were developed to enhance AE signal classification. A data 

augmentation technique was implemented to increase the available data. By combining 

traditional methods with deep learning, this work aims to improve the analysis of AE signals 

and understanding of aerospace material damage. 

 

3.1 Non-Learning Methods for Acoustic Emission Signal Analysis 

In general terms, ‘’non-learning ‘’ methods refer to the classical approaches to statistical 

analysis that are used to analyse and interpret AE signals. These methods are based on 

traditional approaches in the time, frequency and time-frequency domains, which aim to extract 

descriptors relevant to the evaluation of AE signals. In the time domain, the descriptors are 

derived directly from the raw signal and include features such as maximum amplitude, 

duration, energy, threshold count and others. These characteristics make it possible to evaluate 

the intensity and duration of acoustic events, providing an initial qualitative analysis of the 

signal. Frequency approaches rely on the use of Fast Fourier Transform (FFT) to analyse the 

frequency components of the AE signal. This facilitates the detection of the predominant 

frequencies in the signal, thereby revealing crucial data about the nature of underlying 

phenomena such as cracks and fractures. In addition, time-frequency methods integrate both 

the temporal and frequency aspects to enable a more in-depth analysis of the AE signal. These 

methods include the Continuous Wavelet Transform (CWT) and the Hilbert-Huang Transform 

(HHT). These techniques are particularly effective for analysing transient and non-stationary 

signals, which are characteristic of AEs, giving a more in-depth and detailed view of the 

temporal and frequency dynamics of the AE signal. The non-learning methods used in this 

thesis will be presented in the following sections. They include feature extraction in the time, 

frequency and time-frequency domains. Each approach will be described and applied to the 

analysis of AE signals. 

3.1.1 Time-domain AE descriptors   

Time-domain acoustic descriptors play a fundamental role in analyzing AE signals. These time-

domain descriptors such as amplitude, duration, rise time, and energy provide essential 

information about AE events (see Figure 3.1, Table 3.1) [129].  Helping in understanding the 

behavior of materials under stress, identifying damage mechanisms, and monitoring structural 

integrity. However, material heterogeneity can affect signal propagation, potentially masking 

results in practical applications. Advanced signal processing techniques, including non-

parametric methods, are used to extract relevant information from AE signals, aiding in source 

localization and severity assessment [130]. These approaches contribute to the development of 
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effective structural health monitoring systems. In this research, acoustic emission waveforms 

are captured using the Physical Acoustic (MISTRAS) PCI-2 system, and the features are 

subsequently extracted and analyzed through an external MATLAB-based software. 

 
Figure 3.1:  Time Feature Extraction from Acoustic Emission Signal x(t)[121] 

 

Table 3.1. AE time domain Features calculated from AE waveform 

ID Descriptor Units Description 

1 Duration μs 

The time between the first and last 

threshold crossing of the AE 

signal. 

2 Amplitude dB, V 
The highest voltage or decibel 

level reached during the AE event. 

3 Energy J 

The total energy released, often 

calculated as the area under the 

squared signal. 

4 Rise Time μs 
The time from the beginning of the 

signal to its maximum amplitude. 

7 Counts – 
The total number of times the 

signal crosses a defined threshold. 

8 Counts to Peak – 

The number of threshold crossings 

from the start of the signal to its 

peak. 

9 Rise Angle (RA) – 

Calculated as tan^ (-1)(Amplitude / 

Rise Time), providing a measure of 

the signal slope. 

10 Rise Time/Duration – 
The ratio of rise time to the total 

signal duration. 

12 Duration/Amplitude μs 

The ratio between the total 

duration of the signal and its peak 

amplitude. 
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14 Counts/Duration – 

A ratio describing the signal 

activity, measured by dividing 

counts by duration 

3.1.2 Frequency domain AE features 

Frequency-domain features are essential for analyzing the spectral content of AE signals. These 

features transform the signal from the time domain to the frequency domain. Techniques such 

as the Fast Fourier Transform (FFT) enable this transformation. Frequency-domain features 

reveal frequency distribution, energy concentration, and signal patterns. These insights are 

often hidden in the time domain. Frequency-domain analysis plays a key role in identifying 

different modes of damage mechanisms or material degradation that are responsible for the AE 

events[131]. The Fourier Transform (FT) mathematically converts a time-domain signal ( )x t  

into its frequency-domain counterpart ˆ( )x f  . The FT and its inverse are expressed as:  

( )2ˆ( ) iftx f e x t dt


−

−
=       (3.1)  

And  

( )2 ˆ( ) iftx t e x f df


−
=       (3.2) 

Here, ( )x̂ f  is a complex-valued function that provides both the magnitude and phase of each 

frequency component in the signal. The magnitude ( )x̂ f  reveals the amplitude of the signal’s 

frequency components, while the phase relates to their timing [132]. In this study, we used the 

FFT, an efficient algorithm based on the Discrete Fourier Transform (DFT), to compute the 

spectral content of AE signals. By applying the FFT, we transformed the AE signal from the 

time domain into the frequency domain, revealing its spectral characteristics. his spectral 

information is essential for extracting features such are critical for understanding the nature of 

the AE events [133]. 

3.1.3 Time-frequency AE features 

3.1.3.1 Continuous Wavelet Transform for AE Signal Processing 

The Continuous wavelet transform (CWT) is a signal processing technique which extracts the 

time domain content of acoustic emission signals [134]. The CWT has been successfully used 

to characterize damage modes in materials and structures. Grabowska et al. performed 

structural health monitoring (SHM) using AE and wavelet analysis [133]. Li et al. monitored 

damage in metal panel damage using AE and the adaptive enhancement variational mode 

decomposition wavelet packet transform [135]. Burud et al. detected damage in concrete 

subjected to bending using AE and wavelet entropy [135]. Baccar et al. detected wear using 

acoustic emission wavelet analysis of AE [136]. The  CWT is described by equation (3.3). 

 

,( , ) ( ) ( ) ,f a bCWT a b f x x dx


−
=        0,a             (3.3) 
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where,  𝜁𝑎,𝑏(𝑥) is the mother wavelet described by equation (3.4), 𝑎 parameter that determines 

the size of the wavelet, 𝑏 sets shift along the time axis (𝑡), 𝑓(𝑥) is decomposed into wavelet 

coefficients, and 1
√𝑎

⁄  maintains the wavelet energy constant at varying scales. 

Several types of mother wavelets exist, such as the Morlet, Mexican, and Gaussian wavelets. 

The Morlet wavelet is more suitable for broadband signals due to its time-based frequency and 

scale properties [137]. In this study, the Morlet wavelet is used as the basis function for 

generating CWT scalograms of AE signals. Gao et al. provided more detailed of CWT [134]. 

In this thesis, the Implementation CWT algorithm is performed on the MATLAB® (2023a) 

environment. 

3.1.3.2 Hilbert-Huang Transform for AE Signal Processing 

Hilbert Spectrum Analysis (HSA) uses the Hilbert transform (HT) to determine instantaneous 

frequency and energy for signal analysis [138].  HT has been widely used to characterize 

material damage modes using AE signals [139], [140], [141].  In this study, the HSA is applied 

to the AE signals. The HT,  ( )h x t , is defined by the equation (3.5): 

 
( )1

( ) i
i

x
h x t p d

t




 

+

−

=
−    (3.5) 

Where P  represents the principal Cauchy value, ˆ( )x t  represents the reconstruct AE signal   

is a variable of integration, representing the time delay over which the convolution is performed 

and t  is the specific time at which the Hilbert transform is evaluated.  The analytical signal 

( )A t corresponding to ( )x t is defined as follows: 

( )
( ) ( ) [ ( )] ( ) ij t

i i i iA t x t jh x t a t e


= + =   (3.6) 

With, ( )ia t the instantaneous amplitude of ( )x t , while i
 is the instantaneous phase of ˆ( )x t . 

2 2( ) ( ) [ ( )]i ia t x t h x t= +          (3.7) 

𝜑𝑖(𝑡) = 𝑎𝑟𝑐𝑡𝑎𝑛(
ℎ[𝑥𝑖(𝑡)]

𝑥𝑖(𝑡)
)         (3.8) 

By calculating the derivative of the instantaneous phase ( )i t , the instantaneous frequency 

( )i t  is determined as: 

( )
( ) i

i

d t
t

dt


 =             (3.9) 

After integrating the transient frequencies and transient amplitudes, the Hilbert time-frequency 

spectrum is calculated as follows: 

( )

1

( , ) ( )
i

n
j t dt

i

i

H t a t e



=

=   (3.10) 

From a statistical standpoint, the marginal spectrum reflects the cumulative distribution of 

amplitude at each frequency in the data. The presence of specific energy frequencies in the 

signal suggests the existence of corresponding waveforms. In other words, the marginal 
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spectrum allows for a more precise analysis of the actual frequency components present. 

Compared to conventional methods, this approach, which directly utilizes signals reconstructed 

by the decoder, is promise as it effectively reduces signal noise, thereby enabling an efficient 

application of the Hilbert spectrum. In the context of this thesis, this algorithm is implemented 

using MATLAB® 2023a software.  

3.2 Learning Methods for Acoustic Emission Signal Analysis 

Learning methods for acoustic emission (AE) analysis differ from traditional approaches. They 

use machine learning and deep learning techniques. These methods automatically identify 

patterns in AE signals. They classify events and improve the accuracy of signal interpretation. 

Unlike traditional methods, they do not rely on manual feature extraction. Instead, they 

leverage data-driven techniques to uncover complex relationships in the data, whether through 

clustering or advanced image-based and raw waveform analysis. 

Significant advancements have occurred in the domain of artificial intelligence (AI) in recent 

years. This led to new possibilities for the analysis of complex data, including acoustic 

emission (AE) signals. These advancements have led to the development of advanced methods 

to enhance the classification and interpretation of AE data. One recent approach combines the 

Continuous Wavelet Transform (CWT) with Convolutional Neural Networks (CNNs). The 

CWT, a time-frequency method, generates scalograms when applied to AE signals. These 

scalograms, are used as images to serve as inputs to train deep learning models. CNNs, 

renowned for their effectiveness in image recognition, are particularly well-suited for this task. 

They have shown great potential in improving the accuracy of AE signal classification. 

3.2.1 Clustering Techniques for Acoustic Emission Signal Analysis 

3.2.1.1 K-Means Clustering for Acoustic Emission Data 

The k-means algorithm, which was initially introduced in the 1950s, is still one of the most 

commonly used techniques for unsupervised clustering in data analysis. This is due to its 

practical success, simplicity, efficiency, and ease of implementation [142]. The primary 

objective of k-means is to reduce the sum of squared distances between the centroid of a cluster 

and the data elements within it [143]. This necessitates the predetermination of the number of 

clusters, denoted as 𝑘. 

K-means clustering is based on assigning each datapoint in the dataset 𝑋 to each cluster 𝑘 by 

calculating the minimum distance between the datapoint and the cluster centroid. The objective 

of the k-means clustering in Equation (3.11).  
p

kr R serves as the representative of the cluster 

(1 )k k K  , and  1,...., kr r forms the set of representatives. The functions 𝑓 and 𝑔 define distance 

metrics within pR .   

 

( ) ( )min ( , ( ; ))i i

R
y Y

f z cf z R


 ,    (3.11) 
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In Equation (3.11), 
( ) ( ) ( )( , ( ; )) arg min ( , )i i i

rf z cf z R f z r= . 𝑓 quantifies the distance between 

an object 𝑦 and its latent feature representation ( )i
z  is the function 𝑓 assigns the closest feature 

to the cluster. 

3.2.1.2 Novel AE Data Augmentation Strategy Based on CWT 

CNNs trained on a very small number of data sets are likely to be overfit [144]. When networks 

are overfit, their task of classifying other unseen data sets may not be fulfilled and it can 

generally harm their robustness [145]. To address this problem, data augmentation techniques 

are used to artificially add replicas of the trained data while preserving the dataset labels [146]. 

In this work, the strategy used to artificially augment the data is based on adding additive white 

Gaussian noise (AWGN) as presented in equation (3.12). This AWGN is added systematically. 

First, the CWT is applied using the Morlet mother wavelet on the AE signals, and wavelet 

coefficients are extracted. Then, AWGN is randomly added to the extracted coefficients. Since 

CWT is a linear and reversible transformation, to reconstruct the AE signals from the noisy 

coefficient, The inverse of the CWT explained in equation (3.13) is used. Figure 3.2 shows the 

flowchart of the noise addition process and figure 3.3 shows the proposed noise addition 

process. 

 

𝑦(𝑡) = 𝑥(𝑡) + 𝑛(𝑡), 𝑛(𝑡) ∼ 𝑁(0, 𝜎)  (3.12) 

 

𝐼𝐶𝑊𝑇 =  
1

𝐶𝜁
∫ ∫ 𝐶𝑊𝑇𝜍(𝑎, 𝑏)

1

√𝑎
𝜁∗ (

𝑡−𝑏

𝑎
) 𝑑𝑎 𝑑𝑏

∞

−∞

∞

−∞
  (3.13) 

 

where 𝑦(𝑡) is the noisy signal, 𝑥(𝑡) is the signal of interest, 𝑛(𝑡) represents the white Gaussian 

function. The probability density of 𝑛(𝑡) is a normal distribution of mean zero and variance 

𝜎², where 𝜎 is the amplitude of the noise. 

where 𝐼𝐶𝑊𝑇 is the inverse of 𝐶𝑊𝑇𝜁(𝑎, 𝑏) is the CWT scalogram, 𝜁∗ is the conjugate wavelet 

function, and 𝐶𝜁 is a normalization constant. 

 
Figure 3.2:  Data augmentation strategy based on AE Signals 
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Figure 3.3: (a) Original AE signal, (b) CWT-Scalogram of AE signal, (c) Wavelet coefficient 

extracted, (d) adding AWGN to the Wavelet coefficient extracted, (e) Reconstruction of original 

signal from noisy wavelet extracted by Inverse CWT, (f) form the Inverse CWT to CWT-Scalogram 

 

3.2.1.3  Deep Convolutional Neural Networks (CNNs) for Image-Based AE 

Classification 

The CNN is inspired by biological processes, which can automatically learn complex features 

during training and are much more computationally efficient than traditional neural networks 

due to the convolution process [37]. They can achieve similar accuracy as human beings in 

image classification processes due to their self-learning capabilities to solve the multiple 

classification problem [38]. The main element that constitutes a CNN is a chain of 

convolutional layers (Conv) with rectified linear unit activation functions (ReLu), (Sigmoid) 

or other, maximum, or average pooling layers (Max Pool, Avg Pool) and a fully connected 

layer. Stochastic gradient descent (SGD) and a batch normalization operation are typically used 

to train the models.  Some authors built their models from scratch to solve various classification 

problems with the CNN [39],[40],[41]. Others based their models on the existing CNN and 

made some modifications to optimize their results of classification [42], [43] 

In this chapiter, an exploration of the possibility to improve the efficiency of AlexNet and 

SqueezeNet. For a good modification, it is important to understand the main parameters that 

affect the efficiency of a CNN. Based on this understanding of the parameters and based on the 

challenges of two previous CNN models, a new model is proposed.  AlexNet is one of the most 

widely used neural network models to date (Figure 3.4). It was first developed as part of the 

ImageNet Large Scale Visual Recognition Challenge (ILSVRC 2012) [44]. Its structure 

consists of five convolutional layers (Conv1, Conv2, Conv3, Conv4, Conv5) followed by three 

maximum pooling layers (Pool1, Pool2, Pool3) and two normalization layers (Norm1, Norm2). 
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Two fully connected layers are present before the final fully connected layer leading to the 

output. 

SqueezeNet was proposed in 2016 by researchers at DeepScale, the University of California at 

Berkeley and Stanford University [45]. The ultimate goal was to have a small number of 

network parameters while maintaining a high level of accuracy. Landola et al. claimed that 

SqueezeNet has 50x fewer parameters than AlexNet but can achieve about the same accuracy 

[46,47]. Its structure is based on the fire module, which allows the model to be compressed, as 

shown in Figure 3.5. The fire module consists of a squeeze convolutional layer with 1×1 filters 

feeding an expansion layer comprising a mixture of 1x1 and 3x3 convolutional filters. The 

integral structure is shown in Figure 3.6.   

In the same order as Landola et al., a new model is proposed (Figure 3.7 and Table 3.2) that 

aims to reduce the number of parameters of the network without compromising its efficiency. 

The main advantage is the reduction of the parameters and the reduction of the development 

time of a CNN. In order to build this new model, to make a comparison with the previous 

models, alexNet and squeezeNet and to understand which are the relevant parameters for a 

good model, several training modes are implemented following the approach proposed in 

Figure 3.8. 

 

 
Figure 3.4: AlexNet architecture 

 

 

 
Figure 3.5: SqueezeNet architecture 

 



 

 

30 

 

 
Figure 3.6: Internal structure of the fire module in squeezeNet 

 
Figure 3.7: New model build   

 

Table 3.2. Configuration of new model 

   

Layer Description 

Input Layer  32 × 32 × 3 Scalogram  

Convolution1, Pooling 1  

Convolution layer (Filter 3 × 3, 32 Filters) 

ReLu layer 

Max-pooling Layer (Filter 2 × 2, strides 2) 

Convolution 2, Pooling 2 

Convolution layer (Filter 3 × 3, 64 Filter) 

ReLu layer 

Max-pooling Layer (Filter 2 × 2, strides 2) 

Convolution 3, Pooling 3 

Convolution layer (Filter 3 × 3, 128 Filter) 

ReLu layer 

Max-pooling Layer (Filter 2 × 2, strides 2) 

Convolution 4, Pooling 4 Convolution layer (Filter 3 × 3, 256 Filter) 

ReLu layer 
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Max-pooling Layer (Filter 2 × 2, strides 2) 

Fully Connected Layer1  

Input Size: 4096 

Output Size: 64 

ReLu Activation 

Fully Connected Layer2  
Input Size: 64 

Output Size: 4 

SoftMax Layer / 

Classification Layer / 

  
 

 

 
Figure 3.8: Flowchart of training mode 

 

3.2.2 Fuzzy artificial bee colony Convolutional Neural Network (FABC-CNN) 

This section provides a detailed description of the proposed CNN model firstly. Secondly, it 

covers a discussion on fuzzy averaging theory and an artificial bee colony. Finally, it presents 

an overview of the overall FABC-CNN model. 

3.2.2.1 Convolutional Neural Network 

CNNs are a category of deep learning algorithms that are modelled following the visual cortex 

of animals[147]. The interconnectedness of neurons between the eye (input) and the brain 

(output) allows for decision-making based on visual data. CNNs operate of neurons that extract 

relevant information from input data accurately. To do this, convolutional layers autonomously 

extract features from input data using dot product operations and a pre-defined kernel to extract 

weights and bias [147]. In this work, a CNN model is built from scratch for scalogram 

classifications of AE signals. 

The input to the CNN model is an RGB image of a scalogram that has been resized to 32x32. 

Several studies have shown that resizing to this dimension yields great results and reduces 
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training time. The convolution operation is used to extract characteristic features by sliding a 

convolution kernel over the image. In the case of a scalogram (s) image, the first convolution 

layer is 3X3X3 the first two numbers represent the size of the filter in the spatial dimensions 

(height and width), while the third number represents the number of filters, and it uses a 

rectified linear unit (ReLu) activation function. The choice of a small filter size is intended to 

capture finer patterns in the image. The output of the convolution layer is formulated as follows: 

 

𝐶𝑜𝑛𝑙𝑎𝑦𝑒𝑟 = 𝑟(∑ ∑ ∑ 𝑤𝑙,𝑚,𝑛,𝑘 𝑠𝑖+𝑙−1,𝑗+𝑚−1,𝑛 + 𝑏𝑘
𝑘
𝑛=1  𝑧

𝑚=1
𝑧
𝑙=1 )   (3.14) 

 

Where, 𝐶𝑜𝑛𝑙𝑎𝑦𝑒𝑟 is the first convolution layer, 𝑧 size of the filter , 𝑘 represent the numbers of 

filter,   The indices 𝑙, 𝑚, 𝑛 correspond to the dimensions of the convolution kernel, (𝑖, 𝑗) 

represent the spatial coordinates of the output, 𝑟(. ) is the rectified linear unit activation 

function that is applied to the weighted sum of the inputs for each neuron in the layer, 𝑤𝑙,𝑚,𝑛,𝑘 

is the weights of the convolution layer for the filter 𝑘 at position (𝑙, 𝑚, 𝑛), 𝑠𝑖+𝑙−1,𝑗+𝑚−1,𝑛 is the 

value of the input at position (𝑖 + 𝑙 − 1, 𝑗 + 𝑚 − 1, 𝑛) of the input feature map and   represents 

the bias for the filter 𝑘. The output from the first convolutional layer is fed into the second 

convolutional layer, which employs 32 filters of size 6x6. Using larger filters enables capturing 

larger and more global features of the image. Employing small filters initially and larger ones 

later helps to prevent loss of important image information. The pooling layer is implemented 

to reduce the dimensionality of the output feature maps since their dimensionality and the 

number of parameters decrease after the pooling layer. This makes the model more prone to 

overfitting and less tolerant to errors. In this work, the preferred pooling layer is 2x2 maximum 

pooling. This is because it selects the maximum value of each region of the feature map, which 

helps to preserve the most important features of the feature map. The maximum pooling process 

formulated as follows: 

𝑃𝑚𝑎𝑥𝑙𝑎𝑦𝑒𝑟 = max
𝑖,𝑗

(𝑐𝑜𝑛𝑣𝑖,𝑗
𝑙𝑎𝑦𝑒𝑟)    (3.15) 

Where, 𝑃𝑚𝑎𝑥𝑙𝑎𝑦𝑒𝑟 is the output of the max pooling layer with (i,j) represent the spatial 

coordinates of the output.  

The third convolutional layer with 32 filters of size 3x3 is used which is applied after the first 

max pooling layer. Afterwards, a fourth convolutional layer by using 64 filters of size 3×3 with 

the 2x2 maximum pooling layer. The architecture continues by adding a fifth convolutional 

layer with 128 filters of size 3×3 is used at the output of the second maximum pooling layer. 

By incorporating this layer, the architecture becomes adept at capturing and effectively 

representing intricate patterns and complex structures that exist within the input images. This 

enhancement further strengthens the model's ability to discern and analyze key features. To 

facilitate dimensionality reduction and abstract feature extraction, the third maximum pooling 

layer with a window size of 2x2 is introduced.  This layer reduces the spatial dimensions of the 

feature maps while preserving the most important information. 

After the last layer of max pooling, there is a flattening layer that transforms the output of the 

previous layer into a unidirectional vector, enabling the transition from spatial information to 

characteristic information. Two fully connected layers are employed. The first layer has 512 

units with an activation function. A dropout of 0.5 is used to prevent overfitting and improve 
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model generalization. Finally, the second layer consists of fully connected layers with a number 

of units corresponding to the number of classes and is correlated with the SoftMax to predict 

the probability of image appearance in each class. Equation (3,16) presents the simplified form 

of a fully connected layer (FC), where 𝑦 represents the FC output (including FC1), and 𝑋 

represents the output of 𝑃𝑚𝑎𝑥3. The damage stages are identified in the FC2 layer, which 

utilizes the SoftMax method for solving multi-classification problems. The calculation is given 

by expression 8, where 𝑌𝑖 represents the result of damage stages, and 𝑋i represents the outputs 

of the FC2 layer. This expression evaluates the probabilities of all predictive candidates and 

presents the candidate with the highest probability as the final result. 

 

𝑌 = 𝑟(∑ 𝑋 × 𝑤 + 𝑏)  (3.16) 

𝑌𝑖 =
exp (𝑋𝑖)

∑ exp(𝑋𝑖)𝑛
𝑖=1

  (3.17) 

 

The configuration and the step model of the constructed CNN are presented in Table 3.3 and 

Figure 3.9. As mentioned in the introduction section, optimizing the hyperparameters can 

significantly improve the accuracy of a CNN. In this context, the weight parameter is chosen 

for optimization since it plays a crucial role in determining the accuracy of the model. Proper 

optimization of weights helps to avoid overfitting, which occurs when the model fits the 

training data too closely and fails to generalize well on new data. With this in mind, the next 

section will introduce a fuzzy artificial bee colony algorithm. 

 
Figure 3.9: Constructed CNN model 

 

Table 3.3. Configuration of the Constructed CNN model 

Layer Description 

Input Layer 32 x 32 x 3 Scalogram 

Conv-Layer Convolutional Layer (Filter 3x3, 3 Filters) 

ReLu Layer 

Conv-Layer Convolutional Layer (Filter 6x6, 32 Filters) 

ReLu Layer 

Max Pooling Layer (Size 2x2, Strides 2) 

Conv-Layer Convolutional Layer (Filter 3x3, 32 Filters) 

ReLu Layer 

Conv-Layer Convolutional Layer (Filter 3x3, 64 Filters) 

ReLu Layer 

Max Pooling Layer (Size 2x2, Strides 2) 

Conv-Layer Convolutional Layer (Filter 3x3, 3 Filters) 
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ReLu Layer 

Max Pooling Layer (Size 2x2, Strides 2) 

FC Layer Fully Connected Layer, 512 Units 

Dropout  Dropout Layer, Probability 0.5 

FC Layer Fully Connected Layer, 4  

SoftMax SoftMax Layer 

Classification Layer  -  

 

3.2.2.2 Fuzzy C-means (FCM) 

Fuzzy C-means (FCM) is a widely used clustering method that is based on fuzzy set theory and 

enables data to belong to multiple groups simultaneously [148]. The following steps outline 

the implementation of this algorithm: 

The FCM algorithm can be used to cluster the weights of a CNN. In this context, the data 

sample w represents the weights of the CNN, which have been divided into 𝐶 (2 ≤  𝐶 ≤  𝑛) 

clusters named (𝐶1, 𝐶2, . . . , 𝐶𝑛). The fuzzy membership matrix 𝑈 is used to represent the 

degree of membership of each weight in each cluster, where 𝑣𝑖 represents the cluster center of 

each cluster and 𝑢𝑖𝑘 represents the degree of membership of the weight 𝑤𝑖 in cluster 𝐶𝑖. The 

objective function 𝐽𝑏 is used to measure the degree of overlap between the clusters and is 

defined as a sum of the squared distances between each weight and its assigned cluster center, 

weighted by the degree of membership of the weight in the cluster. 

 

𝐽𝑏(𝑈, 𝑣) =  ∑ ∑ 𝑢𝑖𝑘
𝑏 ||𝑤𝑘 − 𝑣𝑖|| 2𝑛

𝑘
𝐶
𝑖=1     (3.18) 

 

Suppose we have a set of measured data represented by 𝑤𝑘 , and cluster centres represented by 

𝑣𝑖. The distance between 𝑤𝑘  and 𝑣𝑖 is calculated using the standard Euclidean distance 

represented by ||. ||. The degree of fuzzification is denoted by 𝑏 where 𝑏 =  2 is considered 

optimal for most applications. We optimize the objective function 𝐽𝑏 by updating the 

membership degree 𝑢𝑖𝑘 and cluster centre 𝑣𝑖. The expression for the membership degree 𝑢𝑖𝑘 is 

determined accordingly. 

𝑢𝑖𝑘 =  [∑ (
||𝑤𝑘−𝑣𝑖||

2

||𝑤𝑘−𝑣𝑗||
)

1
𝑏−1⁄

𝑐
𝑗=1 ]

−1

 (3.19) 

With 𝑢𝑖𝑘  has the constraint that ∑ 𝑢𝑖𝑘 = 1𝑐
𝑖=1 , ∀𝑘. The clustering centre {𝑣𝑖} is expressed as, 

 

𝑣𝑖 =  
∑ 𝑢𝑖𝑘

𝑏 𝑤𝑘
𝑛
𝑘=1

∑ 𝑢𝑖𝑘
𝑏𝑛

𝑘=1

       (3.20) 

 

The clustering process involves iterative application of equations (3.19) and (3.20) to classify 

the data until the algorithm terminates. Upon completion of the fuzzy clustering partition, all 

clustering centers may be established.  
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3.2.2.3 Artificial Bee Colony (ABC) 

The artificial bee colony ABC algorithm was introduced by Karaboga in 2005 as one of the 

population-based metaheuristic algorithms [149], [150]. The ABC algorithm is based on the 

natural foraging behavior of bees. The main objective of the algorithm is to ensure that each 

food source corresponds to a unique solution to the problem, with the largest food source giving 

the best result. The components of the ABC, which are inspired by the foraging behavior of 

bees, are as follows:  

• Food source: This component represents a potential optimization solution. 

• Fitness value: This value represents a food source excellence. It is depicted as a singular 

quantity associated with the objective function of a feasible solution for the sake of 

simplification.  

• Bee agents: A group of computational agents constitute this component The honey bees 

in the ABC are classified into three categories: employed bees, onlooker bees and scout 

bees Figure 3.10. 

 
Figure 3.10: Three categories of artificial bees in ABC 

 

Figure 3.11 shows the algorithmic phases of the ABC optimization procedure. This algorithm 

can be mathematically described as follows: 

First, the algorithm initializes a set of potential solutions represented by the number of clusters 

(𝑐𝑛) generated by the Fuzzy C-means algorithm. Each cluster represents a potential solution 

for the CNN weights that the algorithm will explore to find the best weight configuration. To 

generate these solutions, the algorithm randomly selects a position in the search space for each 

cluster. The search space is defined by the minimum (𝑤𝑚𝑖𝑛) and maximum (𝑤𝑚𝑎𝑥) values for 

each dimension of the problem. The dimensionality of the search space for the weights is 

determined by 𝐷, as shown in equations (3.21) and (3.22). 𝐷 represents the total number of 

weights in the neural network that need to be optimized. 
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𝑖 ∈  {1, 2, … , 𝑐𝑛}, 𝑗 ∈ {1, … . , 𝐷}                   (3.21) 

 

𝑤𝑗
𝑖 = 𝑤min 𝑗 + 𝑟𝑎𝑛𝑑[0.1](𝑤max 𝑗 − 𝑤min 𝑗)     (3.22) 

 

After generating the set of potential solutions represented by the number of clusters (𝑐𝑛), the 

Artificial Bee Colony algorithm evaluates the fitness value of each solution by computing the 

objective function (𝑓) that corresponds to the CNN weight configuration represented by that 

cluster. This value is calculated according to equations (3.23) and (3.24). 

𝑓𝑖𝑡(𝑤𝑖) =  {

1

𝑓(𝑤𝑖)+1
,

1 + |𝑓(𝑤𝑖)|
  (3.23) 

𝑓(𝑤𝑖) ≥ 0, 𝑓(𝑤𝑖) ≺ 0           (3.24) 

 

In the employed bee step of the Artificial Bee Colony algorithm for optimizing the weights of 

the CNN, each employed bee produces a new weight configuration in the vicinity of an existing 

food source, according to equation (3.25). The position of the new food source, 𝑁𝑖, is generated 

by modifying the position of the existing food source, 𝑤𝑖, in a randomly chosen dimension, 

𝑗 ∈  {1, 2, . . . , 𝐷}. The modification is performed by adding a random perturbation, 𝜑𝑖𝑗 (which 

is a real number uniformly distributed in the interval [-1, 1]), to the difference between the 

position of the existing food source and the position of a randomly selected food source, 

𝑤𝑘 (where 𝑘 ≠  𝑖). The employed bees explore the search space for weight configurations by 

generating new solutions, and they use the fitness values of the solutions to determine which 

ones should be explored further in the search process. 

 

𝑁𝑗
𝑖 = 𝑤𝑗

𝑖 + Φ𝑖𝑗(𝑤𝑗
𝑖 − 𝑤𝑗

𝑘) (3.25) 

The algorithm iteratively optimizes the weight configuration of the CNN. During the onlooker 

bee step, if an onlooker bee visits a promising food source with a high amount of nectar (i.e., 

optimal fitness value), this information is shared among the workers using the fitness value 

equation (3.24). The shared information is used to calculate a potential attractiveness in the 

form of a selection probability 𝑝𝑖, which is used to determine the next food source to explore. 

The selection probability is calculated using equation (3.26), where 𝑓𝑖𝑡(𝑤𝑖) represents the 

fitness of the ith solution and 𝑓𝑖𝑡𝑚𝑎𝑥 represents the maximum fitness value for the whole 

population. 

𝑝𝑖 =
𝑓𝑖𝑡(𝑤𝑖)

∑ 𝑓𝑖𝑡(𝑤𝑘)
𝐶𝑛
𝑘=1

 (3.26) 

During an onlooker bee or employed bee iteration, a new solution 𝑁𝑖 is generated from an 

existing solution 𝑤𝑖, using equation (3.25). If the new solution 𝑁𝑖 does not improve the fitness 

of the existing solution 𝑤𝑖, a visit counter is incremented for 𝑤𝑖. When this counter reaches a 

limit value, the solution 𝑤𝑖 is abandoned and replaced by a new solution generated using 

equation (3.23). These two phases continue until a satisfactory fitness value is achieved, or the 

maximum number of iterations is reached. 
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Figure 3.11: Flowchart of artificial bee colony (ABC) 

 

3.2.2.4 Overview of FABC-CNN 

The preceding subsections have established a theory regarding the design of the CNN, FCM, 

and ABC models. In this subsection, the overall model is outlined. The performance of a CNN 

classification may depend on the weights and gradient descent algorithm, both of which are 

susceptible to local optimum solutions. This paper proposes a framework based primarily on 

the ABC optimization algorithm to address this issue. The ultimate objective of ABC is to 

determine the optimal weights from the various weight sets. The CNN model is initially used 

to train scalograms. The fully connected layer generates a vector representation of each 

scalograms characteristics. The extraction of the weights associated with each neuron in the 

fully connected layer was made. The FCM is applied to the weights extracted. The FCM is 

especially useful when data is difficult to separate and features may belong to multiple clusters, 

as in the case of weights. In order to identify the optimal number of clusters for clustering 

similar weights, an initial fuzzy model can be created to represent the weight of each class. 

Subsequently, a clustering algorithm can be applied to the model to group similar weights into 

their corresponding clusters. 

The clusters the weights obtained by FCM are considered as potential solutions for the 

employed bees. The employed bees inform the onlookers of any new solutions they have 

discovered. The scout bees then choose the optimal solutions, update them, and recalculate the 

fitness of their solutions. Repeat the procedure until the number of iterations equals the 

threshold value. The scout bees will generate new solutions to replace those that are unable to 

improve fitness within a specified time frame. The back projection based CNNs are trained 

using gradient descent to update the optimal weight that satisfies the ABC algorithm. This 

reduces the overall classification error. Figure 3.12 is a flowchart of the proposed methodology. 
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Figure 3.12: The Proposed Novel Fuzzy Artificial Bee Colony CNN-Inspired 

 

3.2.3 Novel Deep Autoencoder Framework based AE Analysis 

3.2.3.1   Overall framework 

The novel method proposed in this work for damage mode classification is illustrated in Figure 

3.13 Firstly, the AE signals collected from the tensile tests of the JLS specimens are used to 

train a deep autoencoder (DAE) model. The training process is structured into two main stages: 

encoding and decoding. During the encoding process, the AE signals are processed to condense 

to reduce their dimensions and to extract the essential features that reflect the state or changes 

in the signal data. This step transforms the raw data into a more compact format called latent 

features. Decoding, meanwhile, involves interpreting and reconstructing a representation of the 

original data from the condensed features obtained during encoding. In this work, the latent 

features obtained during encoding are extracted using Singular Value Decomposition. These 

latent features are then analyzed using the k-means algorithm and each cluster is assigned to 

different damage modes in the tested composite specimens. The procedure is further expanded 

for data validation using time-frequency analysis. The AE data reconstructed by the decoder is 

analysed using Hilbert Spectrum Analysis. The architecture and hyperparameters of the DAE 

model are optimized for reconstruction errors and k-means loss. The details of the proposed 

algorithms are presented in the following sections. 
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Figure 3.13: An Overview of the Damage Mode Characterization Framework Based on Deep 

Autoencoder, k-means Clustering and Hilbert Spectrum Analysis 

 

3.2.3.2 Deep Autoencoder (DAE) 

The architecture is composed of an encoder and a decoder block. The autoencoder is a 

specialized form of artificial neural network used to learn efficient features of an unlabelled 

data, enabling it to estimate input variables (reconstruction) [27]. This is achieved by capturing 

the inherent relationships and statistical patterns between the input variables in the data [28]. 

A schematic representation of the DAE is presented in Figure 3.13. The graphs in the lower 

part of Figure 3.14 highly illustrate the transformation process of complex input data by a deep 

autoencoder. Initially, the encoder reduces the dimensionality of this data, effectively 

transforms it from a high-dimensional space to a more compact, lower-dimensional 

representation in the latent space [30]. This is achieved by extracting the most significant 

attributes inherent to the data. Subsequently, the data are reconstructed into a simplified output 

by the decoder through the learned low dimensional information in the feature space [31]. For 

the autoencoder, different types of neural network architectures can be used, depending on the 

specific data type. For instance, the Convolutional Neural Networks (CNNs) are suitable at 

extracting features from spatial data, such as images. The Long Short-Term Memory networks 

(LSTMs) are used for sequential data such as time-series forecasting or speech recognition 

because of their ability to store long-term dependencies The Dense networks, known for their 

simplicity, are versatile in general pattern recognition, as they are able to encode data in a 

compact form and reconstruct it. The architecture chosen for this study is based on fully 

connected (dense) neural networks, which demonstrate an exceptional ability to encode data in 

a reduced-dimensional space and reconstruct it with high fidelity. 

The overview of the training parameters of the deep autoencoder model deployed in this study 

is presented in Table 3.4. In the proposed deep autoencoder model, the architecture is structured 

into eight layers, segmented into four pivotal stages: input, encoding, bottleneck, and decoding, 

culminating in the regression output. The design begins with an input layer accommodating 

data of dimensions 5120x715, setting the foundation for subsequent processing. The 
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architecture then goes through a compression sequence, where the number of neurons is 

reduced from 425 to 256, then to 128, each layer being followed by a ReLu activation to inject 

non-linearity, which improves the network's ability to extract important features. At the core, 

the bottleneck layer, consisting of only 4 neurons and a ReLu activation, captures the essence 

of the data. This is succeeded by an expansion phase, where neuron counts increase from 128 

to 425 across three layers, each augmented with a ReLu activation, aiming to reconstruct the 

data around the bottleneck's condensed features. The final layer, with 715 neurons, transitions 

to a regression output, readying the network to generate refined predictions. This output 

matches the input's dimensions, demonstrating the network's capability to process, compress, 

and expand data for Complex regression tasks. 

The encoding process effectively transforms the input, denoted as 
( 1)lz −

 , into a compact hidden 

representation 
( )l

z  , and this process can be expressed as follows: 

( ) ( 1)

1( )
l lz b Wz −= +

,        (3.27) 

In Equation (3.27), 1  is the activation function of the rectified linear unit (ReLu) that 

represents the nonlinear mapping between the input 
( 1)lz −

 and the output 
( )l

z  , from the input 

layer to the fourth layer, with 𝑤 as the weight matrix and 𝑏 as the bias vector, respectively. The 

dimensionality of inputs decreases in proportion to the number of neurons in the bottleneck 

hidden layer, where the dominant features that represent information content in the input data 

are automatically extracted [32]. Subsequently, the decoder utilizes the bottleneck hidden layer 

to reconstruct the initial input through mapping by the activation function Relu 2 .  

( ) ( 1)

2
ˆ ˆˆ ˆ( )l lx b Wz −= +

,     (3.28) 

where 
( )ˆ lx  , and 

( 1)ˆ lz −
 are the output and input from the fourth layer to the eighth layer in the 

decoder network, and its parameters include the weight matrix ŵ  and offset vector b̂ . Consider 

a scenario in which we have raw data 
N nX   , where each row ix  represents an individual 

sample within a collection of samples. In the training process, the root mean squared error 

(RMSE) metric is used for a given collection ix  containing n  data points. The primary 

objective of the loss function is to minimize the discrepancy between the reconstructed output 

ˆ
ix  and the original input ix . 

2

2

1

1
ˆ|| ||

N

RMSE i i

i

L x x
N =

= −
,    (3.29) 

With ˆ
ix  is the i-th reconstructed sample.  
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Figure 3.14: Schematic of Deep autoencoder model architecture. 

 

Table 3.4. Deep autoencoder model configuration  

Layers  Descriptions 

Input Layer  5120 x 715 

Fully Connected Layer 1 
425 units 

ReLu layer 

Fully Connected Layer 2 
 256 units 

ReLu layer 

Fully Connected Layer 3 
 128 units 

ReLu layer 

Fully Connected Layer 4 

 4 units 

ReLu layer (Latent 

Features) 

Fully Connected Layer 5 

 128 units   

ReLu layer (Reshape) 

Fully Connected Layer 6 
 256 units 

ReLu layer 

Fully Connected Layer 7 
425 units 

ReLu layer 

Fully Connected Layer 8 
715 units 

 Regression Layer 

Output  5120 x 715 

 

The latent feature from the bottleneck layer is used for classifying the damage modes. This 

process is explained in detail in the subsequent sections. 

3.2.3.3 Latent feature clustering using k-means 

In this research, k-means clustering is used to group latent features of the AE signals generated 

by the composites tested. As mentioned earlier, these latent features are taken from the 

bottleneck layer of the DAE. The main objective is to assign the latent features to the different 

damage modes in the tested JLS specimens. K-means clustering is based on assigning each 
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datapoint in the dataset 𝑋 to each cluster 𝑘 by calculating the minimum distance between the 

datapoint and the cluster centroid. The objective of the k-means clustering in Equation (3.30).  
p

kr R
serves as the representative of the cluster (1 )k k K  , and  1,...., kr r forms the set of 

representatives. The functions 𝑓 and 𝑔 define distance metrics within 
pR .   

( ) ( )min ( , ( ; ))i i

R
y Y

f z cf z R



,   (3.30) 

In Equation (3.30), 
( ) ( ) ( )( , ( ; )) arg min ( , )i i i

rf z cf z R f z r=
. 𝑓 quantifies the distance between 

an object 𝑦 and its latent feature representation 
( )i

z  is the function 𝑓 assigns the closest feature 

to the cluster. To update the autoencoder for k-means compatibility, meaning to ensure that 

data points are evenly distributed around cluster centers, Yan et al. [143] proposed the 

following cost function: 

( ) 2

1 1

( , ) || ||
M K

i

ik k

i k

L z s z 
= =

= −
, (3.31) 

Where ( , )L z   is the total clustering loss for the latent features, 𝑀 is the number of data points, 

( )iz represents a set of latent features, k is a cluster center and   
s
ik is a Boolean variable that 

assigns  
( )iz  with  k . . Minimizing this loss with respect to the network parameters ensures 

that the distance between each data point and its assigned cluster center is small, improving the 

clustering quality when applying k-means.  

3.3 Conclusion 

This chapter introduces various methods for analyzing Acoustic Emission (AE) signals, 

including non-learning and learning approaches. Time-domain, frequency-domain, and time-

frequency techniques, such as the Continuous Wavelet Transform (CWT), are covered for 

traditional analysis. On the machine learning side, clustering methods such as K-Means and a 

novel data augmentation strategy using CWT with Gaussian noise are explored. Advanced 

models like the Fuzzy Artificial Bee Colony Convolutional Neural Network (FABC-CNN) and 

a Deep Autoencoder framework are employed for AE signal classification and raw waveform 

analysis. These methods will be applied to case studies on AlSi10Mg specimens obtained by 

AM-SLM and CFRP composites in Chapters 4, 5, and 6. 
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Chapter 4. AM-SLM AlSi10Mg Specimens for 

Aerospace Applications: Materials, Testing Methods, and 

Mechanical Characterization  

 

This chapter presents the common elements related to the materials, testing methods, and 

characterization of the mechanical behavior of AlSi10Mg specimens produced via Selective 

Laser Melting (SLM). The specimens were built in different orientations (X, Y, Z, and 45 

degrees), and tensile tests were performed while recording AE signals. The specific methods 

of AE signal analysis will be detailed in Chapters 4 and 5. 

 

4.1 Introduction and scope  

Additive manufacturing (AM) is a rapidly growing process with advantages over traditional 

processes [151]. It provides significantly reduced design constraints, structural optimization, 

flexibility, and material saving characteristics with a wide range of applications in aerospace, 

automotive, and biomedical industries [152].  The growing use and diversity of parts produced 

during (AM) enhance the need for in-depth study of their mechanical properties [52].  The most 

widely used methods for AM of metallic materials are powder-fed systems such as electron 

beam melting (EBM), selective laser sintering (SLS), and selective laser melting (SLM). 

Among the popular methods mentioned above, SLM is the most popular method for AM of 

metal powders for flexibility in the production of all castable materials, high quality of parts 

produced in a short time, and high resolution for complex shaped parts. The aerospace, 

automotive, and marine industries focus on powder bed SLM technology for Ti-alloy, Ni-

superalloy [153], Ni-based alloys [154], stainless steel [155], and Al-based alloys [156] 

components. AlSi10Mg was used in additive manufacturing for its good mechanical properties 

such as an excellent compromise between lightness, strength, limited restriction and high 

resolution for complex shapes and structures and a short printing time. Given the almost 

eutectic composition of Al and Si, a great weldability can be achieved. Mg plays an important 

role in age hardening in the form of β’ and Mg2Si (β phase) [157]. Recently, many works have 

been published on the microstructure using a study of processing parameters of AlSi10Mg 

fabricated by SLM [158]. During the fabrication of mechanical parts in the SLM process, the 

orientation of the construction has direct effects on the anisotropy and microstructural 

heterogeneity of SLM components, especially in AlSi10Mg. In most cases, the crack path in 

AlSi10Mg is strongly influenced by microstructural heterogeneity [159]. Obtaining an 

equiaxed grain remains a challenge since the cooling rate is high in the range of 106°C - 108°C.  

Several investigations demonstrated that orientation of construction remains a major challenge, 

mostly for AlSi10Mg built in SLM, whose cracking trajectories in most cases are related to 

microstructural heterogeneity. Therefore, it is important to understand the intrinsic behaviour 

of this component built on different orientations [160]. 

Many authors propose methods for monitoring the mechanical characteristics of specimens 

based on the acoustic emission (AE) technique [161]. This is a passive non-destructive 

evaluation (NDE) technique, used to detect and study specimen damage at the microscopic 

scale. The acoustic waves generated contain information about the initiation and progression 
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of damage. These acoustic waves can be recorded using a piezoelectric sensor. The recorded 

waveform can be analyzed in terms of its time-frequency properties to obtain information on 

the onset of damage and its evolution. The study of these AE waveforms can help to understand 

the characteristics of the damage [10]. Currently, there are few research papers regarding the 

damage characterization of AlSi10 Mg specimen obtained by the SLM process using the AE 

technique [162]. However, the AE technique has been successfully used for damage 

characterization of other specimen obtained by other additive manufacturing processes. 

For example, Ould et al. studied the characterization of fatigue damage in 304L steel by AE 

technique for different total strain amplitudes. Through the parameter-based approach, a 

correlation between the acoustic signals and the damage evolution during the fatigue tests were 

obtained [163]. Barile et al. monitored the delamination process of 3D parts obtained during 

the Fused deposition modelling (FDM) process. They also have used parameter-based analysis 

of the acoustic emissions provided relevant predictive information about the material under test 

[164]. Barile et al. studied the crack propagation process in grade 5 titanium samples subjected 

to uniaxial fatigue loading using AE and IR thermography [165]. The AE techniques were 

found to be more accurate, as they were able to monitor crack activity and distinguish crack 

initiation in the beginning stages of the test [165]. Nonetheless, signal-based approaches are 

more efficient in comparison to parameter-based approaches, especially when the target to 

assign the acoustic emission signals to their damage sources.  

 

This chapter describes the materials used, the manufacturing process, and the testing methods 

employed, which include tensile testing and the acquisition of Acoustic Emission signals 

during the tests. Additionally, it presents some mechanical results obtained from the specimens 

produced via Selective Laser Melting in different orientations (Tx, Ty, Tz, and T45). The 

analysis focuses on the behavior of the materials under load.  

4.1 Materials and Testing Method 

4.1.1.1 Materials  

The AlSi10Mg specimens used in this work were produced using the AM-SLM process. The 

specimens are divided into four types based on the building direction along X, Y, Z, and at 45° 

inclination with respect to the bed. The AlSi10Mg powder melts at temperatures ranging from 

570 to 590 °C and has a density of 2.68 g/cm3. Its chemical composition is shown in Table 1. 

 

Table 4.1. Chemical composition of AlSi10Mg specimens 

Element  AI Si Mg   Fe   N   O    Ti   Zn  Mn   Ni    Cu    Ph   Sn 

Mass 

(%) 
Bala 11 0.45 <0.25 <0.2 <0.2 <0.15 <0.1 <0.1 <0.05 <0.05 <0.02 <0.02 

aBalance percentage 

 

Figure 1 shows the dimensions of all specimens constructed in accordance with ASTM E8M. 

The AlSi10Mg powder underwent melting through the RenAM 500 series additive 

manufacturing machine, which utilized an Nd: YAG laser source with 400 Watts of output 

power and a 1.064 μm wavelength configuration. This wavelength was crucial to achieving 
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efficient powder melting and shaping. The powder was scanned by the laser beam at a rate of 

100 mm/s, with a melting point diameter of 200 μm , resulting in an energy density of 20 J/mm2  

in a single pass. Each layer during the SLM process was uniformly 20 μm thick, with the coated 

powder layer being moved along the y-axis while the laser scanned the component along the 

x-axis, ensuring precise and consistent fabrication. The SLM components were manufactured 

in four distinct orientations relative to the build platform, as shown in Figure. 2, without 

affecting the laser scan axis stability throughout the process. After scanning, the components 

were air-cooled and subjected to approximately two hours of relaxation at 300°C ± 10°C. 

 
Figure 4.1: Specimen dimensions according to ASTM E8M (Dimensions are in mm) 

 

 

 
Figure 4.2: Orientation of specimen built along X, Y, Z, and a 45° 

 

4.2 Testing Methods 

Uniaxial strain gauges are used to measure strain evolution during the tensile tests.  Before the 

strain gauge was properly connected, the surface of the specimen was cleaned with an acid 

solution followed by neutralization with a base.  The tensile test was carried out in an 

INSTRON 1342 servo-hydraulic loading machine with a load capacity of a 10 kN and a 

crosshead travel speed was set at 1 mm/min. For the detection of the acoustic signal the Pico 

sensor (Physical Acoustic) broadband probe was used. Distinctive characteristics of the sensor 

are presented in Table 4.2.  The Pico sensor was properly connected to the specimen surface 
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using two couplers. starting with the application of a silicone gel that established a flawless 

connection between the sensor and the specimen surface in order to ensure accurate signal 

capture and eliminate any interference from the reverberation frequency of the sensor's 

oscillating crystal and a 0.03-mm-thick Kapton tape was applied over the silicone gel layer. 

This method prevents the interference of strain gauge and load cell during AE signal 

acquisition. The signals were pre-amplified to 40 dB before being acquired at 2 MSPS sampling 

rate and passing through a 1 kHz low-pass and 3 MHz high-pass filter.  

 
Figure 4-3: Schematic of acoustic emission setup 

 

Table 4.2. Pico Sensor operating specifications 

Pico Sensor Specifications  

Peak Sensitivity 54 dB 

Operating Frequency 

Range 250 – 750 kHz 

Resonant Frequency 250 kHz 

Dimensions 
3.94 mm x ∅ 4.78 

mm 

Temperature Range -65 to 177ºC 

Directionality +/- 1.5 dB 

 

4.3 Mechanical Characterization of AM-SLM AlSi10Mg Specimens 

The mechanical properties, ultimate tensile strength, yield strength, Young’s modulus, and 

elongation at break of the specimens is presented in Table 4.3. The average, and standard 

deviation (Std_dev) are used to compare the mechanical properties.  
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          Table 4.3. Tensile test results of all the specimens. 

Orientation Metrics  

Yield 

strength 

MPa 

Ultimate tensile 

strength MPa 

Young’s 

modulus E 

GPa 

Elongation at 

break % 

Tx Mean 135.1 212.8 66.3 12.2 
 Std_dev 2.4 3.9 3.5 1.1 

Ty Mean 138.8 215.4 68.4 12.7 
 Std_dev 2.7 2.2 3 4.6 

Tz Mean 123.4 208.7 63.5 7.6 
 Std_dev 2.3 3.4 2.7 0.5 

T45° Mean 125.2 212.8 64.3 9.6 
 Std_dev 2.4 2.5 1.3 1.4 

The results presented in Table 4.3 for the four groups of specimens. Certain observations were 

made especially for the group of specimens Tx and Ty. First, they exhibited similar mechanical 

properties. In addition, they exhibited high yield strength compared to Tz and T45. Finally, the 

group of specimens Tz shows weak mechanical properties compared to Tx, Ty, and T45. 

Several authors have shown that the orientation of SLM components affects their anisotropy, 

microstructural heterogeneity, and mechanical properties [166]. Figure 4.4 shows the 

representative load-displacement curves for four different groups of specimens (Tx, Ty, Tz, 

and T 45°). Figure 4.5 shows two deformation stages considered in accordance with ASTM 

E8. The elastic limit is defined from the stress-strain data. The first is elastic deformation, 

where the deformation is linear and reversible, and the stresses are less than or equal to the 

elastic limit. This phase considers the consolidation zone and the constriction zone, so that the 

strain of the specimen before and after failure is considered. The average value of the 

proportion between the elastic limit and the ultimate limit for all specimens is 130 MPa to 184 

MPa. The specimens in the Tx and Ty group are quite similar, unlike the Tz and T45 group. 

Acoustic emission signals are measured during both elastic and plastic phases. A time-

frequency analysis is performed, and several CNN models are built to classify the signals of 

the different damage stages. 

 

Figure 4.4: Load-displacement curves different group of AlSi10Mg specimens (Tx, Ty, Tz, and T45) 
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Figure 4.5: (A) Elastic stage, (B) Plastic stage considered for the AE analysis 

4.4 Conclusion 

In conclusion, this chapter highlights the mechanical behavior of AlSi10Mg specimens 

produced via SLM in different orientations (X, Y, Z, and 45 degrees). Tensile tests and AE 

signal analysis were used to characterize the elastic and plastic deformation stages. The Tx and 

Ty specimens showed similar mechanical properties and higher yield strength compared to Tz 

and T45, with Tz exhibiting the weakest performance. These results confirm that build 

orientation affects the anisotropy and mechanical properties of SLM specimens. Different 

methods of AE analysis will be applied in the following chapters to classify the damage stages 

across the specimens using Acoustic waveform and deep learning approach.  
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Chapter 5. Classification of Mechanical Behavior of 

AM-SLM AlSi10Mg Specimens for Aerospace Applications 

Using AE and Deep Learning 

 

This chapter focuses on the application of deep learning techniques for analyzing Acoustic 

Emission (AE) signals, building on the materials, testing methods, and mechanical behavior 

results discussed in Chapter 4. 

The chapter explores the integration of Acoustic Emission technique with deep learning (DL) 

framework to classify the mechanical behavior of AlSi10Mg specimens produced via Selective 

Laser Melting (SLM). Specimens, built in different orientations (X, Y, Z, and 45 degrees).   

Tensile test with AE signals was recorded to monitor damage mechanisms. Continuous Wavelet 

Transform (CWT) was used to distinguish between elastic and plastic deformation stages. 

Three Convolutional Neural Network (CNN) models AlexNet, SqueezeNet, and a simplified 

new model were trained to classify AE signals. The simplified CNN model outperformed the 

others, offering greater accuracy and efficiency for damage classification, making it a valuable 

tool for SHM in aerospace. 

5.1 Introduction and scope 

AlSi10Mg is widely used in additive manufacturing, specifically through the Selective Laser 

Melting process, due to its excellent mechanical properties and suitability for producing 

complex aerospace components. The orientation of the build during the SLM process can 

significantly impact the mechanical properties and microstructural characteristics of the 

material. Understanding the mechanical behavior of AlSi10Mg in different orientations is 

crucial for optimizing its application in critical industries like aerospace. 

Many authors have employed the Acoustic Emission technique to monitor the mechanical 

characteristics of materials. AE is a passive, non-destructive evaluation (NDE) method that 

detects acoustic waves generated by microscopic damage processes within materials. These 

waves carry information about the initiation and progression of damage and are captured using 

piezoelectric sensors. The analysis of the AE signal waveform, particularly in the time-

frequency domain, can provide valuable insights into the onset and evolution of material 

damage [161]. Although limited research has focused on using AE to study AlSi10Mg 

produced via SLM [167], [168], AE has been successfully used for damage characterization in 

other AM materials. 

Recently, researchers have developed approaches based on the artificial intelligence [165], 

[169], particularly the combination of the signal-based AE technique and artificial intelligence 

for damage characterization.  Some authors have implemented the artificial neural network 

(ANN) by using statistical descriptors for intelligent damage monitoring [170]. However, Xu 
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et al. and D’Addona et al. stating that ANN is not suitable to capture the content of information 

associated with AE signals [171], [172].  

Currently, researchers are focusing on developing the deep learning approach using combined 

AE signals. The CWT are applied to AE signals, the scalogram are extracted containing the 

time-frequency. These scalograms are used as an image to be transmitted to a Convolution 

neural network (CNN) for possible classification. 

The CNN is inspired by biological processes, which can automatically learn complex features 

during training and are much more computationally efficient than traditional neural networks 

due to the convolution process [173]. They can achieve similar accuracy as human beings in 

image classification processes due to their self-learning capabilities to solve the multiple 

classification problem [174]. AlexNet is one of the most widely used neural network models 

to date (Figure 4). It was first developed as part of the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC 2012) [174]. Its structure consists of five convolutional layers 

(Conv1, Conv2, Conv3, Conv4, Conv5) followed by three maximum pooling layers (Pool1, 

Pool2, Pool3) and two normalization layers (Norm1, Norm2). Two fully connected layers (Fc) 

are present before the final fully connected layer (Fc) leading to the output. SqueezeNet was 

proposed in 2016 by researchers at DeepScale, the University of California at Berkeley and 

Stanford University [175]. These networks are suitable for processing both large-scale and 

small-scale image inputs. 

The CNN and acoustic emission signals are used to characterize the damage mode of composite 

materials and structures. Zhang et al. worked on classification of damage-induced acoustic 

emission signals in UHPC using convolutional neural networks [176]. Several CNN are used: 

googleNet, ResNet18, efficientNet and mobileNetV2 to explore the time-frequency 

characteristics of different damage-induced AE signals [176]. The results of the classification 

of AE signals showed that ResNet18 achieved the highest overall accuracy of 93.94% [176]. 

Han et al. successfully monitors cracking up scaling from specimen concrete structures using 

acoustic emission and convolutional neural networks [176]. Sikdar et al. proposed a deep 

learning approach based on acoustic emission data for classification and detection of damage 

sources in a composite panel. They measured their AE signals through the piezoelectric sensor 

array. They used continuous wavelet transform (CWT) to extract time-frequency scalograms. 

They constructed a CNN to automatically extract the discrete damage features from the 

scalogram images [177]. The proposed deep learning approach has shown the potential for 

effective damage monitoring with high learning accuracy and proposed an image augmentation 

approach in their research work to generate training data [177]. Barile et al. monitored the 

damage of carbon fiber reinforced polymer composites using the acoustic emission technique 

and deep learning. They classified the AE Spectrograms from four damage modes matrix 

cracking, delamination, debonding and fiber breakage which were obtained in the Mel scale. 

The overall accuracy of their prediction is 97.9%. However, they made a special observation 

that the fiber breakage and delamination events could be predicted with 100% accuracy [178] 

And Xu et al. also used AE and CNN for damage prognostics of fiber-reinforced composite 

laminates [175]. 

In this chapter, a deep learning framework based on two types of CNN architecture (alexNet 

and squeezeNet) and a new model. First, tensile tests were performed, and AE signals were 

recorded from these tests. The CNN models were used to classify the acoustic emission signals 
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according to the stages of damage (elastic and plastic deformation) and the acoustic emission 

signals of the building configuration of the specimens (Tx, Ty Tz and T45) and the AE signals 

having similarities in these specimens. Certain parameters were varied to see their impact on 

the accuracy of the constructed CNN models, notably the size of the input data and the 

activation function and pooling layer. A comparison of the three different CNNs as a function 

of their learning time and accuracy.  

5.2 CNN Methodology for Damage mechanisms Classification 

The materials, testing methods, and mechanical results from the tensile tests are explained in 

detail in Chapter 4. The CNN models (AlexNet, SqueezeNet, and a simplified CNN) were used 

to classify the AE signals discussed in Subsection 3.2.1.1. These models were applied to 

classify AE signals according to the stages of damage (elastic and plastic deformation) and to 

differentiate between the build orientations of the specimens (Tx, Ty, Tz, and T45). The 

classification approach utilizes an ‘image classification’ method based on the Continuous 

Wavelet Transform (CWT) and Convolutional Neural Network (CNN). The CWT, which is 

detailed in subsection 3.1.3.1, is applied to AE signals to generate time-frequency scalograms. 

These scalograms are treated as images and fed into the CNN models for classification. Various 

CNN parameters, such as input data size, activation functions, and pooling layers, were 

adjusted to optimize the classification accuracy of the models. 

5.3 Results and Analysis 

5.3.1 Damage characterization using CWT of AE signals 

During the tensile test, the AE signals of four groups of specimens were extracted. Figure 5.1 

shows the representative waveforms of the AE signals received from the specimens constructed 

in four different orientations. Figure 5.2 shows the spectrograms of the AE signals for four 

specimen orientations obtained with the CWT. Observation of the AE signals and the 

spectrogram revealed that Tx and Ty can be considered equivalent. By examining the spectral 

content within a given class, an order of magnitude of 0.005-0.3 is observed for Tx in the 

frequency range 200 kHz-300 kHz see figure 5.3(a).  For Ty, in the same frequency range and 

time interval as Tx, the magnitude varies by 0.005-0.05, see figure 5.3(b). For Tz, from 250 

kHz-300kHz, the magnitude varies from 0.05-0.03 see on figure 5.3 (c). And finally, for T45, 

in the frequency range of 50kHz -300kHz, a magnitude of 0.01-0.1 see figure 5.3(d). A 

similarity is observed between the AE signals Tx and Ty, in contrast to the AE signals of Tz 

and T45. Figure 5.4 shows the scalogram of the different stages of elastic and plastic damage. 

During the elastic stage, a spectral energy is observed in the frequency range of 200kHz to 

300kHz, varying in the order of 0.2-1.5 magnitude. A similar observation was made with the 

spectrogram of the plastic phase, where the frequency content is also found in the range of 

200kHz to 300kHz, but a difference in magnitude of 0.005-0.04 is observed, which is 

considered small compared to the elastic stage, see Figure 5.4 (a),(b). 
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Figure 5.1: Representative Waveforms of the received AE signals for the specimens built in four 

different orientations (a)Tx, (b) Ty, (c) Tz, (d) T45. 

 

Figure 5.2: (a) Representative Waveforms of AE signal from Elastic Stage, (b) Representative 

Waveforms of AE signal from Plastic Stage 

 

 

 

 

 

(a) (b) 

(c) (d) 

(a) (b) 
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Figure 5.3:  Spectrogram of AE signal from (a) Tx, (b) Ty, (c) Tz, and (d) T45. 

 

 
Figure 5.4: Spectrogram of AE signal from (a) Elastic Stage and (b) Plastic Stage Damage 

classification using Deep Learning  

The analysis and processing of AE signals collected during the tensile test has been explained 

in the previous section. These collected AE signals are analysed by CWT in time-frequency 

domain and visualised with the spectrogram. The frequency-time content made it possible to 

categorise the AE signals based on their similarities.  This categorisation is shown in Figure 

5.5. The CNN is used to efficiently classify groups of AE signals based on their similarities. 

The first mode analysis is used to make a comparison between the CNN models considered in 

this work (AlexNet, SqueezeNet, the new model). The second mode of analysis represent the 

contribution of a new simple CNN model, but with better configurations. Finally, the minimum 

set to achieve a better classification of AE signals. The stochastic gradient descent algorithm 

with momentum is used to train the CNNs. The initial learning rate is set to 0.0001, the 

maximum number of epochs for learning is 50, the mini batch with 30 and with three validation 

frequency observations. In order to achieve a better comparison of the results, all the training, 

validation and testing of the three different CNN were performed in the same laptop with the 

(a) 
(b) 

(d) 

(a) 

(c) 

(b) 
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configuration. The processor is 11th Gen Intel(R) Core i7-1195G7 and has a speed of 2.92 

GHz, with 16.0 GB RAM.  The total number of images from each training mode is separated 

into 3 parts: 50% for training the CNN, 25% for validating its accuracy and 25% for testing to 

rule out the overfitting of results. 

 

Figure 5.5: Categorization of AE signals based on similarities 

5.3.2 Classification of AE signals based on damages stage 

AlexNet, SqueezeNet and the proposed model were built on Matlab (2022a) using the Deep 

Network Designer Toolbox. Several training modes were performed to make a CNN 

comparison and determine the best configuration. Table 4.1 shows the result of classifying the 

AE signal groups based on the damage stages. Four training modes were tested for the three 

CNN models (alexNet, SqueezeNet and the new model).   The first training mode TM 1 used 

200 image inputs, the sigmoid activation function, and average pooling for pooling function. 

The results obtained are shown in Figure 5.6, for alexNet, SqueezeNet and the new model are 

at 50% accuracy. An observation was made on the training time of each CNN: alexNet 56 

minutes 28 seconds, squeezeNet 46 minutes 04 seconds, the new model 26 minutes 46 seconds. 

For the second mode TM 2, all parameters were kept as in the first training mode, except for 

the activation function, which was changed from Sigmoid to ReLu. The results are shown in 

Table 4.1 and Figure 5.7. By changing the activation function, the accuracy of all CNN models 

reached the maximum value of 100%. The difference in training time was observed for each 

model: AlexNet 40 minutes 27 seconds, squeezeNet 25 minutes 45 seconds and the new model 

19 minutes 22 seconds. In addition, the training time for each CNN model decreased by about 

20 % when the ReLu activation function was used.  For the third training mode TM 3, the same 

parameters were used as for the first mode, but with a higher image input in 1000. Thus, 500 

images input were used for each class (elastic and plastic stage). The result shown in Table 4.1 

shows that AlexNet achieved 50% accuracy, SqueezeNet 48.7% and the new model 50%. The 
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development time increased with the amount of input data, 3 hours 29 minutes for AlexNet, 2 

hours 57 minutes for SqueezeNet and 1 hour 46 minutes for the new model.  The fourth training 

mode TM 4, using 1000 images with the ReLu activation function. The results obtained are 

presented in Table 4.1, where 100% accuracy was achieved for all CNN models. The 

processing time for alexNet is 2 hours 07 minutes, for SqueezeNet 61 minutes 16 seconds and 

for the new model 36 minutes 32 seconds. Based on all the training modes performed to 

automatically classify the damage stages of AlSi10Mg specimens. Few observations were 

made. First, the training time of AlexNet is greater than that of squeezeNet, and the new model, 

especially for the high number of parameters [179]. Secondly, the ReLu activation function 

converges quickly and therefore takes much less time than models trained with the sigmoid 

function. The sigmoid activation function is a fraction between 0 and 1. As the layers multiply,  

the global gradient becomes exponentially small, so each step along the gradient causes only a 

tiny change to the weights [180]. With ReLu activation, on the other hand, the gradient is either 

0 or 1, so the global gradient is neither too small nor too large [180]. 

Table 4.1. Classification of AE signals based on damage stage 

N° Training mode 

[Tm] 
Model 

Number 

of inputs 

Type of 

activation 

function 

Pooling 

Avg/Max 

Validation 

[%] 

Testing 

[%] 
Times 

TM 1 

AlexNet 200 Sigmoid Avg/Max 50 50 
56 min 

28s 

SqueezeNet 200 Sigmoid Avg/Max 50 50 
46 min 

04s 

New Model 200 Sigmoid Avg/Max 50 50 
26 min 

46s 

TM 2 

AlexNet 200 ReLu Avg/Max 100 100 
40 min 

27s 

SqueezeNet 200 ReLu Avg/Max 100 100 
25 min 

45s 

New Model 200 ReLu Avg/Max 100 100 
19 min 

22s 

TM 3 

AlexNet 1000 Sigmoid Avg/Max 50 50 3h 29min 

SqueezeNet 1000 Sigmoid Avg/Max 48.7 50 2h 57min 

New Model 1000 Sigmoid Avg/Max 50 50 1h 49min 

TM 4 

AlexNet 1000 ReLu Avg/Max 100 100 2h 07min 

SqueezeNet 1000 ReLu Avg/Max 100 100 1h 16min 

New Model 1000 ReLu Avg/Max 100 100 36min32s 
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Figure 5.6: Classification based on damage stage using TM 1 (a) AlexNet, (b) SqueezeNet, and (c) 

Proposed model CNN. 
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Figure 5.7: Classification based on damage stage using TM 2 (a) AlexNet, (b)SqueezeNet, and (c) 

Proposed model CNN. 

5.3.3 Classification of AE signals based on configuration of specimen 

The same observation was made for the AE signals categorized based on their configurations 

(Txy, Tz, T45). Looking at the results presented in Table 5.2, a simultaneity is observed with 

the first damage-based categorization, where the accuracy increases when the sigmoid 

activation function is replaced with ReLu. But again, let us observe that the accuracy is still 33. 

3% lower, for AE signals from different specimen orientations. But by increasing the input 

data, a particular observation was made on the new model, the accuracy increases by 66.7%, 

compared to alexNet and SqueezeNet. Finally, by changing the sigmoid activation function to 

ReLu, an accuracy of 100% is achieved. 

Table 5.2. Classification of AE signals based on configuration of specimen. 

N° Training 

mode [TM] 
Model 

Number 

of 

inputs 

Type of 

activation 

function 

Pooling 

Avg/Max 

Validation 

[%] 

Testing 

[%] 
Time 

TM 1 

AlexNet 300 Sigmoid  Avg/Max 33.3 33.3 1h 9min 

SqueezeNet  300 Sigmoid  Avg/Max 33.3 33.3 58 min 20s 

New Model 300 Sigmoid  Avg/Max 33.3 33.3 35 min 04s 

TM 2 

AlexNet 300 ReLu Avg/Max 100 100 49 min 06s 

SqueezeNet  300 ReLu Avg/Max 100 100 38 min 07s 

New Model 300 ReLu Avg/Max 100 100 24min 00s 

TM 3 

AlexNet 1500 Sigmoid  Avg/Max 33.3 33.3 4h 39 min 

SqueezeNet  1500 Sigmoid  Avg/Max 33.3 33.3 3h 35 min 

New Model 1500 Sigmoid  Avg/Max 33.3 33.3 2h01 min 

TM 4 

AlexNet 1500 ReLu Avg/Max 100 100 3h 10 min 

SqueezeNet  1500 ReLu Avg/Max 100 100 2h 39 min 

New Model 1500 ReLu Avg/Max 100 100 1h 40s   
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5.3.4  Classification of AE signals from individual specimen 

In this section, the group of AE signals originating from a individual specimen is classified in 

terms of their configuration (Tx, Ty, Tz and T45). Based on the previous result (see the Table 

5.3), the ReLu activation function has been shown to be effective in classifying the AE signals. 

Based on this optimal configuration of CNNs, this section examines the amount of data needed 

to train a CNN to achieve 100% accuracy.   

The results are shown in Table 5.3. In the first training mode TM 1, 400 input data were used, 

considering 100 per class (Tx, Ty, Tz and T45) using the ReLu activation function. Figure 5.8 

shows the result, for alexNet 65.0%, squeezeNet 62.0% and for the new model 68.0% accuracy. 

The processing time behaves the same as the previous result. Finally, when the input images 

are increased from 400 to 2000 at a rate of 500 per class, the improvement is seen, which is 

85.5% for alexNet, 81.1% for squeezeNet and 90.1% for the new model, see Figure 5.9. Thus, 

for the best CNN configurations, the amount of input data affects the classification accuracy. 

A simplified CNN model can have better classification accuracy. 

Table 5.3. Classification of AE signals from individual specimen based on configuration. 

N° 

Training 

mode 

[TM] 

Model  
Number 

of inputs  

Type of 

activation 

function  

Pooling 

Avg/Max 

Validation 

[%] 

Testing 

[%] 
Time 

TM 1 

AlexNet 400 ReLu Avg/Max 68.3 65 1h 16 min 

SqueezeNet  400 ReLu Avg/Max 61.7 62 55min 01s 

New Model 400 ReLu Avg/Max 69.7 68 40 min 05s 

TM 2 

AlexNet 2000 ReLu Avg/Max 97.2 85.5 4h 37min 

SqueezeNet  2000 ReLu Avg/Max 96.4 81 4h 07min 

New Model 2000 ReLu Avg/Max 97.8 90.1 2h 50min 
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Figure 5.8:  Classification based on the signals generated from individual specimens using TM 1 (a) 

AlexNet, (b)SqueezeNet, and (c) Proposed model CNN 

 

(c) 

(a) (b) 

(a) (b) 
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Figure 5.9:  Classification based on the signals generated from individual specimens using 

TM 2 (a) AlexNet, (b)SqueezeNet, and (c) Proposed model CNN. 

5.4 Conclusion 

This chapter presents a deep-learning approach using AE data to characterize and classify 

different stages of deformation (elastic and plastic) and various specimen configurations (Txy, 

Tz, T45) in AlSi10Mg samples produced through the SLM process. The approach begins with 

tensile testing, during which AE signals are captured and subjected to time-frequency analysis 

using CWT to generate spectrograms. These spectrograms distinguish AE signals 

corresponding to different damage stages and specimen configurations. Three CNNs, AlexNet, 

SqueezeNet, and a newly developed model, were then trained on the spectrograms. A 

comparison of these CNN models was conducted, focusing on their classification accuracy and 

development time. Several training experiments were performed to determine the amount of 

data needed to achieve 100% accuracy. It was found that switching from Max-Pooling to 

Average-Pooling had no impact on results, while the sigmoid activation function yielded lower 

accuracy (50% for damage stage classification and 33.3% for specimen configuration). In 

contrast, using the ReLu activation function enabled each CNN model to achieve 100% 

accuracy. Although all CNNs reached the same accuracy, they differed in learning time. The 

newly developed, simplified CNN model classified AE signals faster than AlexNet and 

SqueezeNet, which contain a larger number of parameters. Additionally, the classification 

performance improved as the amount of input data increased. Overall, the results demonstrate 

that the simplified CNN model can achieve the same accuracy as AlexNet and SqueezeNet, but 

with significantly reduced processing time.  The next chapter will present a new methodology 

using the same materials and test methods. 
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Chapter 6. Enhancing the AE Technique Using Fuzzy 

Artificial Bee Colony and Deep Learning for Characterizing 

SLM AlSi10Mg Specimens for Aerospace Applications 

 

This chapter presents an enhanced methodology using the Fuzzy Artificial Bee Colony (FABC) 

algorithm combined with deep learning to improve the classification of AE signals from 

AlSi10Mg specimens produced via Selective Laser Melting (SLM). The materials, testing 

methods discussed in Chapter 4 form the foundation of this analysis. 

The AE signals were analyzed using the Continuous Wavelet Transform (CWT), as explained 

in Subsection 3.1.3.1. A new data augmentation strategy, detailed in Subsection 3.2.1.2, 

applied Gaussian white noise to enhance the model's robustness. Cross-validation was used to 

further validate the model and prevent overfitting. 

The FABC-CNN approach addresses three key challenges. It resolves the issue of suboptimal 

local maxima during model training, as explained in Section 3.2.2. It also introduces a new 

data augmentation strategy to enhance model performance. Finally, cross-validation 

confirmed the robustness of the model compared to the approach developed in the previous 

chapter. 

 

6.1 Introduction  

 Selective laser melting (SLM) is an additive manufacturing technique that uses a laser to melt 

powder materials layer by layer to produce 3D components [181]. The SLM has several 

advantages over conventional mechanical manufacturing processes, including design freedom, 

which enables the production of components with complex shapes that would be difficult to 

produce using conventional methods [182]. Due to its excellent welding performance, excellent 

fluidity, and mechanical properties, AlSi10Mg has become one of the most widely used 

aluminium alloys suitable for aerospace and automotive applications [183]. In addition, it is 

one of the most commonly used aluminium alloys for the SLM process. Recent research has 

demonstrated, however, that construction orientation can have direct effects on the anisotropy 

and microstructural heterogeneity of SLM components, necessitating the consideration of 

appropriate manufacturing strategies to ensure optimal material properties [158], [184], [185]. 

This research aims to study the mechanical characteristics of AlSi10Mg components produced 

by the SLM manufacturing process, depending on different build orientations. Over the past 

few decades, several non-destructive testing (NDT) techniques have been developed to 

diagnose various damages in materials or structures without compromising their integrity[186]. 

Among these techniques, AE has recently gained increasing interest in evaluating the intrinsic 

state of materials and structures [186], [187]. This technique enables the detection of 

microstructure changes, cracks, and other material defects when internal or external stresses 

are applied[98]. When a material is subjected to stress, part of the stored energy is released as 

transient elastic waves. The generation and propagation of these waves can be detected by 

specific sensors (piezoelectric) attached to the surface of the tested object. The frequencies of 

these waves range from kHz to MHz and are transformed into electrical signals, called AE 
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signals[188]. AE signal analysis methods allow establishing a correlation between the process 

of damage evolution in space or time and the measured signals [189]. Although significant 

progress has been made in the diagnosis of structural and component defects based on AE 

signal analysis, it is still challenging to extract and identify effective characteristics that are 

sensitive to initial structural damage in materials. Conventional methods for processing AE 

signals are mainly focused on characteristic parameter analysis [190] and waveform analysis 

[191]. Based on waveform analysis using CWT, it is possible to extract information in terms 

of time and frequency, allowing for the detection of the most sensitive characteristics of 

damage. Unlike traditional methods that may lose important signal characteristics, CWT allows 

for a more complete characterization of the non-stationary signal captured by AE [192].  In 

summary, CWT is an effective time-frequency analysis method for extracting characteristic 

information from AE signals for the purpose of diagnosing material damage.  

Damage characterization, feature selection, damage classification and failure prediction are 

vital aspects of material and structure health monitoring. Deep learning approaches based on 

convolutional neural networks (CNN) and CWT which characterize the AE signal as a two-

dimensional time-frequency image are currently used in real-time material characterization and 

classification [192] .  The combination of CNN and CWT has led to significant success in 

various research studies [193], [194]. While ordinary CNNs have shown significant 

performance, there is still room for improvement[195]. CNNs are frequently very complex, 

with a large number of parameters that must be optimized[196]. Due to this complexity, it is 

possible to get stuck in a suboptimal local minimum rather than reaching the global 

optimum[197]. By efficiently exploring the search space, metaheuristic algorithms can assist 

in avoiding this situation[198]. Various studies over the last two decades have demonstrated 

the vast potential of metaheuristic algorithms in solving optimization problems in a wide range 

of scientific and engineering fields [199], [200].  However, research on the application of 

metaheuristic algorithms to the optimization of CNNs, particularly on the AE signal, is 

extremely uncommon. Recently, other meta-heuristic algorithms, such as genetic algorithms, 

particle swarm optimization, and artificial bee colonization algorithms, have been combined 

with CNN in different fields to improve classification performance [137], [201].   

In the present research, a fuzzy artificial bee colony (FABC) algorithm is used to enhance the 

performance of a proposed CNN model. In essence, this method minimizes classification errors 

by initializing the CNN classifier weights based on the FABC algorithm output solutions. The 

CNN-FABC is used to classify AE signals related to specimen’s configuration (X, Y,45°, and 

Z), the stage of deformation and the damage modes of all specimens. In addition, the 

mechanical characteristics of AlSi10Mg components manufactured using AM-SLM in 

different directions have been investigated.   

6.2 Fuzzy Artificial Bee Colony- CNN algorithm Methodology  

This section provides an overview of the steps involved in applying the Fuzzy Artificial Bee 

Colony (FABC)-CNN methodology to improve the classification of Acoustic Emission (AE) 

signals for AlSi10Mg specimens produced via Selective Laser Melting (SLM). The materials, 

testing methods, and mechanical behavior results discussed in Chapter 4 form the basis for this 

analysis.  while the detailed methodologies are covered in Section 3.2.2. 
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Step-by-Step Procedure: 

 

1. Signal Acquisition: AE signals were acquired during the tensile tests performed on 

specimens built in different orientations (X, Y, 45°, and Z). These signals were recorded 

throughout the tests to capture the mechanical behavior across different deformation 

stages (elastic and plastic). 

 

2. Data Augmentation: A new data augmentation strategy was applied to enhance the AE 

signals. This strategy, detailed in Subsection 3.2.1.2, involved the addition of Gaussian 

white noise to the original AE signals. The purpose was to generate a large set of 

synthetic signals by carefully adding noise in a specific way, which helped improve the 

robustness of the model. 

 

3. Time-Frequency Analysis (CWT): The augmented signals were then processed using 

the Continuous Wavelet Transform, as explained in Subsection 3.1.3.1. This technique 

extracted time-frequency features from the AE signals, transforming them into 

scalograms, which represent the signals visually in the time-frequency domain. 

 

4.  FABC-CNN Model Application: The scalograms were treated as input images for the 

FABC-CNN model. The FABC algorithm was used to optimize the parameters of the 

CNN, ensuring better learning and avoiding suboptimal local maxima during the 

training process. The CNN model was trained to classify the AE signals based on the 

damage stages (elastic and plastic) and the different build orientations of the specimens 

(X, Y, Z, 45°). This methodology improved the classification accuracy and robustness 

of the model for detecting damage mechanisms in aerospace materials. 

6.3 Results and Analysis 

6.3.1 Tensile Test Results 

In this study, the results of the tensile test for different print directions (X, Y, Z, and 45°) are 

presented in Table 6.1. The table shows that the yield strength, ultimate tensile strength, and 

Young’s modulus of groups X, Y, and 45 are significantly higher than those of group Z.  

ANOVA analysis were performed to compare the mechanical properties of ALSI10 Mg 

specimens. The yield strength exhibited a highly significant difference between printing 

directions (p 0.001), with the highest average value observed in the Z direction (122.7 MPa), 

followed by X (136.6 MPa), 45° (138.2 MPa), and Y (139.3 MPa). The pairwise comparison 

indicated that the Z direction had a significantly lower yield strength than the other directions 

(see Figure 6.1a). The ultimate tensile strength also showed a significant difference between 

printing directions (p = 0.004), with the highest average value obtained in the Y direction 

(221.1 MPa), followed by 45 (215.8 MPa), X (211.7 MPa), and Z (202.8 MPa). The pairwise 

comparison showed that the Y direction had a significantly higher ultimate tensile strength than 

the Z direction (see Figure 6.1b). Young's modulus also exhibited a significant difference 

among printing directions (p = 0.011), with the highest average value observed in the Y 

direction (71.0 GPa), followed by 45 (68.2 GPa), X (63.3 GPa), and Z (59.7 GPa). The pairwise 
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comparison indicated that the Y direction had a significantly higher Young's modulus than the 

Z direction (see Figure 6.1c). The elongation at break, as well, showed a highly significant 

difference among printing directions (p 0.001), with the highest mean value observed in the 45 

direction (4.4%), followed by X (3.4%), Y (2.9%), and Z (1.4%). The pairwise comparison 

showed that the 45-degree direction had a significantly higher elongation at break than all other 

directions (see Figure 6.1d). In addition to the mechanical properties, other factors such as the 

slenderness ratio and borderline porosity of the specimens may have contributed to the 

observed differences in mechanical behavior. Further information regarding the mechanical 

properties and their relationship with the printing orientations can be found in previous research 

papers by the authors [185], [195], [202]. However, the present study mainly focused on the 

analysis of acoustic emission results, and thus, post-processing was not carried out to improve 

the mechanical properties. The stress-strain curves (see Figure 6.2) allow to define two stages 

(elastic and plastic) of deformation considered in this work according to the ASTM E8 

standard. 

  

 

 

  

Figure 6.1:  ANOVA results: (a)Yield strength, (b) Ultimate tensile strength, (c) Young’s modulus, 

(d) Elongation at break 
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Figure 6.2: Stress–strain curves of specimen specimens tested X, Y, Z, and 45. 

 

             Table 6.1. Results of the tensile tests carried out on all specimens 

Print 

Direction 

Specimen 

Group 

Yield 

strength 

Ultimate 

tensile 

strength 

Young’s 

modulus 

Elongation 

at break 

   MPa MPa GPa % 

X SX1 137.4 214.9 65.4 12.3 
 SX2 135.4 217.5 67.7 12.2 
 SX3 137.8 214.7 66.1 12.1 
 SX4 136.7 216.1 73.5 14.2 
 SX5 132.5 209.0 63.1 12.4 
 SX6 131.7 207.9 64.9 10.8 
 SX7 134.5 209.2 63.7 11 

Y SY1 135.2 211.1 67.6 12.9 
 SY2 138.0 217.0 67.6 15.0 
 SY3 142.1 216.6 68,0 11.1 
 SY4 137.5 215.7 74.3 12.7 
 SY5 141.3 215.9 67.3 11.6 
 SY6 136.9 214.5 65.8 12.6 
 SY7 140.9 217.1 68.4 13.0 

Z SZ1 120.6 203.1 58.7 6.5 
 SZ2 126.1 211.5 67.1 7.8 
 SZ3 122.1 208.7 61.7 8.0 
 SZ4 126.0 211.4 64.4 7.5 
 SZ5 120.7 206.1 66.5 7.9 
 SZ6 125.3 212.2 63.6 7.7 
 SZ7 123.1 208.1 62.3 7.5 

45°  S45°1  121.0 208.9 61.9 10.8 
 S45°2 127.2 213.6 64.9 10.8 
 S45°3 123.7 209.9 64.4 7.5 
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 S45°4 125.8 214.1 66.0 10.1 
 S45°5 126.1 213 65.2 8.0 
 S45°6 124.5 214.2 63.5 10.7 

  S45°7 128.2 216 64.1 9.2 

 

6.3.2  Damage Mode Characterization Based on Cumulative Acoustic Emission 

Energy 

The cumulative energy is one of the acoustic emission parameters widely and effectively used 

to characterize damage in materials[203], [204], [205], [206]. It is defined as the total amount 

of energy of the acoustic event recorded over the time range from 0t to it . If iU   is denoted as 

the transient voltage of this recorded acoustic event, the acoustic energy AE is determined by 

Equation (6.1): 

0

2 ( )
it

AE i

t

E U t dt=                                                      (6.1) 

Precise quantification of damage modes based solely on mechanical properties (stress, strain, 

temperature...) is quite complex [207]. Acoustic emission reflects various stages of material 

deterioration, including initiation, crack growth, and fracture [208], [209]. However, a joint 

analysis of AE descriptors and mechanical properties offers a more comprehensive perspective, 

enabling a better interpretation of the underlying damage mechanisms [163], [210] . In this 

work, the stress-strain curve of ALSI10Mg specimens built on several orientations (X, Y, 45°, 

and Z) are superimposed on the cumulative AE energy and are presented in figure 11. 

The stress-strain curve and associated cumulative acoustic emission (AE) energy delineate four 

distinct phases, labelled Zones I through IV. The zone I aligns with the material's elastic region, 

marked by minimal AE energy, indicating scant defect activity and low stress-strain levels 

(Aggelis et al., 2011). Specimens X, Y, 45°, and Z exhibited stress ranges from 0 to 130.5, 0 

to 131.9, 0 to 158.9, and 0 to 148.5 MPa respectively (See Table 5), with corresponding 

minimal strains, indicating linear elastic behavior. This phase is characterized by strains of 0 

to 3.4E-3 mm/mm for Specimen X, 0 to 3.7E-3 mm/mm for Specimen Y, 0 to 7.7E-3 mm/mm 

for Specimen 45°, and 0 to 5.7E-3 mm/mm for Specimen Z (See Table 5), showcasing the 

initial elastic response of the materials. The zone II signifies the onset of plastic deformation 

initiation and microstructural damage, identified by a deviation from linear stress-strain 

behavior and evidenced by increased AE energy, stress, and strain (Rodríguez and Celestino, 

2019). Here, Specimen X transitions with stress values ranging from 130.5 to 156.6 MPa, 

illustrating the beginning of plastic strain, a critical phase in understanding material behavior 

under stress. Specimens Y, 45°, and Z similarly show gradual increases in both stress and strain, 

with values indicating the material's transition towards plasticity, marked by strains from 14E-

3 to 17.6E-3 mm/mm for Specimen X, 3.7E-3 to 10.9E-3 mm/mm for Specimen Y, 7.7E-3 to 

10.8E-3 mm/mm for Specimen 45°, and 5.7E-3 to 11.6E-3 mm/mm for Specimen Z (See Table 

5). The zone III is noted for a pronounced rise in AE energy parallel to stress and strain, likely 

signalling crack propagation and failure mechanisms such as cavitation [211]. This is further 

supported by the observed progression in stress and strain in all specimens, with values 

suggesting the continuation of plastic deformation and advancing towards material failure. The 
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zone IV, characterized by a sharp surge in AE energy and stress-strain, heralds imminent 

material failure, forecasting large-scale fracturing [212], [213]. This zone is indicative of 

damage strain, where Specimens X, Y, 45°, and Z all exhibit peak stress values ranging from 

180.4 to 187.8 MPa, with corresponding strains indicating advanced material damage and the 

onset of damage strain, ranging from 14E-3 to 17.6E-3 mm/mm across specimens (see Table 

6.2), highlighting the critical nature of this phase in predicting material failure. In this analysis, 

specific observations highlight the behavior of Specimens X, Y, 45°, and Z, particularly in 

terms of their AE energy distributions and mechanical properties. The specimens X and Y 

demonstrated remarkably similar behaviours, with their cumulative AE energy achieving 

nearly identical maximum levels. This parallelism implies a strong correlation between their 

mechanical properties, as detailed in Figure 6.3. In contrast, Specimens 45° and Z exhibited 

distinct behaviours regarding AE energy distribution, which aligns with their mechanical 

properties (refer to Figure 6.3). Notably, Specimen Z showed a significantly lower cumulative 

AE energy, indicative of its unique mechanical property profile. The analysis of Specimen Z's 

mechanical properties, encompassing yield strength, elongation at break, and ultimate tensile 

strength, indicated values lower than those of the other specimens. This structured narrative 

not only provides a theoretical basis for understanding material behavior under stress but also 

incorporates critical observations about the unique and shared characteristics of the specimens. 

By highlighting these distinctions and similarities, the narrative offers a deeper insight into the 

material properties and structural integrity of each specimen, enhancing the scientific 

understanding of their mechanical responses. 

 

 
Figure 6.3: Typical stress–strain curves and cumulative AE energy of AlSi10Mg specimens based on 

printing direction: Specimen (X), (Y), (45°), and (Z) 
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Table 6.2. Synthesis of Mechanical Properties by Zone 

Specimen 

Print 

Direction 

Zone Stress Range (MPa) Strain Range (mm/mm) 

X I 0 - 130.5 0 - 3.4E-3 

X II 130.5 - 156.6 3.4E-3 - 7.3E-3 

X III 156.6 - 181.3 9.7E-3 - 14.7E-3 

X IV 181.3 - 187.8 14E-3 - 17.6E-3 

Y I 0 - 131.9 0 - 3.7E-3 

Y II 131.9 - 170.8 3.7E-3 - 10.9E-3 

Y III 170.8 - 180.4 10.9E-3 - 14.3E-3 

Y IV 180.4 - 187.8 14.3E-3 - 17.6E-3 

45° I 0 - 158.9 0 - 7.7E-3 

45° II 158.9 - 170.5 7.7E-3 - 10.8E-3 

45° III 170.5 - 180.2 10.8E-3 - 14.2E-3 

45° IV 180.2 - 187.8 14.2E-3 - 17.6E-3 

Z I 0 - 148.5 0 - 5.7E-3 

Z II 148.5 - 173.2 5.7E-3 - 11.6E-3 

Z III 173.2 - 182.2 11.6E-3 - 15.1E-3 

Z IV 182.2 - 187.8 15.1E-3 - 17.6E-3 

6.3.3  CWT of AE Signals from Different Deformation Stages 

In this study, CWT was used to analyze acoustic emission  signals recorded at different stages 

of deformation (elastic and plastic). CWT is a powerful mathematical tool that allows for the 

simultaneous analysis of signals in both time and frequency domains, which facilitates the 

detection and characterization of transient events such as cracks and other damage-related 

phenomena. Specifically, the elastic and plastic stage AE signals of the four groups of 

specimens X, Y, Z, and 45° were collected and analyzed in the time-frequency domain using 

CWT. Interestingly, all elastic and plastic stage AE signals can be categorized based on energy 

contents. The continuous information obtained from this analysis can be used to describe the 

behavior of specimen under stress and can aid in the detection and characterization of damage-

related phenomena.  

Figure 6.4a shows the elastic stage scalogram, while Figure 6.4b shows the same scalogram 

with added noise. The spectral energy information is located in a frequency band around 200 

kHz and 300 kHz, with an amplitude varying from 0.2 to 1.6. Figures 6.5a and 6.5b show the 

plastic stage scalogram and the same scalogram with added noise, respectively. The scalogram 

shows that the spectral energy is located in the same frequency band as the elastic stage but 

with an amplitude varying from 0.005 to 0.35. Some works have also reported the spectral 

energy content in the same frequency range [214], [215]. However, due to the limited literature 

available, a deep comparative analysis of spectral energy content is challenging.  Thus, CWT 
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scalogram analysis is a useful tool for detecting and characterizing transient events such as 

cracks and other damage-related phenomena in stressed materials. 

  

  
Figure 6.4: (a) Scalogram of Elastic stage, (b) Scalogram of Elastic Stage with Noise 

 

  
  

Figure 6.5: (a) Scalogram of Plastic Stage, and (b) Scalogram of Plastic Stage with Noise 

 

6.3.4 FABC-CNN For Damage Mechanisms Characterization and Classification 

The previous section discussed the analysis and processing of AE signals obtained during the 

tensile test using CWT to describe the elastic and plastic behaviour of AlSi10Mg specimens. 

The scalogram can be considered a 2D image that can be trained by CNNs, and several studies 

have used CWT with CNNs for damage classification [214], [215], [216]. In this work, the 

scalograms of the X, Y, Z, and 45° specimens, as well as those of the elastic and plastic stages, 

are used to train a CNN. The FABC-CNN model, based on FCM and ABC, is used. To improve 

accuracy and reduce overfitting, a data augmentation strategy based on AWGN (section 2.3) is 

used.  To prepare the dataset, the AE signals of specimens X, Y, Z, and 45 were increased to 

4000 at a rate of 1000 signals per class. The elastic and plastic stage AE signals were increased 

to 20,000 at a rate of 10,000 signals per class. Additionally, the AE signals for the damage 

modes of the X, Y, Z and 45° specimens were increased to a total of 4,000, with 1,000 signals 

per class. The FABC-CNN model is built on Matlab 2022a, and the stochastic gradient descent 

with momentum (SGDM) algorithm is used to train the CNNs. The initial learning rate is set 

to 0.0001, the maximum number of epochs is 20, and the mini-batch has 120. The cross-

validation method is used by dividing the dataset into k = 5 subsets (also known as folds or 

partitions) and training the network for 5 iterations. In each iteration, (k - 1) subsets are used 
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as training data, while the remaining subset is used as test data. This process is performed on a 

laptop computer equipped with an 11th generation Intel (R) Core i7-1195G7 processor with a 

speed of 2.92 GHz and 16.0 GB of RAM. To measure the classification performance of 

scalograms of AE signals from AlSi10Mg specimens, the confusion matrix, precision-recall 

curve, and F1 score are used. First, the scalograms of specimens with respect to the printing 

direction are trained, and the FABC-CNN algorithm achieved an accuracy of 92.6%, with a 

precision-recall curve reaching 92.5% and an F1 score of 92.5% (see Figures 6.6, 6.8a and b). 

The training of the ABC algorithm is presented in Figure 6.7. The classification of AE signals 

corresponding to the elastic and plastic stages is performed. An effectiveness of 100% is 

achieved for all metrics using accuracy, precision-recall, and the F1 score (see Figures 6.9, 

6.11a and b). The weight optimization by the ABC algorithm is presented in Figure 6.10. 

Finally, Ultimately, the AE signals corresponding to each zone (as outlined in Section 3.2's 

damage mechanisms modes) for every specimen were aggregated and classified using FABC-

CNN. This algorithm demonstrated a classification accuracy of 90.6% in the confusion matrix 

(refer to Figure 6.11), achieving a precision-recall curve at 90.4% and an F1 score of 90.5% 

(refer to Figures 6.12a and 6.12b). The optimization of ABC weights is depicted in Figure 6.13. 

The results obtained using FABC-CNN provided better performance. 

 
Figure 6.6: Classification based on Scalograms for Printing direction using FABC-CNN. 
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Figure 6.7:  Weight optimization using the ABC for Scalograms for Printing direction 

 

 

Figure 6.8: (a) F1-Score, and (b) Precision-Recall Curve Scalograms for Printing direction 

 
Figure 6.9: Classification based on Scalograms for Deformation Stages using FABC-CNN 
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Figure 6.10. Weight optimization using the ABC for Scalograms for Deformation Stages 

 
Figure 6.11: (a) F1-Score, and (b) Precision-Recall Curve Scalograms for Deformation Stages 

.  

Figure 6.11: Classification based on Scalograms for Damage Modes of AlSi10Mg Specimens (X, Y, 

45°, and Z) using FABC-CNN 



 

 

73 

 

 
Figure 6.12: Weight optimization using the ABC for Scalograms for Damage Modes of AlSi10Mg 

Specimens (X, Y, 45°,and Z) 

 
Figure 6.13: (a) F1-Score, and (b) Precision-Recall Curve for Damage Modes of AlSi10Mg 

specimens (X, Y, 45°,and Z) 

 

6.4 Conclusion 

In this chapiter, the mechanical properties of AlSi10Mg specimens were evaluated through a 

tensile test. The results demonstrate significant variations in yield strength, ultimate tensile 

strength, and Young's modulus based on the printing direction. This research has enabled a 

comprehensive assessment of the mechanical behaviour and damage mechanisms of AlSi10Mg 
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specimens produced by SLM using tensile tests and analysis of AE signals. The investigation 

began by mapping out damage modes based on the stress-strain curve and cumulative AE 

energy, effectively identifying four distinct phases of material behavior during deformation. 

These phases, labelled Zones I through IV, span from the initial elastic response with minimal 

AE activity, indicative of negligible defect activity, to the ultimate phase preceding material 

failure, characterized by a significant increase in AE energy signalling large-scale fracturing. 

The analysis of AE signals based on the CWT scalogram has enabled the distinction between 

the elastic and plastic stages. To automatically classify the AE signals obtained during the 

tensile test, a CNN algorithm based on a fuzzy artificial bee colony (FABC-CNN) was utilized. 

The scalograms of the specimens, oriented according to the printing direction, were analyzed 

using the FABC-CNN algorithm. This analysis achieved a classification accuracy of 92.6%, 

with the precision-recall curve and the F1 score both at 92.5%. For the classification of 

Acoustic Emission (AE) signals, distinguishing between the elastic and plastic phases, the 

algorithm demonstrated perfect performance, achieving 100% in accuracy, precision-recall, 

and F1 score. Additionally, in classifying AE signals across different damage modes, the 

algorithm exhibited high proficiency, with a confusion matrix accuracy of 90.6%, a precision-

recall curve of 90.4%, and an F1 score of 90.5%. The outcomes obtained through the FABC-

CNN approach proved to be superior. By employing cross-validation, we have demonstrated 

that our proposed approach, the FABC-CNN, is robust against overfitting and sub-local 

optimum problems, commonly associated with poor model adaptation to new data. This 

adaptability to new data enhances the efficiency and reliability of our approach, paving the way 

for broader applications in the field of material characterization and damage prediction. 
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Chapter 7. Deep Autoencoder Framework for Damage 

Characterization in Aerospace CFRP Composites Using AE 

Technique 

 

 

This chapter focuses on the challenge of characterizing damage modes in bonded Carbon Fiber 

Reinforced Plastic (CFRP) composites. Mechanical loading was applied to CFRP samples, 

during which Acoustic Emission signals were collected to evaluate the material's integrity. A 

novel analysis approach using a Deep Autoencoder (DAE) was employed to automate the 

characterization of damage. The DAE reduced the dimensionality of the AE signals, extracting 

key latent waveform features through Singular Value Decomposition (SVD) to identify 

damage-sensitive characteristics. These features were then processed using the K-means 

clustering algorithm to classify distinct damage modes, although the approach faced 

challenges in fully understanding the physical implications of these damage modes. To 

overcome this, traditional AE features, such as entropy and amplitude, were also classified 

using the K-means clustering algorithm, categorizing damage into matrix cracking, 

delamination, and fiber breakage. Hilbert Spectral Analysis (HSA) was used to further validate 

these findings, confirming that specific clusters corresponded to distinct damage types. The 

study compares traditional AE methods with deep learning techniques, highlighting the 

complexity of identifying damage in loaded CFRP specimens and advocating for a 

comprehensive analysis to fully understand the behavior of composites under stress. 

7.1 Introduction and scope  

Carbon fiber reinforced Polymers have gained widespread acclaim due to their exceptional 

strength-to-weight ratio and design flexibility [217], [218]. This has led to their extensive 

utilization in various large component structures, including laminates and intricate thin-walled 

configurations, such as those found in aircraft components and high-pressure cylinder 

composite layers  [219]. In addition to the advantages mentioned above, due to their flexibility 

in terms of design and manufacture and their light weight, CFRP can be used to create a variety 

of structures by joining them together using adhesive bonding [205], [220].  The main 

advantage of adhesive bonded joints is that they have a low impact on the mechanical properties 

of the adherents, reducing stress concentration and providing better damage tolerance than 

traditional fixings [221], [222].   

The use of bonded joints remains a challenge due to the difficulty of guaranteeing reliability 

throughout the life of a component [223],[221]. Li et al, found that adhesive shears release 

stress energy by opening, sliding, and tearing [224]. Joint reliability is particularly delicate 

under critical fatigue and environmental conditions. All this can lead CFRPs to various damage 

modes, such as matrix cracking, fiber/matrix debonding and fiber breakage, which have a direct 

impact on the degradation of mechanical properties and deformation [178], [225]. 

To address these issues, various strategies are under consideration. These encompass enhancing 

adhesive mechanical properties, employing finite element analysis for predicting mechanical 

behavior under extreme loading and support conditions, and implementing non-destructive 
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testing (NDT) methods [226], [227], [228].  The main aim is to monitor assembly quality, 

predict damage propagation through adhesives, and identify any damage modes.  Acoustic 

emission (AE) is a prominent non-destructive evaluation method for evaluating damage in 

composite structures. What sets it apart is its ability to provide an in-depth analysis of damage 

progression throughout the loading period. Material deformation releases energy in the form 

of transient elastic waves resulting from micro displacements, providing valuable insights into 

internal structural changes within a material[229], [230]. Most researchers have presented a 

variety of methods for exploiting acoustic emission descriptors to effectively characterize 

damage in bonded CFRP [227], [231], [232], [233], [234], [235], [236]. However, a major 

challenge lies in the fact that these descriptor-based methods require considerable human 

expertise to implement successfully. 

In the present research work, an experimental study based on the damage mode characteristics 

of bonded CFRP specimens in a joggled lap shear configuration is carried out. Three specimens 

(JLS1, JLS2, and JLS3) of the same material and designed in the same configuration are 

mechanically tested using a tensile test, and the AE signals are measured. The mechanical 

properties of each specimen are discussed. An innovative approach based on a combination of 

a deep autoencoder, k-means data clustering and Hilbert spectrum analysis waveform 

processing to efficiently monitor damage modes in bonded CFRP specimens. This approach 

eliminates the need for manual extraction of damage-sensitive features from acoustic emission 

signals. 

7.2 Damage Mechanisms Characterization Framework Based on Deep 

Autoencoder, k-means Clustering and Hilbert Spectrum Analysis 

This methodology combines the Deep Autoencoder, K-means clustering, and Hilbert Spectrum 

Analysis (HHT) to process and characterize AE signals captured during mechanical testing of 

CFRP composites. 

1. AE Signal Acquisition and Preprocessing: AE signals are recorded during tensile tests 

on CFRP composites, capturing real-time data related to various damage mechanisms 

such as matrix cracking, fiber breakage, and delamination. Preprocessing is conducted 

to remove noise and prepare clean data for analysis. 

2. Deep Autoencoder for Feature Extraction: The Deep Autoencoder (DAE), as explained 

in Section 3.2.3, is employed to reduce the dimensionality of the high-dimensional AE 

data. The autoencoder compresses the data into a latent space that preserves the key 

damage features, allowing for efficient extraction of the most critical information. 

3. K-means Clustering for Damage Classification: The latent features extracted by the 

autoencoder are then classified using K-means clustering, as detailed in Subsection 

3.2.1.1. This clustering method groups similar AE signals into clusters that correspond 

to different damage modes, enabling accurate classification of damage mechanisms 

modes. 

 

4. Hilbert Spectrum Analysis (HHT): To refine the classification, Hilbert Spectrum 

Analysis, described in Subsection 3.1.3.2, is applied to the AE signals. HHT provides 

a detailed time-frequency representation, which helps in identifying subtle variations 

between damage mechanisms by analyzing the energy distribution over time. 
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This integrated framework allows for accurate characterization of damage mechanisms in 

CFRP composites, offering a robust method for identifying and tracking damage progression. 

In the next section, the results and discussion of this characterization approach will be 

presented. 

7.3 Materials and Testing Methods 

To prepare the CFRP laminates, an epoxy-carbon fiber prepreg, ER450 epoxy (SAATI CIT 

CC206 ER450 43%) was taken. The reinforcing carbon fibers are arranged in a woven 

configuration, with layers of fibers overlapping one another. The adherends were cured using 

autoclave method. Detailed specifications, including the number of plies and adherend 

geometry, can be found in Table 1. The nominal ply thickness is 0.244 mm. The adherends are 

joined together in a Joggled Lap Shear (JLS) configuration using a strong structural adhesive. 

The adhesive chosen for this study is characterized by a shear strength of 25 MPa and a peel 

strength of 65 MPa. Details about the adhesive coated thickness and the overlapping area are 

also provided in Table 7.1. The adhesive was cured at a temperature of 65 °C for 1 hour, 

followed by testing after a 5-day interval. The JLS bonded laminates are depicted in Figure 7.1 

While no standardized procedure is available to determine the ply thickness and number of 

plies for the specimen configuration, the testing procedures were carried out in accordance with 

ASTMD5068 standards. Three specimens of same category, named as JLS1, JLS2 and JLS3, 

were analyzed in this study. All the tests were carried out under the same test conditions. 

 

Table 7.1. Description of Geometry and Properties for JLS Specimens 

     Flat Adherend     

Length 

(mm) 

 Width 

(mm) 
Thickness (mm) 

No. of 

Plies 
Stacking sequence 

101.6±0.12   26.09±0.07 2.0±0.04 8 [+45/-45]3/-45/+45 

     Curved Adherend     

Length 

(mm) 

 Width 

(mm) 
Thickness (mm) 

No. of 

Plies 
Stacking sequence 

101.6±0.17  26.09±0.05 2.0±0.04 6 [+45/-45]3/-45/+45 

  
 

  
Overlapping Region 

(Adhesive) 
    

Length 

(mm) 

 
  Width (mm)   Thickness (mm) 

101.6±0.17    2.0±0.04   3.67±0.05 
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Figure 7.1:  Typical JLS specimen. 

7.4 Results and discussion 

7.4.1 Mechanical Test Results 

The mechanical characterization of the damage modes of JLS specimens was carried out 

through a series of tensile tests, following the recommendations of ASTM D5868 standard. 

Two critical points can be identified from the mechanical results presented in Figure 4: the 

maximum load at initial failure, which indicates the onset of damage, and the maximum load 

at final failure, which represents the complete failure of the specimen. Although the three 

specimens share similar material characteristics, their peak load values differ significantly. This 

finding has been observed by several authors on the bonded specimen, such as Avila et al., Liu 

et al. Adin et al. and Kadioglu et al. [37 - 40]. This variation can be attributed to a series of 

factors such as overlap length, adhesive thickness and scarf angle.  

These researchers unanimously recognized the significant impact of these factors on the 

performance of joined composites under static stress. Adin et al revealed that modifying joint 

dimensions could reduce maximum stress [39]. Meanwhile, Silva et al. observed that the use 

of hand-mixed adhesives in CFRP composites could introduce geometric variations in the 

bonded areas, affecting their load-bearing capacity. They  also noted the importance of surface 

treatment, temperature, and exposure to hostile environments, highlighting their effect on load 

performance [41]. Manohar et al. highlighted that the choice of adhesive and bonding agent, 

overlap length and pre-treatment methods influence joint strength [42]. Kowatz et al. discussed 

that the reduced shear strength in composite structures is attributed to the uneven shear stress 

distribution and found less resilience to fatigue under repeated loading [43]. Lu et al. explored 

the effect of the number of CFRP layers and bonding mode on the mechanical properties of 

composites [44, 45]. One of their works reported an improvement in load-bearing capacity and 

stiffness with an increase in the number of layers [45], while the other found that the double-

sided reinforcement was effective [44]. Karachalios et al. found that the adhesive thickness 

strongly affects joint strength, with thicker adhesives giving stronger joints [46]. Martínez et 

al. concluded that the shear stress in single-lap joints is mainly affected by the thickness of the 

adhesive [47], while the deformation, elastic modulus and absorbed energy are influenced by 

the overlap length [47]. In summary, these studies demonstrate that variation in the mechanical 

properties in bonded composites can be attributed to the following factors: interface strength, 

adhesive thickness, presence of defects and bonding method. In addition, they collectively 

highlight the complex interplay of these factors that could lead to the variations in the failure 

loads. The JLS 1 specimen withstood a considerably higher initial load than the JLS 2 and JLS 
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3 specimens. In particular, specimen JLS 2 showed low resistance to initial and final fracture 

(see Figures 7.2a, b and c). 

 

 
 

  
Figure 7.2: (a) Mechanical properties of JLS1 specimen, (b) Mechanical properties of JLS2 

specimen, (c) Mechanical properties of JLS3 specimen  

7.4.2 Results of deep autoencoder training 

The AE signals acquired from the mechanical testing of the bonded composites are used to 

train the DAE model. During the training phase, the DAE is engaged in accurately 

reconstructing the AE's input signals. AE signals collected from JLS1, JLS2, and JLS3, each 

containing waveforms of length 5120 samples, were used to train and evaluate the model. The 

dataset contains 715 waveforms from JLS1, 393 waveforms from JLS2, and 827 waveforms 

from JLS3. During the training process, the DAE reduced the dimension of the waveform into 

a low-dimensional space of four latent features at the bottleneck layer through the encoder. 

Then it is decoded using the trained weights in the decoder layers to restore it to its original 

state. The k-fold cross-validation is used to improve training and validation by dividing the 

dataset into k=4 subsets (or "folds"). At each training iteration, k-1 datasets are used for 

training, while one remaining dataset is reserved for validation. This approach aims to reduce 

bias by using the majority of data for training in all k iterations. This process is performed on 

a PC with a speed of 2.92 GHz and a RAM of 16.0 GB. 

(a)

< 
(b)

< 

(c)
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The hyperparameters for this DAE training were designed to optimize the model's 

performance. To achieve a balance between model convergence and the prevention of 

overfitting, training is continued for 150 epochs. The mini-batch size of 128 improves the 

efficiency of the computation and the stability of the gradient. Data shuffling is included at the 

start of each epoch, which maintains diversity within the mini batches. Validation is repeated 

for every 10 mini-batches. A learning rate of 0.001 is used to ensure smooth convergence. To 

enhance the learning process, a piecewise learning rate schedule is implemented, which reduces 

the learning rate by a factor of 0.7 every 20 epochs (refer to Table 7.2). Figures 7.3 (a), (b), and 

(c) each illustrate an example of an original signal and its reconstructed signal from specimens 

JSL1, JSL2, and JSL3, respectively. The reconstruction error for each parametric study case 

was measured by root-mean-square error (RMSE) to assess the respective performance (see 

Figure 7.4). For JSL1, the average RMSE is around 0.170045. For JSL2, the average RMSE 

error is around 1.107225. Finally, for JSL3, the mean RMSE error is around 0.671855. The 

main objective was to extract latent features that represent high-dimensional input data 

containing information about the fracture mechanism of specimens under load and reduce them 

to low-dimensional features retaining the same information. To ensure efficiency, it is essential 

that the RMSE error is low, indicating that the model can reconstruct the data accurately, 

closely reflecting the original input. It should be noted that in some cases, DAE is also used to 

reduce noise in the data [237]. 

 

Table 7.2. Training parameters of the deep autoencoder model 

Training Parameters 

Max number of training epochs   150 

Mini batch  128 

Validation Frequency  10 

Initial Learn Rate  0.001 

Learn Rate Schedule  piecewise 

Drop factor  20 

Drop learning  0.7 

Gradient Threshold  1 

L2 Regularization   0.001 
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Figure 7.3: Original and reconstructed signal based on Deep Autoencoder for JLS 1; JLS 2; and JLS3 

 
Figure 7.4: Effect of cross-validation folds (K) on RMSE values for different specimen types 

 

7.4.2.1 Damage characterization using latent features   

 The latent features from the bottleneck layer are used for damage clustering. The Singular 

Value Decomposition (SVD) method is used to select the most significant latent features 

reflecting the original signal data. Figure 7.5(a) shows that the dominant singular value is two, 

(a) 

(c) 

(b) 
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(a) (b) 

representing 96% of the variance explained for JLS1 specimens., 94% for JLS2 (see Figure 

7.5(b)), and 92% for JLS3 (see Figure 7(c)). (See Figure 7 (c)).  

 

 
 

 
 

Figure 7.5: Selection of dominant features from the bottleneck layer by SVD: (a) JLS1, (b) JLS2, and 

(c) JLS3. 

The unsupervised k-means pattern recognition algorithm was employed to examine the selected 

latent features. In this context, the Silhouette criterion is used to assess cluster quality by 

comparing the similarity of an object within its own cluster against its similarity to the objects 

in other clusters. A higher Silhouette score is indicative of a model characterized by well-

delineated clusters. The Silhouette criterion returns k = 3 as the optimal number of clusters (see 

Figure 7.6 (a), (b), and (c)). This finding implies that the three-cluster model contains 

significant intra-cluster homogeneity and distinct inter-cluster separation and, therefore, is 

capable of elucidating the inherent structure of the dataset. 

 

(c) 

(a) (b) 
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(a) (b) 

(c) 

 

 
Figure 7.6: Silhouette values of clusters for latent features of: (a) JLS1, (b) JLS2, and (c) JLS3 

 

 

 
Figure 7.7:  Latent feature clustered by k-means algorithm for : (a) JLS1, (b) JLS2, and (c) JLS3 
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Figures 7.7 (a), (b), and (c) illustrate each latent feature clustered from specimens JLS1, JLS2, 

and JLS3, respectively. The three distinct clusters of latent features reflect different damage 

modes observed during mechanical testing.  

Recent studies have applied various forms of autoencoders, including deep convolutional, 

variational, and stacked autoencoders, for damage detection in different materials [238], [239]. 

The methods have demonstrated improvements in the automated detection and classification 

of damage mechanisms. Despite these advances, the relationship between latent features and 

specific damage modes remains unexplored. This represents a significant gap that limits our 

in-depth understanding of damage mechanisms. To address this limitation, the model proposes 

analyzing the AE waveforms corresponding to the clustered data points. These analyses are 

carried out on the corresponding signals reconstructed by the decoder. Therefore, a frequency-

domain analysis based on the power spectral density of the waveforms is performed. The 

objective is to accurately identify the frequency characteristics responsible for damage modes 

in bonded composite specimens. 

All waveforms analyzed were randomly selected to ensure a balanced representation of the 

data for analysis. The examination of the JLS 1 specimen, illustrated in Figure 7.8, reveals a 

distinct variety of frequencies within Cluster 1 that extend from 100 to 375 kHz. They also 

show frequency fluctuations, particularly from 300 to 375 kHz, where increased spectral power 

is observed. In Cluster 2, spectral power is distributed over the frequency range of 250–375 

kHz. A distinct peak in spectral power is identified at 350 kHz. Cluster 3 shows relatively less 

variability, with the dominant spectral band around 300–400 kHz and a peak frequency at 350 

kHz. 

 

Figure 7.8:  Typical AE frequency - domain waveforms from JLS 1: Cluster 1; Cluster 2; and Cluster 

3 based on latent feature 

The frequency analysis of the AE signals from the JLS 2 is shown in Figure 7.9. The results 

show increased complexity, with each cluster exhibiting a spectral power distribution in distinct 

frequency ranges. However, a peak around 350 kHz is observed in all clusters, highlighting a 

common feature despite the spectral diversity. This observation reiterates the phenomenon 

identified in the first specimen, where a spectral power peak was also located at this same 
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frequency. Three frequency spectra were identified in the cluster 1: the first spectrum is located 

between 100-250 kHz, the second extends from 300-375 kHz, and the third is positioned in the 

400 to 500 kHz range. The cluster 2 waveforms are characterized by two distinct frequency 

spectra: the first spectrum from 100-250 kHz and the second from 300-375 kHz. Cluster 3 

features a frequency spectrum covering 250-350 kHz. 

 

 
Figure 7.9:  Typical AE frequency - domain waveforms from JLS 2: (a) Cluster 1; (b) Cluster 2; and 

(c) Cluster 3 based on latent feature 

In the case of specimen JLS 3, illustrated in Figure 7.10, Cluster 1 shows dominant frequencies 

between 300-350 kHz, accompanied by some additional frequencies that vary with each 

waveform. Nevertheless, some peaks are identified in the first spectra between 100 and 200 

kHz, with a main peak at 350 kHz, similar to observations made for JLS specimens 1 and 2. 

This recurrence of the 350 kHz peak establishes a consistent frequency pattern across the 

specimens studied. In cluster 2, waveforms show frequencies predominantly between 275 and 

375 kHz, indicating a common dominant spectral band within this cluster. The same 

observation is made for cluster 3, although spectral lines are also detected as small peaks in the 

first spectrum between 100 and 200 kHz, adding further nuance to the spectral analysis of this 

cluster. However, the most dominant frequency is around 250–375 kHz. 

(a) (b) (c) 
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Figure 7.10:  Typical AE frequency - domain waveforms form JLS 3: (a) Cluster 1; (b) Cluster 2; and 

(c) Cluster 3 based on latent feature 

 

The analysis reveals variability in the overall frequency content as well as the presence of 

dominant frequency bands across clusters. Bearing this complexity in mind, the aim is to 

correlate each cluster with a specific damage mode across all tested joggled lap CFRP 

specimens under tensile loads. In certain clusters, AE signals with frequency bands between 

100-250 kHz and 100-200 kHz were observed. De Groot et al. have similarly associated these 

frequency ranges with matrix cracking [240], since it produces low-frequency signals. This is 

confirmed by the results of this study on the JLS composites and by various other studies. In 

our recent study, frequency analysis of AE signals revealed two frequency bands characteristic 

of delamination processes: one between 150 and 250 kHz, and the other above 300 kHz [241]. 

Similar frequency bands were observed in the JLS composites, which could be associated with 

delamination. The frequency bands of 250–350 kHz and 250–375 kHz are generally considered 

to be indicative of matrix/ fiber debonding [53, 54]. The predominant frequency band for a 

large number of signals in each JLS specimen was centered around 250–375 kHz. This 

observation suggests that the load was transported inside the adhesive layer. The evolution of 

interfacial crack growth in this same zone influenced the generation of acoustic events. The 

400–500 kHz frequency band is linked to fiber breakage or the development of interlaminar 

cracks in CFRP composites [242]. Recent studies and our previous research have confirmed 

this observation [108]. In this analysis based on AE waveforms, it has been observed that the 

main damage modes in all JLS specifications are matrix/fiber debonding and interfacial crack 

growth. Some research has validated the frequencies of AE signals associated with different 

damage modes using Digital Image Correlation (DIC) or other supplementary analysis. 

Andraju and Raju identified micro/macro matrix damage (58–175 kHz), fiber-matrix 

debonding (175–400 kHz), delamination and fiber pullout/peel-off (400–600 kHz), and fiber 

failure (>600 kHz) in CFRP laminates [243]. Mahesh et al. identified matrix cracking (100–

260 kHz) and interface failure (270–400 kHz) in open-hole CFRP laminates under tension-

(a) (b) (c) 
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shear loading [244]. Ali et al. identified matrix cracking (50–180 kHz), interface failure (180-

400 kHz), and fiber breakage (400–670 kHz) in woven carbon fabric laminates and effectively 

classified the damage modes under flexural loading [245]. Zarouchas and Hemelrijck 

characterized thick adhesives in wind turbine blades through tensile and compression tests on 

dogbone specimens and bonded joints. Using DIC, they identified microcracks (80–110 kHz), 

matrix macrocracks (210–280 kHz), and fiber rupture (410–480 kHz). The frequency bands 

observed from our analysis and referenced studies establish a consistent correlation between 

specific frequency ranges and particular damage modes. Matrix cracking generally occurs 

between 50 and 260 kHz; fiber-matrix debonding and delamination between 175 and 400 kHz; 

and fiber breakage (>600 kHz). 

7.4.3  Damage characterization using AE features  

The second part of the damage characterization uses AE descriptors, the amplitude and entropy. 

The Amplitude and entropy of the AE signals from the JLS specimens are clustered using the 

k-means algorithm. These features are often used to effectively characterize materials, include 

CFRP composites subjected to mechanical loading [241]. In the context of our study, the choice 

of amplitude and entropy descriptors for AE signal analysis is dictated by their ability to 

provide distinct and complementary insights into the dynamics of failure events [246]. The 

entropy characterizes the uncertainty or disorder of the signal data, thereby enabling a 

qualitative analysis of failure structures. Recently, several key studies have demonstrated the 

effectiveness of entropy in AE analysis. For example, Burud et al. have demonstrated that 

wavelet entropy can effectively estimate spectral disorder in AE signals, providing valuable 

information on fracture processes in concrete [247]. The use of entropy and amplitude thus 

enriches our understanding of failure mechanisms. The integration of these two measures 

significantly enhances the ability to distinguish between different types of damage, facilitating 

the characterization and classification of failure modes in the CFRP composites. As explained 

in the previous subsection, the Silhouette criterion is applied to determine the optimal number 

of clusters. Figures 7.11 (a), (b) and (c) show that there are three optimal clusters for the 

features and for all specimens. 
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Figure 7.11: Silhouette Values of AE Features of (a) JSL1; (b) JLS 2; and (c) JLS3 

 

In Figure 7.12 and Table 4, cluster assignments for specimens JLS1, JLS2, and JLS3 are 

presented. For specimen JLS1, the first cluster exhibits a low amplitude range of 40 to 48 dB 

and an entropy distribution from 0.01 to 1.54, indicating initial damage such as microcracks. 

Cluster 2, with an amplitude range of 49 to 65 dB and entropy from 0.02 to 1.01, suggests 

damage progression, with signs of interlaminar cracks. The third cluster, spanning 67 to 99 dB 

in amplitude and 0.03 to 0.8 in entropy, reveals severe damage, possibly indicating the critical 

failure. The specimen JLS2 exhibits damage beginning with a first cluster ranging from 40 to 

58 dB in amplitude and 0.03 to 2.10 in entropy, suggesting a more varied initiation of damage, 

potentially due to debonding or microcracking. The second cluster, displaying an amplitude of 

59 to 78 dB and an entropy of 0.02 to 1.35, indicates a progression towards moderate damage. 

The third cluster, from 79 to 100 dB in amplitude and 0.07 to 1.03 in entropy, denotes critical 

damage, with a strong indication of fiber breakages, signalling an advanced stage of structural 

degradation. For JLS3, the first cluster reveals an amplitude of 40 to 53 dB and an entropy 

distribution of 0.01 to 2.59, highlighting a wide range of initial damages, from minor debonding 

to various microcracks. The second cluster, with an amplitude of 54 to 75 dB and an entropy 

of 0.02 to 1.88, shows signs of more serious damage, likely more complex and extensive matrix 

cracking. Finally, the third cluster, with amplitudes of 76 to 100 dB and an entropy of 0.04 to 

1.52, signals very severe damage, such as fiber ruptures, indicating the most critical phase of 

degradation. The initial observation is that there are three modes of damage for each specimen, 

each with a slightly different distribution. This variation can be attributed to the fact that the 

adhesive used for these specimens was applied manually. Liu et al. identified acoustic emission 

amplitudes for matrix cracking as 50–60 dB, delamination, 60–80 dB, interface failure, 50–70 

dB, and fiber breakage, 80–90 dB in fiber reinforced composites [248]. Zhuang and Yan's study 
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on polyethylene composites reported similar amplitudes: matrix cracking below 60 dB, 

delamination 60–85 dB, interface failure 30–45 dB, and fiber breakage 80–97 dB [249].  Barre 

and Benzeggagh found in glass/polypropylene composites amplitudes of 40–55 dB for matrix 

cracking, 65–85 dB for delamination, 60–65 dB for interface failure, and 85–95 dB for fiber 

breakage [250]. Based on these observations, a hypothesis can be formulated. In Table 7.3, the 

clustered AE feature entropy versus amplitude may indicate different damage processes. 

Cluster 1 represents AE signals generated by matrix cracking; cluster 2 represents signals from 

delamination events; and cluster 3 represents signals from fiber breakage. 

In this study, time-frequency analysis based on HSA is used to support this hypothesis. 

Previous research has identified CFRP specimen damage modes based on frequency range and 

the instantaneous energy of AE waveforms [251]. 

 

 

 

 
Figure 7.12:  Cluster assignments between Amplitude and Entropy for Specimens: JLS1; JLS2; and 

JLS3 
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FFT of typical waveforms cluster 1 FFT of typical waveforms cluster 2 

FFT of typical waveforms cluster 3 

     Table 7.3. Entropy and Amplitude Cluster Ranges Across all Specimens.   

Specimen  Cluster entropy ranges    Cluster amplitude ranges (dB) 

Cluster 1 Cluster 2 Cluster 3   Cluster 1 Cluster 2 Cluster 3 

JLS 1 0.01 - 1.54 0.02 - 1.01 0.03 - 0.8  40 - 48 49 - 65 67 - 100 

JLS 2 0.03 - 2.10  0.02 - 1.35 0.07 - 1.03  40 - 58 59 - 78 79 - 100 

JLS 3 0.01 - 2.59 0.02 - 1.88 0.04 - 1.52   40 - 53 54 -75 76 - 100 

 

In this subsection, the Fourier transform is applied in order to facilitate the visualization of the 

waveforms associated with each typical cluster for all the specimens examined. 

Complementarily, the analysis relies on Hilbert spectral analysis for further exploration. At 

random, AE signals are extracted for each cluster and specimen for detailed analysis. 

Figures 7.13, 7.14, and 7.15 display the frequency analysis of specimens JLS1, JLS2, and JLS3, 

respectively. They highlight the frequency characteristics specific to each cluster. An initial 

observation indicates a homogeneity of frequencies within the clusters. This uniformity 

contrasts with analyses based on latent characteristics conducted previously. This finding 

highlights the limitations of the proposed DAE-based methodology. 

 

 
 

 
Figure 7.13:  Typical AE frequency - domain waveforms from JLS 1: Cluster 1; Cluster 2; and 

Cluster 3 based on AE features 
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FFT of typical waveforms cluster 1 FFT of typical waveforms cluster 2 

FFT of typical waveforms cluster 3 

FFT of typical waveforms cluster 2 
FFT of typical waveforms cluster 1 

FFT of typical waveforms cluster 3 

 
 

 

 
Figure 7.14:  Typical AE frequency - domain waveforms from JLS 2: Cluster 1; Cluster 2; and 

Cluster 3 based on AE features 

 

 

 
Figure 7.15:  Typical AE frequency - domain waveforms from JLS 3: Cluster 1; Cluster 2; and Cluster 

3 based on AE features 



 

 

92 

 

As mentioned earlier, HSA is used as a signal processing technique to extract relevant 

characteristics from AE waveforms [69]. For the first HAS of JLS 1 specimen, the 

instantaneous energy is concentrated between 250 and 375 kHz at 2 ms (See Figure 7.16(a)). 

For the second HSA, it is focused between 300 and 350 kHz at the same 2 ms mark (see Figure 

7.16(b)). The third HSA exhibits higher instantaneous energy than the first two, with spectral 

concentration from 250 to 390 kHz at 2 ms (see Figure 7.16(c)). An increase in instantaneous 

energy is observed from the first to the last HSA, occurring simultaneously but across different 

frequency ranges. 

Figure 7.17 presents the HSA of specimen JLS2. The AE waveform related to the first HSA 

shows a frequency concentration between 275 and 375 kHz at 2.5 ms, with spectral lines at 1.5 

ms and 3.4 ms indicating low energy (see Figure 7.17 (a)). The AE waveform for the second 

HSA demonstrates an energy concentration in the frequency range of 300 to 350 kHz at 2.2 

ms, with a spectral line around 3 ms exhibiting medium energy (see Figure 7.17 (b)). Figure 

7.17 (c) shows a frequency range from 250 to 375 kHz, similar to that of the HSA in the first 

cluster, but with high energy and a time shift of 4.8 ms.  

Figure 7.18 shows the HSA for the signals from specimen JLS3. The HSA from the first cluster 

is characterized by a frequency range of 275 to 375 kHz at 2 ms, as illustrated in Figure 7.18 

(a). For cluster 2, the HSA narrows the focus to a frequency range of 300 to 350 kHz at 2 ms 

(See figure 7.18 (b)). For cluster 3, the AE waveform echoes the first cluster's behavior, 

presenting a frequency range of 250 to 375 kHz at 2 ms (See figure 7.18 (c)). This result 

indicates that the HSA for the cluster 1 across all specimens are nearly identical around 250-

375 kHz with low instantaneous energy. As discussed in the previous section, the second 

analysis reveals that the majority of AE signals are concentrated in the 250 kHz to 375 kHz 

frequency band. This confirms that the main damage modes in JLS specimens are interfacial 

debonding and crack growth, due to load transmission through the adhesive layer. In contrast, 

AE features classify three modes of damage: matrix cracking, delamination and fiber breakage.  

 

 
Figure 7.16:  Typical AE frequency - domain waveforms from JLS 1: Cluster 1; Cluster 2; and 

Cluster 3 
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Figure 7.17:  Typical AE frequency - domain waveforms from JLS 2: Cluster 1; Cluster 2; and 

Cluster 3 

 
Figure 7.18:  Typical AE frequency - domain waveforms from JLS 3: Cluster 1; Cluster 2; and 

Cluster 3 

7.4.4 Validation of AE Results Using Fractographic Analysis 

The damage mechanisms identified through AE signal analysis matrix cracking, fi-ber-matrix 

debonding (or interfacial debonding), and fiber breakage were confirmed through fractographic 

analysis, providing a comprehensive view of failure progression in the JLS specimens. 

Fractographic examination post-failure corroborated these mechanisms, revealing specific 

structural features associated with each damage mode. 

Matrix cracking, initially detected as lower-frequency AE signals, was identified as the first 

stage of damage. This mechanism typically involves the formation of micro-cracks within the 

matrix material, marking localized stress concentrations that set the stage for further damage 

progression. Fractographic analysis showed that initial adhesive peel-ing occurred at the knee 

of the bend in the overlap region (see Figure 19a), suggesting that mechanical stress 

concentrates in this area, leading to early adhesive debonding under tensile load. This peeling 

and micro-cracking weaken the bond between the ad-hesive layer and CFRP laminates, 

initiating interfacial crack growth a critical damage mode highlighted by acoustic emissions in 

the 250–375 kHz frequency range. 

As matrix cracking and adhesive peeling progress, the bond between the matrix and fibers 

deteriorates, resulting in fiber-matrix debonding or interfacial debonding (see Figure 19d). 

Fractographic evidence supported this observation, showing compromised integrity of the 

adhesive layer and leading to laminate debonding, as illustrated in Figure 18b. This interfacial 



 

 

94 

 

separation detected by AE signals in the mid-frequency range corresponds to a stage where the 

laminates are no longer fully bonded, creating a higher risk of delamination. The fractographic 

analysis confirmed this delamination, revealing that as peeling and debonding advance, 

individual fibers become exposed to irregular forces. These forces are not fully supported by 

the matrix, increasing suscep-tibility to rupture. 

The final stage of damage, fiber breakage, is marked by high-frequency AE signals. 

Fractographic evidence in Figure 19c shows fiber breakage at the end of the lamina, where 

exposed fibers fail under unbalanced forces as matrix support diminishes. The combination of 

fiber-matrix separation and initial fiber breakage exacerbates the problem of fiber-matrix 

adhesion, leading to a complete breakdown in the load-bearing capability of the composite. 

These findings confirm that fiber breakage is the ultimate mode of failure in the JLS specimens, 

coinciding with the highest recorded AE frequencies and corresponding to catastrophic 

structural failure. The AE results, confirmed by fractographic analysis, establish interfacial 

debonding and interlaminar crack growth as the primary failure mechanisms in the JLS 

specimens. The majority of AE signals, centered in the 250–375 kHz band, indicate that load 

transmission is primarily occurring through the adhesive layer, with interfacial crack growth 

responsible for most acoustic activity. The convergence of acoustic and visual data underscores 

the significant role of adhesive integrity in load transmission, with interfacial cracking 

emerging as a key indicator of structural damage in adhesively bonded CFRP composites. 

 

 
Figure 7.19:  Fractographic analysis of CFRP bonded in JLS a) Peeling at the knee of adhesive; (b) 

Delamination along the boundary of the adhesive layer interface; (c) Fiber breakage; (d) Fiber/Matric 

Debonding 

7.5 Conclusion 

This research focused on characterizing damage modes in adhesively bonded CFRP composites 

under mechanical loading using AE signal analysis. A novel framework was introduced, 

utilizing a Deep Autoencoder (DAE) to automate the damage characterization process. The 
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DAE effectively reduced the dimensionality of AE signals, extracting latent waveform features 

through Singular Value Decomposition (SVD). These features were then analyzed using the k-

means clustering algorithm to identify distinct damage modes, which were further validated 

through Hilbert Spectral Analysis (HSA). Three primary damage modes were identified: matrix 

cracking, delamination, and interfacial crack growth. The study observed a predominant 

frequency band between 250 kHz and 375 kHz across all specimens. 

This frequency range suggests that the load applied to the CFRP bonded composite was 

primarily transmitted through the adhesive layer. The observed AE signals predominantly 

originate from the growth of interfacial cracks within the adhesive, which are essential for 

generating detectable acoustic events. However, the differences observed in the frequency 

content of the AE signal within each cluster highlight the complexity of characterizing CFRP 

damage. This variation underscores the limitations of current methodologies in fully capturing 

the various damage signatures, highlighting the need for an integrated approach. A 

conventional method focusing on AE features using amplitude and entropy, analyzed using k-

means clustering, identified three main damage modes: matrix cracking, delamination, and 

fiber breakage. Validation through time-frequency analysis using Hilbert spectral analysis 

confirmed these categories, correlating them with specific frequency bands. 

Fractographic analysis revealed that initial crack growth at the knee of the joggled overlap led 

to adhesive peeling, compromising the adhesive layers and causing fiber-matrix separation. 

The AE results corroborated these findings, with most signals centered around the identified 

frequency band, confirming that interfacial debonding and crack growth are the primary 

damage modes. Considering these observations, the necessity of integrating traditional and 

innovative methods becomes evident, enhancing the understanding and identification of 

complex damage modes in adhesively bonded CFRP composites. The frequency variability 

observed within clusters highlights a critical area for future research. Merging conventional 

acoustic emission characteristics with advanced methods will enhance the understanding and 

identification of complex damage patterns in adhesively bonded CFRP composites. This 

integrated approach promises to refine damage characterization, contribute to more robust 

predictive models for material behavior under stress, and advance both theoretical and practical 

aspects of composite materials engineering. 
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General conclusion 

This thesis focused on developing and applying advanced methods for monitoring damage 

mechanisms in aerospace materials. It specifically targeted AlSi10Mg and CFRP composites, 

which are widely used in the aerospace industry. Significant progress was made by integrating 

traditional signal processing methods with deep learning models. This led to improved 

accuracy and efficiency in Acoustic Emission signal analysis. 

Tensile tests were performed on AlSi10Mg specimens built in different orientations using 

Selective Laser Melting. AE signals were recorded during the mechanical tests. These signals 

provided real-time insights into the material's behavior during elastic and plastic deformation. 

The Continuous Wavelet Transform was used to extract time-frequency features. The data was 

then processed using deep learning models. A simplified CNN model outperformed other 

models such as AlexNet and SqueezeNet. It offered faster processing and higher classification 

accuracy. 

To improve AE signal classification, a new methodology combining Fuzzy Artificial Bee 

Colony with CNN was introduced. This approach addressed issues like suboptimal local 

maxima during training. It improved performance through data augmentation using Gaussian 

noise. The hybrid model classified AE signals more accurately. This made it a valuable tool 

for Structural Health Monitoring in aerospace. 

The thesis also explored damage characterization in CFRP composites. Mechanical loading 

was applied, and AE signals were collected to monitor damage mechanisms. These included 

matrix cracking, delamination, and fiber breakage. A Deep Autoencoder was developed to 

automate damage characterization. It reduced the dimensionality of AE signals and identified 

key latent features. K-means clustering was then used to classify damage modes. Hilbert 

Spectral Analysis validated the results. 

The thesis contributed to the development of advanced AE methods. These methods integrate 

traditional approaches with machine learning and deep learning models. They significantly 

improved AE signal classification in both AlSi10Mg and CFRP composites. The FABC-CNN 

and Deep Autoencoder frameworks offer new tools for predictive maintenance and real-time 

monitoring in aerospace. This helps reduce operational costs and improves material integrity. 

Looking forward, the methodologies developed in this thesis provide a solid foundation for 

future research. They could be expanded to other materials and stress conditions. This work 

shows the potential for reliable, automated damage mechanism detection. It opens new 

possibilities for improving the safety and longevity of aerospace components. 
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