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Abstract

This Ph.D. thesis is composed of two parts: the first and main part is devoted to

video streaming and Internet media delivery services. In particular, issues con-

cerning optimal network resource allocation and live video streaming synchro-

nisation are tackled. The second part represents the beginning of a study inves-

tigating the asymptotic stability of nonlinear systems with Deep Reinforcement

Learning controllers.

Part 1. Video streaming is gaining more and more ground causing an unprece-

dented growth of multimedia streaming services such as YouTube, Netflix, Twitch,

etc. As a consequence, more than half of the global Internet traffic is today due

to video contents [11]. To keep high engagement and avoid service abandonment,

services delivering videos to massive audiences are required to provide users with

a satisfactory Quality of Experience (QoE), which estimates a provider’s service

from a user’s standpoint. On-line video content services should provide users with

the best possible Quality of Experience (QoE) given the constraints due to the user

device and network. Current video platforms perform a Quality of Service (QoS)

fair distribution of network resources. Such an approach is designed to provide

concurrent users sharing the same network resources (i.e. network links) with a

fair share of network bandwidth with no regard to the heterogeneity of users. As
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a consequence, the quality perceived by users is not equalized since, in order to

obtain the same level of QoE, users with large screen devices (f.i. Smart TVs)

require a larger video bitrate w.r.t. devices with small screens (e.g. smartphones).

On the users’ side, players run a control algorithm that strives to selfishly im-

prove the quality individually perceived by users. As a consequence, this control

architecture leads–in the best case–to maximise the average quality collectively

perceived by all users and not to a resource distribution that results fair in terms

of user-perceived quality.

In the context of the Cloud-based pLatform for Immersive adaPtive video Stream-

ing (CLIPS) project, an optimisation framework to design the QoE-fair network

bandwidth allocation strategy based on the Multi-Commodity Flow Problem (MCFP)

[127] has been proposed. QoE has been modelled as the visual quality, which rep-

resents the main factor in the definition of such a metric. Visual quality has been

evaluated through the Video Multi-method Assessment Fusion (VMAF), which is

a full-reference video quality assessment tool. Moreover, to sensibly reduce the

number of variables involved in the optimisation procedure, a traffic clustering

approach has been integrated into the framework. Although the state of the art

provides several ways to estimate the QoE associated with a user, the video qual-

ity will be considered as the measurement unit for QoE throughout this work. In

addition to optimal network resource distribution, live video streaming synchro-

nisation issues have been investigated.

Live streaming events, such as football matches, are nowadays enjoyed together

by users even if they are not physically in the same place. This has been possible

thanks to the advent of social media applications and mobile devices. A crucial

point concerning this service is the synchronisation of video playback among ge-

ographically distributed users, which prevents users’ service abandonment. When
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comments and reactions on social networks are left, a not synchronised video

playback can be easily noticed and be detrimental to users’ feelings of together-

ness.

To this end, a distributed control approach has been proposed to achieve syn-

chronisation among users. In particular, the well-known consensus problem of

simple integrators with saturated inputs has been deployed to design a distributed

playback synchronisation framework. Furthermore, a leader-follower approach

has been adopted with the aim of ensuring a controlled synchronisation among

users in order to obtain the least possible delay with respect to the video con-

tent provider. Finally, an event-triggered control is introduced as an enhancement

to the previously developed control to reduce the information exchanged among

users.

Part 2. Recent years have witnessed a considerable spread of machine learning

techniques to solve problems and enhance procedures in various fields. In control

systems, machine learning has brought several advantages, such as the possibility

of controlling nonlinear systems that would be hard to control with conventional

techniques, the possibility of controlling systems whose model is not known, and

so on. To this end, Deep Reinforcement Learning (DRL) algorithms aim at learn-

ing control policies through interaction with an environment. However, despite

the encouraging performance, such algorithms are still mainly employed in sim-

ulation environments since most of the real-world applications are safety critical.

For this reason, it is important to have some guarantees on the asymptotic stability

of the system controlled with a DRL policy.

The framework proposed to take a step forward in this direction consists of ex-

tracting the DRL control policy that proves good at achieving the control goal.

Then, a Learner-Verifier scheme leverages a counterexample-based strategy to
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synthesise a Lyapunov function that certifies the asymptotic stability of the system

controlled with the policy extracted. This framework also provides useful insights

into safety guarantees that are often necessary when it comes to real applications.

Keywords— Video Streaming Systems - Quality of Experience - Quality of Ser-

vice - Network Resources - Synchronisation - Consensus - Event-Triggered con-

trol - Machine Learning - Deep Reinforcement Learning - Lyapunov Neural Net-

works - Nonlinear Systems - Lyapunov Stability Theory
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Abstract

(Italian)

Questa tesi di dottorato è suddivisa in due parti: la prima parte, nonché la principa-

le, è dedicata al video streaming e ai servizi Internet multimediali. In particolare,

in tale elaborato si analizzano i problemi legati all’allocazione ottima delle risor-

se di rete nell’ambito del video streaming ed alla sincronizzazione degli utenti

durante una diretta streaming. La seconda parte rappresenta l’inizio di uno stu-

dio che analizza l’asintotica stabilità dei sistemi nonlineari con controllori Deep

Reinforcement Learning.

Parte 1. Il video streaming sta acquistando sempre più importanza causando una

notevole crescita dei servizi di streaming multimediale come YouTube, Netflix,

Twitch ecc. Di conseguenza, più della metà del traffico globale su Internet è oggi

dovuto a contenuti video [11]. Per fidelizzare gli utenti ed evitare l’abbandono del

servizio, è necessario che le piattaforme che inviano contenuti video ad un numero

massivo di utenti garantiscano agli utenti un livello soddisfacente di Quality of Ex-

perience (QoE), la quale mira a stimare il servizio fornito da un provider dal punto

di vista dell’utente. I servizi che forniscono contenuti video online dovrebbero ga-

rantire agli utenti la migliore QoE possibile dati i vincoli dovuti ai dispositivi degli

utenti e alla rete. Le attuali piattaforme video adoperano una distribuzione equa
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delle risorse di rete dal punto di vista della Quality of Service (QoS). Con tale

approccio, agli utenti che condividono le stesse risorse di rete (cioè i link di re-

te) vengono assegnate parti delle risorse di banda senza considerare l’eterogeneità

degli utenti. Di conseguenza, la qualità percepita dagli utenti non è uguagliata

dal momento che, per ottenere lo stesso livello di QoE, gli utenti con dispositivi

dotati di ampio schermo (ad esempio le smart TV) hanno bisogno di un bitrate

maggiore rispetto a dispositivi con piccoli schermi (ad esempio gli smartphone).

Lato utente, i player sul dispositivo eseguono un algoritmo di controllo che mira

a migliorare in maniera ’egoista’ la qualità percepita individualmente dagli utenti.

Tale architettura di controllo porta–nel migliore dei casi–ad una massimizzazio-

ne della qualità media percepita collettivamente da tutti gli utenti piuttosto che

ad una distribuzione delle risorse che risulti equa in termini di qualità percepita

dall’utente.

Nell’ambito del progetto Cloud-based pLatform for immersive adaPtive video

Streaming (CLIPS), si è proposto un framework di ottimizzazione per l’alloca-

zione delle risorse di rete in maniera QoE-fair. La QoE è stata modellata utiliz-

zando la qualità visiva, che rappresenta il fattore principale quando tale metrica

viene definita. La qualità visiva è stata valutata attraverso il Video Multi-method

Assessment Fusion (VMAF), che è uno strumento per la valutazione della quali-

tà video. Inoltre, per ridurre notevolmente il numero di variabili coinvolte nella

procedura di ottimizzazione, si è integrato un metodo di clustering del traffico.

Nonostante lo stato dell’arte fornisca molti modi per stimare la QoE associata ad

un utente, la qualità visiva è considerata l’unità di misura per eccellenza in questo

lavoro.

Gli eventi streaming dal vivo, come ad esempio una partita di calcio, sono al gior-

no d’oggi seguiti da utenti che di solito non sono fisicamente nello stesso luogo.
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Ciò è stato reso possibile grazie alla diffusione dei social media e dei dispositi-

vi mobili. Un aspetto cruciale riguardante tale servizio è la sincronizzazione del

video playback tra utenti geograficamente distribuiti. Quando vengono lasciati

commenti e reazioni sui social network, un video playback non sincronizzato può

essere facilmente notato e quindi avere risultati negativi sul senso di togrtherness

che l’utente avverte quando vede un evento in diretta con altri utenti.

A tal fine, è stato proposto un approccio di controllo distribuito per ottenere la

sincronizzazione tra gli utenti. In particolare, è stato utilizzato il noto problema

del consenso di integratori semplici con input saturati per progettare una sincro-

nizzazione distribuita del video playback. Inoltre, è stato adottato un approccio

leader-follower con l’obiettivo di assicurare una sincronizzazione tra gli utenti

e al contempo di ottenere il minor ritardo possibile rispetto al provider. Infine,

è stato introdotto un controllo di tipo event-triggered per migliorare il controllo

precedente e per ridurre le informazioni scambiate tra gli utenti.

Parte 2. Negli ultimi anni si è avuta una notevole diffusione di tecniche di machine

learning per risolvere problemi e migliorare procedure in vari campi. Nell’ambito

dei sistemi di controllo, il machine learning ha apportato diversi vantaggi, come

ad esempio la possibilità di controllare sistemi nonlineari che sarebbero difficili

da controllare con le tecniche classiche, la possibilità di controllare sistemi il cui

modello non è noto e così via. Gli algoritmi di Deep Reinforcement Learning

(DRL) mirano ad apprendere policy di controllo attraverso l’interazione con l’en-

vironment. Tuttavia, nonostante le performance incoraggianti, tali algoritmi sono

ancora impiegati principalmente in ambienti simulativi dato che la maggior par-

te delle applicazioni reali presentano problemi di sicurezza. Per questo motivo,

è importante avere delle garanzie sulla stabilità asintotica del sistema controllato

mediante una policy DRL.
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Per ovviare a tale problema, l’architettura proposta consiste nell’estrazione di

una policy di controllo DRL in grado di raggiungere l’obiettivo di controllo.

Successivamente, uno schema Learner-Verifier utilizza un approccio basato su

controesempi per provare a sintetizzare una funzione di Lyapunov che certifica

l’asintotica stabilità del sistema controllato con la policy estratta. L’architettura

permette anche di ottenere delle considerazioni utili per la sicurezza, che è spesso

richiesta nel caso di applicazioni reali.
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Chapter 1

Introduction

In this Chapter, a historical background concerning video streaming technologies

and services is provided. A brief description of the application domain and the

protocols involved is then given along with the most used approaches employed to

handle control problems in video streaming. Finally, the fundamentals of machine

learning in general and deep reinforcement learning in particular are described as

an enhancement to both video streaming and nonlinear control systems.

1.1 Video Streaming Background

It can be said that the first streaming dates back to 1881 and concerned a tele-

phonic distribution system called théâtrophone. It consisted of a telephonic trans-

mission system implemented by Clément Ader at the International Exposition of

Electricity in Paris. The system allowed users to listen to opera and theatre per-

formances by placing some telephone transmitters across the front of a stage. In

1890 the system officially became a payment service offered by the Theatrophone

Company. In 1992, Starlight Networks created StarWorks [151], the first video
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Figure 1.1: Severe Tire Damage

streaming commercial product, which allowed users to watch on-demand videos

on corporate Ethernet networks.

The first live stream to ever include both audio and video dates back to 1993 and

was about a band called Severe Tire Damage. The video was 152x76 pixels and

the audio quality was no better than a telephone connection. The broadcast used

about half of the total available bandwidth over the Internet. Figure 1.1 shows a

snapshot of the gig that was performed and livestreamed at Xerox PARC.

Also Starlight Networks implemented live video streaming on Ethernet via In-

ternet Protocol (IP), also followed by Protocomm and RealNetworks. The lat-

ter broadcast a baseball match between the New York Yankees and the Seattle

Mariners over the Internet in 1995. In the same year, Microsoft released a media

player called ActiveMovie for media streaming while Apple introduced its player,

QuickTime, only in 1999.

By the beginning of the new century, Adobe Flash implemented the Real Time

Messaging Protocol (RTMP), gaining ground in the field of video distribution.

Flash-based players were widely adopted by streaming platforms such as YouTube.
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Then, HTTP-based technologies came out and outperformed the RTMP protocol

for quality and scalability. This was mainly due to the chunk-based nature of

the new framework for adaptive streaming that allowed the use of common web

servers instead of dedicated streaming servers. However, this transition gave rise

to several proprietary technologies such as Apple HLS or Microsoft Smooth. With

the aim of defining a standardised framework, Moving Picture Experts Group

(MPEG) tried to develop Dynamic Adaptive Streaming over HTTP (DASH) in

2012. From then on, non-proprietary frameworks like DASH became the main

solution adopted by streaming platforms such as YouTube.

1.2 Protocols

The Internet is a best-effort, non-real-time network and therefore results not suit-

able for multimedia content streaming. Being a best-effort network implies that

data packets are treated in the same way and there is no guarantee that they are

successfully delivered in time. As a consequence, when the load on the network

increases, network performance may deteriorate. The first video streaming sys-

tems were built on top of User Datagram Protocol (UDP) [132], [107]. However,

this protocol is not appropriate for the streaming of multimedia content in that

there is no congestion control algorithm necessary to avoid network collapse.

In IP-based streaming, the Internet Engineering Task Force (IETF) devised the

Real-time Transport Protocol (RTP) [138] responsible for the transmission, while

the setup of the streaming session and the record of the state information is carried

out by the Real-Time Streaming Protocol (RTSP) [139]. During transmission, as

shown in Figure 1.2, the client sends a feedback to the server through RTP Con-

trol Protocol (RTCP) [55] so that the server can operate rate adaptation and data

delivery scheduling. This way, IETF managed to stream multimedia contents on
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Client Server

RTCP Reports

RTSP

RTP

Figure 1.2: RTSP/RTP sequence diagram

IP networks with low overhead and low delay, thus guaranteeing synchronisation

[167]. However, at that time all implemented technologies and protocols were

proprietary and RTP streaming architectures implied the use of complex and ex-

pensive servers and it was not scalable since all intelligence was allocated at the

server. In addition, it was thought that end-to-end latency was one of the main key

performance indices when designing a video streaming system, but this belief has

been shown to be wrong [142], [26].

In 2005 Move Networks [15] proposed a paradigm to adapt multimedia content

over the Internet by introducing HTTP Adaptive Streaming (HAS) that works

with Transmission Control Protocol (TCP). Such a paradigm is based on chunk

distribution with adaptive bitrate approaches without requiring dedicated stream-

ing servers. In addition, TCP guarantees a reliable transmission with an increased

resulting video quality. For this reason, HAS became the main approach adopted

for video streaming by the most famous platforms and service providers such as

Netflix, YouTube, etc. In a nutshell, the computing burden is on the client, which

pulls the data from a standard HTTP server. When a multimedia file is ready for

streaming, it is divided into fixed-length segments or chunks. Each chunk is then

encoded at a different bitrate/resolution. The server creates a manifest, i.e. a file
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Figure 1.3: HAS-based Streaming Scheme

containing the available segments and other metadata associated to video, audio,

etc.

During a session (Figure 1.3), the client first downloads the manifest, then it keeps

track of the available bandwidth, buffer status and other features according to

which the next more suitable representation of the segment is selected and down-

loaded. It is worth to remark that each segment is independent of the others and

the servers do not have to keep all state information, thus solving the problem of

scalability.

In 2009 Apple released the HTTP Live Streaming (HLS), an HTTP-based adap-

tive bitrate streaming communication protocol for multimedia content delivery.

Each media stream is represented at different quality levels and fragmented into

chunks of equal length. All the information is contained in a .m3u8 manifest file,

which provides the Uniform Resource Locators (URLs) of the video chunks along

with other metadata such as chunk duration, resolution, encoding bitrate etc. This

way, the user can operate an adaptive bitrate streaming since it can select suitable

video fragments according to the available bandwidth and its device resolution. In
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the attempt of devising a standard protocol for adaptive video streaming that could

be employed by different companies on the market, the Moving Picture Experts

Group (MPEG) developed the Dynamic Adaptive Streaming over HTTP (DASH)

[150], which in 2011 became an international standard [1]. The DASH standard

can be deployed on existing Content Delivery Networks (CDNs) and, just like

HLS, it allows seamless switching of the visual quality according to the available

network bandwidth. In practice, a DASH server contains segments encoded at

different bitrate levels and reported in the Media Presentation Description (MPD)

file, which is essentially a manifest. The client reads the MPD and, on the ba-

sis of Multi BitRate (MBR) or Adaptive BitRate (ABR) algorithms, fetches the

appropriate levels of the segments depending on available bandwidth estimation

and playback buffer status. Basically, the goal is to download segments with the

highest resolution possible while avoiding rebuffering events. The MPD is an

eXtensible Markup Language (XML) document that contains several pieces of

information related to the media content and, in particular, to the audio, video and

text in it. An MPD file, as shown in Figure 1.4, is composed of a sequence of

Periods, each of which regarding a precise temporal interval and containing one

or more adaptation sets. In the simplest case there is only one adaptation set con-

taining all audio and video, but to reduce the bandwidth each stream could be split

into different adaptation sets. For instance, there could exist more adaptation sets

containing video and a specific audio for each language. Inside each adaptation

set there may be more than one Representation, each of which is representative

of the same media content at different levels of encoding and at multiple screen

sizes. Each representation encapsulates Media Segments that represent the actual

media content, usually in the form of a URL.

The MPEG Common Media Application Format (CMAF) is an extensible stan-

dard for the encoding and packaging of segmented media for delivery and decod-

6



Chapter 1. Introduction

Media Presentation

Description

Period ID: 1

Start: 0 seconds

Period ID: 2

Start: 60 seconds

Period ID: 3

Start: 120 seconds

...


Period ID: 2

Start: 60 seconds

Adaptation set 0

Adaptation set 1

Adaptation set 2

...


Adaptation set 1

Representation 1
0.5 Mbps

Representation 2
2 Mbps

Representation 3
5 Mbps

...


Representation 2

2 Mbps

Segment 1
Start: 0 seconds

...

Segment 2
Start: 10 seconds

...

Segment 3
Start: 20 seconds

...

...


Figure 1.4: MPD Data Model

ing on user devices in adaptive multimedia presentations. The CMAF specifica-

tion defines several media objects as follows:

• CMAF Track: each track contains encoded media samples like audio, video,

and subtitles. Such media samples are stored in a CMAF specified container

based on ISO Base Media File Format (BMFF). It is also possible to protect

media samples with MPEG Common Encryption. Each track has a header

and one or more CMAF fragments.

• CMAF Switching Set: such sets may contain CMAF alternative tracks with

different bitrate and resolution.

• Aligned CMAF Switching Set: different CMAF switching sets encoded

from the same source with different encodings.

• Aligned CMAF Switching Set: different CMAF switching sets encoded

from the same source with different encodings.

• CMAF Selection Set: a group of switching sets of the same media type with

possibly different content (e.g. language, camera angles, etc.).
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• CMAF Presentation: one or more presentation time-synchronised selection

sets.

The CMAF Hypothetical Reference Model defines how tracks are delivered, com-

bined, and synchronised in CMAF presentations. The same media resources can

be delivered to multiple platforms, i.e. both to HLS and DASH platforms, with

efficient caching through CMAF Addressable Objects, which consist of:

• CMAF Header: the header contains information for initialising a track.

• CMAF Segment: a sequence of one or more consecutive fragments belong-

ing to the same track.

• CMAF Chunk: a chunk contains a sequential subset of samples from a

fragment.

• CMAF Track File: it is an ISOBMFF file.

1.3 Video Streaming Quality Metrics

In this section we are going to analyse two metrics employed when dealing with

multimedia streaming services: the Quality of Service (QoS) and the Quality of

Experience (QoE). While the former describes the global performance of a service

through objective measurements, the latter focuses on the actual user experience

based on both objective and subjective metrics. In past years, streaming platforms

focused only on network performance, i.e. on QoS, but did not take into account

users’ opinions and experience. As a result, media streaming services experienced

some episodes of user abandonment and did nothing effective to prevent it.
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1.3.1 Quality of Service

QoS is the standard way of measuring network performance based on some char-

acteristics such as latency, jitter, packet loss, throughput etc. It could be defined as

the ability to guarantee a certain level of performance to a data flow. Traditional

video streaming QoS-based schemes, such as for instance Differentiated Service

(DiffServ) [20] and Integrated Service (IntServ) [21], guarantee a certain quality

level of video sessions in a network on the basis of a set of network measurements

and control operations. Such techniques provide QoS guarantees since they are

focused on network and packet-based metrics, but do not measure the real impact

on the end user. As a consequence, QoS parameters do not consider subjective

aspects regarding the Human Visual System (HVS). With the advent of video and

real-time communication on the network, the QoS is no longer a sufficient metric

in that it does not account for the relationship between the end user and the tech-

nology. In particular, QoS does not include the end user satisfaction or the effect

of large audio or video level variations. Therefore, this metric shows its utility

only when measuring the technical performance of the network.

1.3.2 Quality of Experience

The QoE metric takes into account both objective network indices and subjective

metrics that give a measurable grasp of users’ opinion on the quality of the service

provided. This opinion is not independent of QoS’s characteristic parameters: on

the contrary, there are independent bounds between these two metrics. The impor-

tance of the QoE is due to the fact that a video streaming service provider mainly

aims at studying and maximising the quality of the service perceived by users

rather than the simple QoS. According to [23], the quality is the outcome of an

individual’s comparison and judgement process. It includes perception, reflection
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about the perception, and the description of the outcome. Experience is an individ-

ual’s stream of perception and interpretation of one or multiple events. Therefore,

the Quality of Experience is the degree of delight or annoyance of the user of an

application or service. It depends on the fulfilment of his/her expectations with

respect to the utility and/or enjoyment of the application or service in the light of

the user’s personality and current state. In short, the experience regards a flow of

individual perceptions that users transform into delight or annoyance through a

personal process called quality. Being both quality and experience subjective fac-

tors, it is evident how difficult it is for service providers—especially those in the

video streaming distribution—to establish a reliable metric that defines the QoE.

Finding a way to objectively compute the QoE is therefore in contrast with the

definition of the QoE itself, since it takes into account also personal parameters

coming from users. Besides, such parameters are not well defined and known a

priori, but result from choices that are subjective, too. For this reason, in the liter-

ature there are several different ways to compute and interpret the QoE according

to the parameters considered. Consequently, each method has its pros and cons

because some aspects are considered but some others are neglected.

1.3.2.1 QoE estimation methods

In [84], the authors use traditional QoS parameters to get a measure of the QoE.

This is done after a description about the correlation between QoE and QoS and

the design of a methodology to extract an evaluation of the QoE starting from the

parameters of the QoS. The expression relating these two metrics is the following:

QoE(QoS) = K
eQoS−α + e−QoS+α

eQoS−α + e−QoS+α +β
+1 (1.1)

where α represents a specific class of QoS, i.e. a particular combination of con-
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straints on performance variables; β depends on the service class provided; K is

a constant mapping the user’s satisfaction to the given service. The value of QoE

obtained is then mapped on the Mean Opinion Score (MOS) scale ranging from

0 to 5. Gong et al. in [68] propose a model that is not based on surveys or direct

evaluations of users to avoid too subjective opinions (and so possibly subject to

noise) and to spare time. The proposed model for the QoE measurement is based

on five factors: retainability, usability, integrality, availability, and instantaneous-

ness. A factor b is associated with retainability, which denotes the frequency of

interruption of a service; the usability of a service is identified with letter d; inte-

grality, which includes jitter, packet loss and delay, is represented with parameter

a; availability denotes how many times the service is accessed successfully and

is identified with parameter c, while instantaneousness, denoted with e, is the re-

sponse time to establish and access the service.

With these five Key Performance Indicators (KPIs) the authors derived the follow-

ing model of the QoE:

QoE =
1
2

sinλ (ab+bc+ cd +de+ ca) (1.2)

where λ is a constant properly tuned and the value of the QoE is the area of the

irregular pentagon obtained from the five KPIs as shown in Figure 1.5.

Another approach for the QoE computation based on its correlation with the QoS

can be found in [111]. The model is based on adaptive learning and can be divided

into three submodels:

• User model: it takes into account all relevant characteristics associated with

the user such as position, preference, type of device etc.

• Domain model: it represents the concept of the subject domain and it is usu-
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Figure 1.5: Irregular pentagon of the 5 KPIs in [68]

ally described by concept structures like concept maps, semantic networks

or concept graphs;

• Adaptive model: it links the two previous models through adaptive learning.

Denoting with QoL the Quality of Learning, i.e. the feedback related to the learn-

ing strategy, and with QoF the Quality of Flow, i.e. users’ subjective feedback and

the technology employed, the QoE can be expressed as:

QoE = f (QoL(QoS),QoF(QoS)) (1.3)

In this context, flow is a psychological concept and it describes a state where

people are so completely immersed in an activity that they lose track of time,

which leads to an intensive interaction with the service. The flow is closely related

to the QoS. In [69] the concept of QoS and User Experience (UE) is used to

derive a formula of the QoE that depends on both parameters. The study is carried

out on virtual reality applications but it could be extended also to the case of

2D video streaming without substantial changes. User Experience represents the

part of subjective parameters related to the user and can be divided into different
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subgroups:

• Perception measurements: they express how a user perceives the service

and can be very different according to users;

• Rendering quality: it describes the quality associated with the three funda-

mental elements of virtual reality, i.e. graphics, audio, and tactile technol-

ogy;

• Physiological measurements: they refer to the biological parameters di-

rectly measured on the user while consuming the service. Such parameters

outline the user status while monitoring factors like stress and brain activity;

• Psychological measurements: they express the user status through the ob-

servation of his/her behaviour during the service and without the measure-

ment devices typical of the previous point.

The resulting formula of the QoE is a weighted linear combination of the QoS and

UE and it can be defined as follows:

QoE = ζ ·QoS+(1−ζ ) ·UE (1.4)

where ζ between 0 and 1 controls the weight assigned to the QoS and UE. An

interesting study carried out in [53] presents in a detailed way the relationship

existing between QoS parameters and those related to the QoE. This relationship

is called IQX hypothesis for exponential interdependency between QoS and QoE.

It is used to compute the immediate quantitative influence that variations of QoS

parameters have on the QoE. Results show that the user sensitivity to the QoE

is as high as the quality the user is receiving from the service. If the QoE is

very high, then a small disturbance will have a considerably negative effect and
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the QoE will plummet. On the contrary, if the QoE is already low, a further

disturbance or deterioration of the network conditions will not heavily affect the

already negative experience of the user. In [53], the authors assume that a change

in the QoE is the consequence of a change of the same entity in the QoS. Such a

change depends on the current level of the QoE in a linear way, thus obtaining the

following relationship:

∂QoE
∂QoS

∼−(QoE− γ) (1.5)

The solution of this differential equation allows us to obtain the relationship be-

tween the QoE and the QoS, which in other words gives the IQX hypothesis.

QoE = α · e−β ·QoS + γ (1.6)

The validity of this expression is proven empirically and it is shown to be more

accurate than those presented in the literature. Some works like [50], [83], con-

sider a logarithmic relationship, according to which the QoE variation depends on

the reciprocal of the QoS.

∂QoE
∂QoS

∼− 1
QoS

(1.7)

In [4], a different approach is introduced. It aims at improving the quality per-

ceived by the user and at the same time minimising the network resources. This

QoE management approach allows service providers to predict the user’s experi-

ence and, consequently, to optimally allocate network resources. To estimate the

QoE qualitative indicators associated with a user starting from known quantitative

indicators, a statistical model is employed, and the resulting function is:
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fkm = u0 +u1X1km +u2X2km + · · ·+upXpkm (1.8)

Where fkm is the quality prediction concerning the observation m for the group of

users k, Kikm is the value of the quantitative indicators Xi for the observation m for

the group k, and ui is a coefficient associated with i = 1 . . . p.

Xu et al. [166] consider a probabilistic approach concerning packets. The assump-

tion is that packets reach the destination buffer with an arrival rate λ according to a

Poisson process. The entire video is composed of N consecutive packets while the

buffer can contain at most K packets. When a user requests a video, the prefetch-

ing phase starts, during which the user accumulates a sufficient number of bits of

the video until the so called startup threshold is achieved. When this happens, the

user starts playing the video until a possible rebuffering event occurs. In other

words, if the buffer depletes, the video freezes and it is necessary to wait until the

buffer receives a sufficient number of bit to start the video playback again. The

phases of the approach proposed in [166] are:

• Prefetching: the user’s device starts downloading the packets following a

Poisson process and the playback video hasn’t started yet;

• Playback: after downloading a sufficient number of bits and reaching the

startup threshold, the video is played by the user;

• Starvation: if some problems occur and the buffer gets empty, the video

stops;

• Rebuffering: the device starts downloading the video packets again until the

number of bits available is equal to the startup threshold;

• End: after receiving all the N video packets, the connection ends.
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The goal is to maximise the QoE of the user by analysing the trade-off between

the startup threshold and the starvation phenomenon. A too high startup threshold

implies a high waiting time for the user before the video starts (playback phase).

This leads to a reduction in the QoE or, in the worst case, the user abandons

the service. On the other hand, a too low threshold means increasing the risk the

buffer gets empty and goes in starvation. This implies the interruption of the video

and, once again, a decrease in the QoE. It is then necessary to design an accurate

model of the buffer [33] to obtain better results on the basis of the aforementioned

trade-off.

1.3.2.2 Key factors for QoE evauation

Factors affecting the experience of a user enjoying a video streaming service are

different and in many cases are difficult to identify. Among these, the literature

provides a deep study of two factors considerably impacting the QoE: initial de-

lays and playback stalls. In order to have a better understanding of initial delays

and playback stalls, Hossfield et al. [72] have studied the impact of initial delays

on the QoE perceived by a user and have evaluated their effects with respect to

those produced by playback stalls during the visualisation of the video. The study

was carried out on two videos, one lasting 60 seconds and the other one 30. The

metric used to evaluate the QoE associated with a user is the MOS, which is based

on a scale of satisfaction ranging from 1 to 5. If, for instance, an 8 second stall oc-

curs, the MOS related to the 30 second video is visibly lower than that associated

with the 60 second video. This means that the QoE perceived by users is worse if

the stall occurs during the playback of a shorter video. In addition, a logarithmic

relationship best approximates the mapping between waiting times and the MOS

in the case of initial delays while for stalls the relationship is exponential. Since

waiting times for stalls usually bear a MOS lower than waiting times due to initial
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delays, when designing a video streaming service initial delays are to be preferred

to playback stalls. A further study carried out by the same authors confirms that

users prefer to experience an initial delay before watching a video rather than

a playback stall in the middle of it of the same length. An important factor em-

ployed to explain how playback stalls degrade QoE more than initial delays comes

directly from psychology. According to Serial Position Effect [35], a person tends

to remember the first and last elements better than those in the middle. The term

Recency Effect was forged by the psychologist Hermann Ebbinghaus through a

series of studies he carried out on himself. Given a list, he discovered that the pre-

cision of memories vary according to the position of the elements in the list [47].

When people are asked to remember a list of elements in any order, they tend

to start from the end of it because they remember the last elements better. This

is the so-called Recency Effect, which has its roots in the working memory, i.e.

a model introduced to describe more accurately the dynamics of the short-term

memory. Then, it has been assessed that among the previous elements, those most

frequently remembered are those appearing at the beginning of the list. In this

case we talk about Primary Effect, a mechanism concerning long-term memory

[42], [116]. These temporal effects on human perceptions play an important role

with regard to the occurrence of the degradation effects and their timing. Accord-

ing to the Recency Effect, it has been observed that the general quality perceived

by a user is strongly affected by a single negative event occurring by the end of

the service rather than at the beginning. Moreover, the longer the video watched,

the less the impact of the playback stall due to the Recency Effect.

To sum up, in case of bad network conditions, among the possible effects nega-

tively affecting the QoE, users prefer initial delays than intermediate stalls. This

result provides an important guideline for video streaming service designers be-

cause it suggests to exploit a potential initial delay to perform pre-buffering op-
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erations in order to avoid playback stalls once the video has started. However,

in case of unfavourable conditions (e.g. bottlenecks, scarce bandwidth resources,

etc.) it is not always easy to avoid intermediate stalls. In [73] further results on

the impact of initial delays and intermediate stalls on the QoE are reported. Data

are drawn from a research carried out through crowd-sourcing where 1349 users

participated in the tests on the stalls with 4047 videos watched. In this research,

several variables were analysed as possible key factors influencing the QoE. After

gathering data about network speed, the browser employed, users’ background,

etc., it was observed that the most relevant factors are:

• The impact due to the number of playback stalls N;

• The length of every single stalling event L;

• The total stalling time T .

According to [75], even if the total stalling time T in a video is the same, users can

perceive a different final quality depending on the patterns of occurrence of the

stalls, i.e. on parameters N and L. To this end, 2035 users were involved and, after

watching some videos with a predefined pattern of stalls, were asked to express

their opinion about the quality through a MOS scale. It has been observed that as

the length of the stalls L increases, the MOS value decreases faster as the num-

ber of stalling events N increases. It is curious to see that a MOS equal to 3 can

be obtained both with two stalling events (N = 2) lasting 1 second each (L = 1)

and with a single stall (N = 1) lasting 3 seconds (L = 3). Hence, it results that

QoE(1+1) = QoE(3). In other words, the quality perceived by users experienc-

ing 2 stalling events lasting 1 second each would be the same as one stalling event

lasting 3 seconds. This analysis shows that the evaluation of a single parameter

is not sufficient to adequately model the QoE associated with a video streaming

service. Moreover, it is shown that QoE(1 · 4) ̸= QoE(4 · 1), which means that
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the quality perceived by users when 4 1-second playback stalls occur is not the

same as that obtained with a single 4-second stalling event. In general, if the to-

tal stalling time T = N ·L is constant, the more interruptions occur the faster the

user’s perceived quality decreases. Therefore, it is the number of stalling events N

to have more influence on the perceived quality with respect to the length of each

single stalling event L.

1.3.2.3 Objective quality assessment

Objective quality assessment algorithms provide an objective quality measure-

ment of the image that is consistent with subjective human evaluation. Therefore,

an ideal objective image quality assessment should be able to mimic the quality

predictions of an average human observer. In general, there are two main kinds of

objective quality assessment: no-reference quality assessment and full-reference

quality assessment.

No-reference quality assessment: in many real-world applications the reference

image is not available and the resulting evaluation is uniquely based on the test

image. Full-reference quality assessment: the reference image is fully available

to be compared with the test image.

Although no-reference algorithms [160], [22], [92], [144], are usually faster, they

provide a quite low accuracy [155]. On the contrary, full-reference objective algo-

rithms provide better quality evaluations. The scientific literature is rich of several

approaches that attempt to implement effective full-reference algorithms. In the

following we will describe only some of the most important metrics widely used

in a variety of applications. The first approach is the Mean Square Error (MSE)

[66], which is defined as the difference between the reference and test images. Let

Ire f and Itest be the reference and test images respectively and let the image have
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a resolution H×W , then the MSE can be computed as follows:

MSE =
1

WH

H

∑
j=1

W

∑
i=1

(Ire f (i, j)− Itest(i, j))2 (1.9)

From MSE it is possible to derive the peak-signal-to-noise ratio (PSNR), i.e. the

ratio between maximum possible power of a signal and power of distortion. It can

be computed by using the following formula:

PSNR = 10log(
D2

MSE
) (1.10)

where D is the dynamic range of pixel intensities. Although MSE is computation-

ally inexpensive, has very nice mathematical properties and is widely used as a

measure for optimisation problems, when it comes to matching human perception

of the visual quality, it shows poor performance [157]. Therefore, other methods

have been designed to overcome this problem [96] and, among them, an important

advancement was given by the Structural Similarity Index (SSIM) [158].

1.3.2.4 Structural Similarity Index

SSIM is based on the insight that HVS is highly correlated to the structural in-

formation of an image. Therefore, being able to measure structural information

change, i.e. those traits that represent the structure of objects in an image [158],

implies the possibility of obtaining a good approximation of the perceived image

distortion. The SSIM algorithm defines the image degradation as the perceived

change in structural information.

The SSIM algorithm is based on three relatively independent components: lumi-

nance comparison, contrast comparison and structure comparison.
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The luminance comparison is:

l(x,y) =
2(1+R)

1+(1+R)2 + C1
µ2

x

(1.11)

where R is the relative luminance, i.e. the luminance change with respect to the

background luminance, µ is the mean intensity. The contrast comparison is:

c(x,y) =
2σxσy +C2

σ2
x +σ2

y +C2
(1.12)

where σx and σy are standard deviations estimating the signal contrast. Finally,

the structure comparison is:

s(x,y) =
σxy +C3

σxσy +C3
(1.13)

where C1, C2 and C3 are constants properly chosen. By combining the three com-

parisons, it is possible to define the SSIM between signals x and y as:

SSIM(x,y) = [l(x,y)]α · [c(x,y)]β · [s(x,y)]γ (1.14)

where α , β and γ are appropriate positive weights. If α = β = γ = 1 and C3 =

C2/2, then the SSIM can be simplified in this way:

SSIM(x,y) =
(2µxµy +C1)(2σxy +C2)

(µ2
x +µ2

y +C1)(σ2
x +σ2

y +C2)
(1.15)

Figure 1.6 shows the block diagram of the SSIM quality assessment.

However, to have a single overall quality measure, for the entire image, a Mean
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Figure 1.6: SSIM quality assessment diagram [158]

SSIM (MSSIM) index to evaluate the overall quality is introduced.

MSSIM(X ,Y ) =
1
M

M

∑
j=1

SSIM(x j,y j) (1.16)

where X and Y are the reference and the distorted images, x j and y j are the image

contents at the j-th local window and M is the number of local windows in the

image.

The drawback of SSIM metrics is that they do not take into account image details

at different resolutions and viewing conditions. To tackle this problem, in [162] a

Multi-Scale SSIM (MS-SSIM) has been designed. Let j = 1 . . .M be the possible

different resolutions, then the MS-SSIM equation is:

SSIM(x,y) = [lM(x,y)]αM ·
M

∏
j=1

[c j(x,y)]β j [s j(x,y)]γ j (1.17)

where αM, β and γ are constants that weigh the different components. Several

variants of the SSIM have been proposed in the literature to consider different

aspects for the visual quality assessment [161], [89], [159]. Another approach for
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image quality assessment is the Most Apparent Distortion (MAD) algorithm [88],

which is based on the assumption that HVS employs different strategies to deter-

mine the quality of an image. Hence, two approaches were derived: detection-

based strategy and appearance-based strategy. In the former, when HVS views

high-quality images, it goes beyond the image content, looking for distortions.

In such a strategy, locations of visible distortions are first determined, then the

perceived distortion is computed. In appearance-based strategy, when low-quality

images are viewed, it tries to go over distortions and concentrates on the content

of the image. This approach is based on local statistical difference maps.

Since there is no method that performs best in all situations, in [95] machine learn-

ing is leveraged to obtain a Multi-Method Fusion (MMF) approach that merges

the results of multiple methods. Each method is weighed according to the training

process of a regression approach.

Usually, Support Vector Machine (SVM) is employed as a regressor. During

the training phase, a series of elementary quality metrics are considered for the

training video dataset. The corresponding scores are normalised in the interval

between 0 and 1 and then the final quality score is computed as the nonlinear

combination of the elementary scores whose wights are given by the SVM regres-

sor. After the training phase, the resulting weights are used for the video quality

assessment. A further development based on SVM algorithms is the Video Multi-

method Assessment Fusion (VMAF), which best reflects the user’s perception of

a video content [97], [99]. Also VMAF predicts subjective quality by combining

multiple quality metrics through SVM regression. The elementary metrics fused

are:

• Visual Information Fidelity (VIF) [143]: it is based on the assumption that

quality is complementary to the measure of information fidelity loss;
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• Detail Loss Metric (DLM) [90]: it measures the loss of details that affects

the content visibility and the redundant impairment that distracts the viewer;

• Motion: it is the temporal difference between adjacent frames computed

through the average absolute pixel difference for the luminance component.

The SVM regressor is then trained on a Netfilx dataset and the resulting model

shows visibly better results than other approaches in the literature.

1.4 Machine Learning

Machine Learning (ML) techniques are generally employed to learn from past

data in order to reach a certain level of artificial intelligence. The field of ML

encompasses statistical models and algorithms able to learn a task on the basis of

data previously acquired and to obtain a certain performance.

In general, ML can be divided into three categories [19]:

• Supervised learning;

• Unsupervised learning;

• Reinforcement learning.

Supervised Learning

The goal of supervised learning is to learn a function able to map input data to

specific groups. Equivalently, it can be said that the trainer creates labels to let

the agent discover the relationship existing between inputs and labels. This cat-

egory can be further split into regression problems and classification problems.

In regression problems the variables associated with the labels are continuous and

therefore represented by real numbers. If variables are discrete, then we talk about
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classification. Examples of supervised learning algorithms can be linear regres-

sion [140], logistic regression [70], decision trees [128] or, as already said, SVM.

Supervised learning techniques have been used to improve and predict the QoE

in video streaming applications. In [27], such ML techniques are advocated to

improve the so-called multidimensional QoE, i.e. a high number of inputs is used

to evaluate the impact on playback stalls and initial delays on the QoE. In partic-

ular, based on the video length, the type of content, the length of the stalls, etc.,

regression techniques are used to get a mapping between the type of video and the

corresponding MOS. After training the algorithm with a dataset, it is possible to

predict the MOS related to a new video with a certain number of stalls in a more

detailed way with respect to the aforementioned exponential model.

Another example can be found in [27], where the QoE is estimated using a linear

regressor and an SVM to compare the performance. Vasilev et al. [154] considers

three main factors to estimate the QoE:

• Average video bitrate of the downloaded segments;

• Average video bitrate variation: the standard deviation of the video bitrate;

it keeps track of the quality changes of the downloaded segments;

• Rebuffering ratio: stalling time divided by the total video duration.

The goal is to predict these three factors on the basis of observable parameters

associated with the QoS. To this purpose, the authors utilise a Bayesian Network

[86] based on logistic regressors and a regression tree.

Unsupervised Learning

Unsupervised learning consists of creating labels that are not known a priori and

then finds relationships between a set of data in input and these labels. This kind

of learning is useful to understand possible distributions of data. One of the most

25



Chapter 1. Introduction

important unsupervised learning algorithms is the k-means clustering.

Such an algorithm was introduced by James MacQueen [98] and then applied to

several fields ranging from image segmentation [43] to disease prediction [100]

to network traffic classification problems [49].

The algorithm is based on the computation of centroids and its goal is to partition

the n samples of a dataset in a prefixed number of disjoint subsets/clusters, say k.

Centroids are the arithmetic mean points of these clusters and are initially chosen

in a random fashion among the n samples to partition.

The k-means algorithm is formed by two steps that are iteratively repeated:

• Assignment step;

• Update step

In the assignment step, every point is assigned to the closest cluster, i.e. that

cluster whose centroid has the minimum Euclidean distance from the considered

point. Mathematically, if k is the number of clusters and m j for j = 1, · · · ,k is the

centroid of cluster i, it results:

S(t)i = {xp :
⃦⃦⃦

xp−m(t)
i

⃦⃦⃦2
≤
⃦⃦⃦

xp−m(t)
j

⃦⃦⃦2
∀ j, 1≤ j ≤ k} (1.18)

where each xp is assigned to only one cluster S. In the update step, all clusters

recompute their centroids by taking into account the newly added data. The new

centroids are obtained as follows:

m(t+1)
i =

1

|S(t)i |
∑

x j∈S(t)i

x j (1.19)
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The algorithm stops once the assignments no longer change. Furthermore, such

an algorithm does not guarantee convergence to the optimal solution but presents

satisfactory results.

An alternative way to k-means is k-medoids. The main difference concerns the

points representing the centres of the clusters. Instead of centroids, medoids are

considered. A medoid is a point in a cluster whose distance from all the points

in the same cluster is minimal. Medoids must necessarily coincide with some

points belonging to the dataset, while in the previous approach centroids could be

anywhere and so also not coincide with data points.

In [156], the authors point out that the relationship between the MOS and QoS

parameters is still an open problem for the research. For this reason, the MOS

prediction is provided by a model including k-means clustering and logistic re-

gression. The latter requires that the independent variable is binary, therefore

such a method is employed to classify the QoE as ‘good’ or ‘bad’. However, dur-

ing the training phase, the MOS values can range between 1 and 5, which is why

a k-means algorithm is implemented to classify the MOS values only as ‘good’ or

‘bad’ (therefore k = 2) and then the logistic regression algorithm is trained.

In [25] the QoE is defined as the quality of the service perceived by users and as a

consequence it can result considerably different from user to user. To this end, the

authors define a model able to autonomously identify user profiles on the basis of

subjective feedback about the service provided. One of the general objectives is to

understand how a user reacts in terms of QoE to the variation of QoS parameters.

Once data are gathered, a clustering algorithm profiles users. The procedure aims

at creating a user profiling module given a number of video sessions. A clustering

algorithm called k-means++ [10] is employed to associate users giving a similar

feedback in similar situations with the same group of users. The user profiling
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module developed in [25] groups users on the basis of a couple of data: the se-

ries of parameters describing the QoS of user i for the session j for every time

instant and the sequence of the related feedback. Thanks to this modelling, it has

been possible to state that profiles describing users’ behaviour can be expressed

as the combination of three main elementary profiles that show the QoE variation

as a function of a single QoS parameter. Basically, the elementary profiles are

composed of:

• A user able to detect every change in the QoS and to affect his/her own QoE

consequently;

• A user insensitive to the variation of a specific QoS parameter;

• A user who is either completely satisfied or completely unsatisfied.

1.4.1 Reinforcement Learning

Reinforcement Learning (RL) is usually employed for the control of dynamic

systems. It finds practical applications especially when the system to be controlled

is not known a priori or is partially known.

RL is a learning technique whose goal is to train an agent that interacts with the

environment and that is able to control it through some actions performed on it. In

other words, the agent’s goal is to learn how to map the state of the environment

to specific actions, which represent the control variable, to maximise a reward

function. In fact, each action produces a reward whose goal is to encourage or

discourage certain behaviours of the agent. RL is generally defined in terms of

optimal control of Markov decision processes and can be implemented through

different types of algorithms. Among these, the most important are temporal dif-

ference algorithms such as SARSA and Q-learning.
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The State-Action-Reward-State-Action (SARSA) algorithm [136] has the goal of

learning an optimal policy π , i.e. a function that defines the probability of choos-

ing a certain action starting from a particular state.

This method is based on an evaluation and update step of the action-value function

Qπ(s,a), which indicates the expected reward starting from state s, performing

action a and following the policy π thereafter, and on an improvement step of the

policy π , in which the policy is updated on the basis of the new values of Qπ(s,a).

The Q-learning algorithm [163] is very close to SARSA but is off-policy, i.e. the

evaluation and update step of the action-value function Q(s,a) does not depend

on the policy but approximates the optimal action-value Q∗.

One last important algorithm based on temporal difference is the actor-critic [148].

In this approach the agent is composed of two parts:

• The actor, whose task is to select the action and to implement it in the sys-

tem;

• The critic, which updates the action-value function and ‘criticises’ the ac-

tions chosen by the actor on the bases of the reward received.

In the literature, RL techniques have recently found their application in the field

of video streaming and QoE optimisation.

An example providing a video streaming application of such techniques is Pen-

sieve [105], which is a system defining new ABR algorithms based on RL. Pen-

sieve trains a neural network that chooses the right bitrate for future video chunks

on the basis of the observations gathered by the client device. This way, no spe-

cific assumption is made on the environment, thus making Pensieve extensible to

any context. Figure 1.7 shows how it is possible to employ RL for bitrate adapta-

tion.
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Figure 1.7: Pensieve scheme [105]

It is possible to notice that the policy, which decides the action to be performed,

is not defined a priori, but is derived from a neural network. The agent gathers

some metrics such as the buffer state, past decisions on the bitrate, etc., and feeds

them to the neural network, which outputs the action to perform, i.e. the bitrate

to choose to download the next video chunk. The agent’s reward is the measured

QoE, which is used to update the neural network’s parameters.

More specifically, the authors implemented an actor-critic RL technique to com-

pute the policy. The agent selects the actions according to a policy that is derived

through an actor neural network having a manageable and tunable number of pa-

rameters θ . Such parameters are updated using the policy gradient method in

order to find the optimal policy, which maximises the long-time reward. The pol-

icy gradient method estimates the gradient of the total expected reward based on

the current policy. To compute this gradient, it is necessary to know the value

function, i.e. the total expected reward obtained starting from a state s and fol-

lowing the current policy thereafter. Therefore, the critic network computes an

estimate of such value function on the basis of the state and the rewards empiri-

cally observed until that moment.

It is worth noticing that such an approach is independent of the metric chosen

to compute the QoE, i.e. the kind of reward of the RL algorithm. The authors

consider three types of metrics, all coming from the following definition of QoE
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as proposed in [169].

QoE =
N

∑
n=1

q(Rn)−µ

N

∑
i=1

Tn−
N−1

∑
n=1
|q(Rn+1)−q(Rn)| (1.20)

Where N is the number of chunks, Rn is the bitrate of chunk n, q(Rn) maps the

bitrate to the quality perceived by the user, Tn is the rebuffering time and the last

term penalises changes in the quality of the video chunks. Three choices for q(Rn)

were considered:

• QoElin: q(Rn) = Rn;

• QoElog: q(Rn) = log(R/Rmin);

• QoEhd: high definition videos are assigned with a higher QoE with respect

to non HD videos.

Results show that, independently of the QoE metric adopted, Pnsieve is able to

guarantee an average QoE always better than other state-of-the-art approaches,

thus confirming the great advantage RL techniques bear.

Tian et al. [149] propose a technique called Deeplive that allows ABR algorithms

running on users’ devices to maximise the QoE related to video streaming through

the use of Deep Reinforcement Learning (DRL). DRL is a combination of neural

networks and RL.

The authors define the following QoE associated with a chunk:

QoEchunk(i) = µq ∑
k

Q(k)+µr ∑
k

R(k)+µl ∑
k

L(k)+µ f ∑
k

F(k)+µsS(k) (1.21)

31



Chapter 1. Introduction

Where k represents the k-th frame of the chunk, Q(K) is the video quality of frame

k, R(k) is the rebuffering time, L(k) is the end-to-end delay of the k-th frame, F(k)

is the frame skipping and S(i) indicates whether a bitrate switch occurred. Notice

that coefficients µq,µr,µl,µ f ,µs are used to define a particular QoE metric. The

total QoE is:

QoE =
I

∑
i=1

QoEchunks(i) (1.22)

On each user, Deeplive implements an agent employing a neural network to de-

termine which action has to be performed to increase the QoE. In particular, the

agent is composed of two neural networks: one used to predict the target QoE and

the other to evaluate the actual QoE. On the basis of these data, the agent chooses

the actions to perform. These actions consist of regulating the bitrate, the buffer

and the latency through the use of a policy that maps the current state with the

corresponding values associated with the three actions. Unlike Pensieve, in this

case actions do not regulate only the download bitrate of the chunks.

Further improvements can be found in [76], where ABR algorithms are based on

the training of two competing agents. This approach results to be very effective in

the case the reward function is complicated and affected by several factors. Other

techniques of deep learning and RL were explored to improve the QoE on DASH

[59], [94], [30]. In particular, in [59] different learning-based architectures are

presented and tested. Such architectures perform better than other state-of-the-art

approaches in terms of QoE and exhibit a higher convergence rate. Also in [94],

on the basis of an advanced deep Q-learning model and a subjective QoE based

on the single video chunks, a new approach is obtained, able to guarantee fast

convergence.
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DRL-based control strategies are also among the most effective ways to achieve

control objectives in nonlinear systems. Such systems are generally hard to con-

trol with conventional techniques that are model-based. DRL algorithms learn an

optimal control policy by directly interacting with the environment. The downside

concerning these kinds of algorithms lies in the absence of any stability guaran-

tee. In other words, no stability certificate ensures asymptotic stability of the con-

trolled nonlinear system. This poses an important problem for the safety of such

control policies. Intuitively, one should try to find a stability certificate, i.e. a Lya-

punov function, that proves the asymptotic stability of the system. However, find-

ing Lyapunov functions is in general a hard task since there is no standard method

to construct them. To this end, Neural Networks (NN) can be implemented to

synthesise Lyapunov functions in an iterative way as explained in Chapter 4.

1.5 Telecommunication System Architecture

The work reported in Chapter 2 and Chapter 3 proposes functional architectures

to solve problems related to video streaming systems. Such architectures need

to be supported by specific technologies and protocols: in particular, Software

Defined Networking (SDN) and network slicing. In the context of 5G infrastruc-

tures, the proposed architectures are perfectly compliant and can be implemented

without any relevant modification. As explained by the 5G Infrastructure Pub-

lic Private Partnership 1 and the related documents, SDN is a technology that is

implemented in the 5G infrastructure and allows the assignment of differentiated

network resources to heterogeneous clients. Network slicing is also an already-

existing solution in 5G networks and is regulated by 3GPP 2 specifications.

1https://5g-ppp.eu
2https://www.3gpp.org
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1.6 Thesis Outline

The thesis is structured as follows:

Chapter 1 — introduces video streaming technology by providing a brief

historical background and the main protocols employed. Particular atten-

tion is paid to Quality of Service (QoS) and Quality of Experience (QoE)

along with an analysis of video quality metrics. A brief introduction of ma-

chine learning techniques applied to video streaming and to the control of

dynamic systems is provided, too.

Chapter 2 — describes an optimal network resource allocation strategy to

increase the QoE-fairness among users in the context of video content distri-

bution. Multi-Commodity Flow Problem (MCFP) and clustering techniques

are employed to solve the problem.

Chapter 3 — tackles the problem of synchronising users attending a live

video streaming event through consensus with distributed event-triggered

control. After modelling users as first-order integrators, classical consensus

protocols and event-triggered control techniques are used to achieve con-

sensus.

Chapter 4 — illustrates the issue of guaranteeing asymptotic stability for

those systems controlled via Deep Reinforcement Learning (DRL) tech-

niques. To this purpose, a Learner-Verifier approach is provided to synthe-

sise proper Lyapunov functions able to prove the asymptotic stability of the

controlled system.

Chapter 5 — provides discussions and conclusive remarks along with pos-

sible future research directions.
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Video Streaming Systems
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Chapter 2

Optimal QoE-fair Resource

Allocation in Multipath Video

Delivery Networks

In this Chapter, a Multi-Commodity Flow Problem (MCFP) optimisation frame-

work is described to address the issue of designing a QoE-fair optimal allocation

strategy in video delivery networks. Simulations show that this approach is able to

remarkably increase fairness in terms of QoE among the users of a video stream-

ing service while still keeping the average QoE unchanged. Results shown in the

following have been published in three scientific papers [41], [40], [103].

2.1 Background and Related Work

An ever-increasing fraction of users prefers to consume video content over the

Internet instead of using classical TV broadcast channels. To make their services
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profitable, online video content providers aim at increasing the number of engaged

users and preventing service abandonment. To this end, such services should be

designed to provide users with the best possible QoE given the constraints set by

the particular user device and the network.

The control architecture employed today by all leading video platforms (Netflix,

Youtube, etc) decouples the problem into two non-cooperating sub-problems:

• video services control their delivery network to guarantee an optimal level

of QoS by ensuring that parameters such as end-to-end network bandwidth,

packet losses, and network latency meet specific requirements;

• concurrent users consume video contents through players that run Adap-

tive BitRate control algorithms (ABR) designed to dynamically select the

video bitrate (and video resolution) from a discrete set L to provide the

best possible QoE given the user device features and the end-to-end net-

work bandwidth [145].

This approach has the advantage of being fully decoupled and very simple to be

implemented. However, some remarkable limitations are present. Since no com-

munication between users is available, ABR algorithms running at the players

selfishly try to improve their individual QoE. In addition, the architecture of cur-

rent delivery networks is designed to provide concurrent users that share the same

network resources (i.e. network links) with a fair share of network bandwidth.

However, this QoS-fair distribution of network resources does not translate into

equalizing the perceived quality. Suppose users have high resolution devices (f.i.

Smart TVs). In that case, the video bitrate required to obtain a specific level of

QoE might be considerably larger compared to the bitrate needed by devices with

low resolution (e.g. smartphones).
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Figure 2.1: Visual quality function of the video bitrate and the client screen reso-
lution

Let us consider the example in Figure 2.1, which shows the measured visual qual-

ity as a function of the encoding video bitrate obtained by clients with different

screen resolutions. Let us assume that three concurrent users request the same

video using clients with different screen resolutions (namely 720p, 1080p, and

2160p) and that the video flows share the same bottleneck link having a band-

width equal to 6 Mbps. Then, the fair network bandwidth share obtained by each

video flow is equal to 2 Mbps. As a result, the visual quality obtained by the

720p, 1080p, and 2160p clients would be respectively equal to 0.9, 0.85, 0.7.

Therefore, it results that small screen devices will enjoy better visual quality with

respect to large screen devices when given the same network bandwidth share. In

other words, current video delivery networks do not provide a fair level of QoE to

users. Consequently, video distribution networks, which allocate resources with-

out taking into account the user’s degree of satisfaction, cannot provide a fair

level of QoE to users when the network resources become scarce. For this rea-

son, video service providers should implement a QoE-aware network resource

allocation strategy (as opposed to QoS-aware strategies) to assign a differentiated

network bandwidth to video flows sharing the same bottleneck with the objective

of equalizing the video quality obtained by heterogeneous devices. To this pur-

pose, an interaction between video and network providers is needed. Software
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Figure 2.2: Distribution network

Defined Network (SDN) is a technology that allows such interaction through a

centralised control plane, as shown in Fig. 2.2. This control plane directly con-

trols the network nodes, i.e. the switches.

Traffic engineering techniques based on network slicing are the solution to achieve

QoE-fairness. With these techniques, links in a network are sliced and assigned

to subsets of video flows, depending on their characteristics. Computing the size

of each slice is the objective of the optimisation problem. The aim is to consider a

generic distribution network instead of focusing only on a single bottleneck case

as studied by several authors [63], [34]. The Multi-Commodity Flow Problem

(MCFP) optimisation framework is employed to achieve a QoE-fair distribution

of network resources.

The state of the art is full of works that take into account the quality perceived

by users (QoE) when addressing resource allocation problems in video streaming.

However, as explained in Section 1.3.2, it is not an easy task to find an objective

formula able to measure a user’s QoE. Similarly, also client classes are not easily

definable, since they are characterized by flow sizes, arrival rates, and channel

statistics. However, in the following work clients are classified by their device
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resolution only, thus avoiding active measurements on the network to be fed to

the optimiser.

Throughout this chapter, we will consider a model of QoE defined by the visual

quality perceived by the user. This is done under the realistic assumption that

the ABR algorithm is designed to avoid rebuffering events. Nevertheless, several

works employ more complete models of QoE including the impact of rebuffering

events. In [51], for instance, the authors employ the SVR-QoE model and the

NARX-QoE model. Both of them take into account the presence of rebuffering

events and change the QoE function accordingly. Client-side metrics such as the

rebuffering ratio in the utility function to be maximised have not been included in

this work since this would have required continuous feedback being sent from all

clients to the optimiser thus making the solution less scalable.

In [6], Ai et al. solve the resource allocation problem as a 0-1 programming prob-

lem by keeping into account the QoE and fairness among users. This approach

entails a cross-layer design, i.e. the resource allocation is based on the information

gathered from different layers of the network. The authors in [28] present an opti-

mal QoE-aware scheduling for video segment selection in the framework of HTTP

Adaptive Streaming (HAS). Such a technique also addresses rebuffering events

avoidance and initial delay minimisation. In [131], the authors provide a solution

to optimise the QoE of multiple video streaming sessions. In fact, the bandwidth

is not equally allocated among competing flows but its allocation takes into ac-

count the content complexity of the requested video and the playout buffer status

of the individual clients. However, in the aforementioned works, both clients and

videos are not aggregated, thus implying an extremely heavy computational load

that may result unmanageable.

The importance of a Software Defined Networking (SDN) architecture is shown
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in [85], where a Video Control Plane (VCP) is introduced to allow cooperation

between clients and the delivery network. In this scenario, the Dynamic Adaptive

Streaming over HTTP (DASH) players are required to cooperate with the Service

Manager to obtain an optimal bitrate while in our work clients are not involved

in the optimal bandwidth distribution. Additionally, in [85], each active player is

assigned an equal bandwidth share with no regard to the device resolution. In the

present work, the network bandwidth is not the same for each user since the type

of video and device resolution are kept into account.

Samani and Wang [137] propose MaxStream, which is an SDN-based flow max-

imisation framework based on two Integer Multi-Commodity Flow (IMCF) prob-

lem formulations: the first problem, Most-flows IMCF, selects the maximum num-

ber of streaming sessions that improve providers’ revenue, while the second prob-

lem, Maximum-ICMF, selects the paths maximising the bitrate for the considered

streaming sessions. In this case, there are some flows that will be rejected and

therefore not all session demands will be satisfied. Moreover, the authors con-

sider only a single-path resource allocation strategy.

Multipath routing is a deeply studied research problem. In this work, multipath

traffic engineering is preferred to single-paths because of routing robustness, low

latency and load balancing for better performance [87]. A well-known property

in multipath routing optimisation states that the maximum number of actually

utilized paths is limited by the number of session demands (D) plus the number

of links (L) [127]. Consequently, when dealing with multipath routing problems,

the optimal solution is achieved considering at most D + L paths, where D + L

represents an upper bound.

In [63], Georgopoulos et al. propose for the first time a solution to deliver a fair

level of QoE to users by slicing shared bottlenecks through a Software Defined
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Networking switch. Each video session is assigned to one network slice whose

size is obtained by solving a max-min fairness problem. However, the work is

limited to single bottlenecks and cannot scale to a large number of users. We

now focus on the relevant literature concerning client-side strategies to allocate

resources in video streaming. Bentaleb et al. [13] describe the advantage of a

client-side solution for the resource allocation problem in the network using SDN

to obtain higher scalability and per-client QoE.

In [14], the same authors provide an improvement to communication overhead and

client heterogeneity called SDNHAS, which is an intelligent streaming architec-

ture helping HAS players to make efficient adaptation decisions. This work also

presents a clustering of the clients that allows a large-scale network implementa-

tion but does not take into account a grouping of videos. SDN is considered also

in [48] along with a mixed integer linear program for optimal network resource

allocation in live video streaming but without taking into account QoE-fairness.

In [32], a hybrid control system for video bitrate maximisation, playback inter-

ruptions avoidance, and video bitrate switches minimisation is developed. Such

a type of control affects positively the QoE since it optimises the video bitrate

and avoids rebuffering events in the case of a single bottleneck. The same au-

thors in [34] compare different Adaptive Bitrate Algorithms (ABR) and analyse

two possible allocation strategies: network slicing (or bandwidth reservation) and

bitrate guidance. The first strategy assigns video flows to network slices whose

size is determined by solving an optimisation problem; the second strategy em-

ploys DASH Assisting Network Elements (DANEs) to guide video clients in the

choice of the video level. The paper shows that the bandwidth reservation strat-

egy provides better results in terms of achievable video fairness. However, no

stress is given to the concept of client classes and video clustering. Additionally,
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QoE-fairness is not considered in the optimisation problem. Recently, machine

learning techniques have been employed to address the problem of QoE-fairness.

Altamimi and Shirmohammadi [8] propose a server-side QoE-fair rate adaptation

method that uses Reinforcement Learning to select the best bitrate for each client.

This approach implies a cooperation between clients sharing a bottleneck link and

their server, which modifies the Media Presentation Description (MPD) files to

regulate the available bitrate at one client. In [78], a Q-learning based bandwidth

allocation algorithm called Q-FDBA is implemented. The authors adopt a cen-

tralised approach based on SDN framework and test it on a single bottleneck with

three players. At this point, we remark that our approach is implemented in a

realistic network scenario with several thousands concurrent users and potentially

more than one bottleneck.

It is important to point out that in all aforementioned works the resource allocation

is not decoupled from ABR algorithms running at the clients. In addition, such

works also consider the clients’ buffer occupancy and the video level selection in

the optimisation problem.

2.2 The Multi-Commodity Flow Problem

In this section, we briefly introduce the multi-commodity flow problem (MCFP),

i.e. the optimisation framework that we leverage to design the proposed QoE-fair

network bandwidth allocation strategy. The term commodity refers to the tuple

composed of a source node, a destination node, and a volume, i.e. the resources

required to satisfy the commodity. Referring to the network bandwidth alloca-

tion problem considered here, a commodity identifies a video session where the

source node is the video server, the destination node is the client, and the volume

represents the video bitrate required to achieve the maximum video quality. In
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general, the MCFP aims at maximising a properly defined utility function with a

set of constraints in order to guarantee a network resource allocation so that all

the commodities are optimally satisfied.

The MCFP will be described using the link-path formulation and the terminology

provided in [127]. Let us represent the delivery network with a capacitated graph

G = (N ,E ), where N = {n1,n2, . . . ,nN} is the node set and E = {e1,e2, . . . ,eE}
is the edge set. Each edge or link e ∈ E is identified by a node pair and has

a capacity ce expressed in terms of bandwidth. The commodities related to the

delivery network can be represented by the set of demands D = {1,2, . . . ,D},
where each demand d ∈ D identifies a source-destination node pair and the cor-

responding traffic volume Hd , i.e. the required network bandwidth needed by that

demand. Furthermore, a demand d can be satisfied, i.e. it receives sufficient band-

width, through a set of admissible paths Pd where each path p ∈Pd connects

the source node to the destination node of the demand. All paths contained in Pd

are computed off-line and represent the shortest paths connecting the source node

to the destination node of demand d. As a consequence, the demand volume Hd

is split in path flows routed on paths belonging to Pd , where each path flow is

denoted with xd p (p ∈Pd). The MCFP aims at optimising such path flows–by

means of a proper utility function–with two constraints. The first imposes that all

commodities must be taken into account and therefore must be brought from their

sources to their destination; the second requires that the total flow on each edge

must not be greater than the maximum edge capacity.

Let us assume, without loss of generality, that the graph is fully connected, i.e.

there always exists a path connecting each possible pair of nodes in N . These

nodes are represented by network switches in our problem, whereas edges iden-

tify links connecting a couple of switches. According to what has been just stated,
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in the following, nodes and SDN switches will be referred to interchangeably as

well as edges with links. Bandwidth slices of an appropriate size are obtained

by dividing each link. The number of slices depends on the demands in the net-

work. To compute the size of bandwidth slices, a multi-path weighted α-fairness

optimisation problem is solved by employing the following utility function [110]:

U(X) =

⎧⎪⎪⎨⎪⎪⎩
∑dwd logXd if α = 1

∑dwd
X1−α

d
1−α

otherwise
(2.1)

where Xd = ∑p xd p is the total bandwidth (or total flow) allocated to demand d,

X = [X1,X2, . . . ,XD]
T is the vector of the total bandwidths for each demand and

wd is a weight associated to the demand d. It has been shown that the maximi-

sation of (2.1) provides a balance between link utilisation (which is related to the

solution efficiency) and fairness, by varying the scalar parameter α in the interval

[0,+∞] [110]. α = 0 implies that the link utilisation is maximised without keeping

into account the fairness among flows, whereas if α → +∞, the flow assignment

becomes max-min fair, i.e. the assignment allocates resources such that the flow

obtaining the minimum rate is maximised. When α = 1, the optimisation problem

results in the so called Proportional Fairness (PF) [117], which has the advantage

of providing a good trade-off between fairness and link utilisation. Therefore, the

proportional fair case (α = 1) has been considered thus leaving to future studies

a performance comparison for different values of α . In the PF case, it results

that U(X) = ∑dwd logXd . Let us now derive the optimisation problem that has

been considered for this work. To this end, let us start with the single-path case,

i.e. the easier case in which the demand volume Hd can be routed only on one

possible path connecting the source node to the destination node; in other words

|Pd| = 1 ∀d ∈ D and Xd = xd . We will then pass onto the analysis of the multi-
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path optimisation problem in order to carry out a comparison of the performance

of the two problems in terms of QoE-fairness.

MCFP single-path weighted proportional fair optimisation problem:

Maximise∑dwd logxd (2.2)

s.t. ∑
d

δedxd ≤ ce, ∀e ∈ E (2.3)

xd ≤ Hd (2.4)

In (2.3), δed is the link-path indicator, which is equal to 1 if the demand d uses

the link e, otherwise it is set to 0. Constraints (2.3) are imposed to respect the

capacity of each link ce, i.e. the sum of all the path flows xd using link e should

not exceed the capacity of that link. The last constraints (2.4) ensure that the total

bandwidth xd allocated for demand d is bounded by the demand traffic estimation

given by Hd . This condition depends on the network traffic load: in the best

case (no network bottlenecks) the total bandwidth xd allocated to the demand d

should be equal to the requested traffic volume Hd . However, since bottlenecks

are generally present, the total bandwidth xd allocated to a demand is less than Hd .

Notice that this constraint ensures that a demand d is assigned with a bandwidth

xd that is not greater than Hd , thus avoiding a possible waste of bandwidth.

The optimisation problem shown above is convex since the objective function is

convex and the constraints are linear. Thus, the solution is represented by a unique

global maximum that could be achieved either at one single point or at a convex

set of feasible points ([127], [18]).

By leveraging the theory contained in [127], let us provide a better understand-

ing of the relationship between the optimisation variables and the parameters in-
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volved. We start from the easier case of a single-path uncapacitated problem,

i.e., when link capacities are to be sized, and then we consider the case when link

capacities are given (capacitated problem).

Proposition 1 (Uncapacitated Case). Suppose that the link capacities ce of the

network are not given a priori but need to be sized and that we want to set the

total network capacity to a value Z, i.e., ∑e ce = Z, where Z is a constant. If

constraints (2.4) are always satisfied, then denoting with x∗ = [x∗1,x
∗
2, . . . ,x

∗
D]

T the

optimal solution of Problem (2.2)-(2.4) and with F(x) the objective function in

(2.2), i.e. F(x) = ∑d wd logxd , it results that:

F(x∗) = (logZ)∑
d

wd−∑
d

wd log(∑
e

δed)+∑
d

wd logwd− (log(∑
d

wd))∑
d

wd

x∗d =
Z

(∑e δed)

wd

(∑d wd)
(2.5)

Proof. Let us start by noticing that in the optimal case, the inequalities related to

(2.3) become equalities, so it follows that ∑e ∑d δedxd = Z. If we then suppose

that constraints in (2.4) are always satisfied, the Lagrangian function associated

with the optimisation problem is:

L(x,σ) =−∑
d

wd logxd +σ(∑
e

∑
d

δedxd−Z)

where σ denotes the Lagrangian multiplier. The function can be rewritten as

follows:

L(x,σ) = ∑
d
((σ ∑

e
δed)xd−wd logxd)−σZ
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In this way, we can define the dual objective function:

W (σ) = min
x≥0

L(x,σ)

By fixing σ , differentiating w.r.t. xd(σ) and setting the resulting derivatives equal

to zero, we obtain:

wd

xd(σ)
−σ ∑

e
δed = 0

that produces:

xd(σ) =
wd

σ ∑e δed

If we substitute the previous expression in L(x,σ), it results that:

W (σ) = ∑
d
(wd−wd log

wd

σ ∑e δed
)−σZ

In order to compute the Lagrangian multiplier σ , we differentiate W (σ) and find

the stationary point:

∑
d

wd

σ
−Z = 0⇒ σ

∗ = ∑
d

wd

Z

from which F(x∗) and x∗d follow.

Let us now take into account constraints (2.4). In this case we get:
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xd(σ) =

⎧⎪⎪⎨⎪⎪⎩
wd

σ ∑e δed
if 0 < wd

σ ∑e δed
≤ Hd

Hd if wd
σ ∑e δed

> Hd

The threshold value for σ is:

σ̄d =
wd

Hd ∑e δed

Therefore, xd(σ) can be rewritten as:

xd(σ) =

⎧⎪⎪⎨⎪⎪⎩
wd

σ ∑e δed
if σ ≥ σ̄d

Hd if 0≤ σ < σ̄d

(2.6)

Let us now sort all σ̄d’s in non-decreasing order and if some of the elements are

equal, we keep just one of them until we get the sequence (s1,s2, . . . ,sn) s.t. s1 <

s2 < · · ·< sn, where we set s1 = 0 and sn =+∞. Then, we can form n−1 intervals

[s1,s2], [s2,s3], . . . , [sn−1,sn) and for each of them we can define two disjoint sets

of demands:

Fj = {d : xd(σ) =
wd

σγd
for σ ∈ [s j,s j+1]}

U j = {d : xd(σ) = Hd for σ ∈ [s j,s j+1]}

where γd = ∑e δed and Fj ∪U j = {1,2, . . . ,D} for j = 1,2, . . . ,n− 1. For each

j identifying the interval [s j,s j+1], the set Fj contains all the demands whose

associated flow xd is such that xd ≤ Hd when σ ∈ [s j,s j+1]. On the contrary, U j

is the set of the demands whose flows satisfy xd ≥ Hd when σ ∈ [s j,s j+1]. This
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allows us to partition the demands in each interval according to constraints (2.4)

and as a result, in each [s j,s j+1], the dual function can be written as follows:

W (σ) = ∑
d∈Fj

(wd−wd log
wd

σγd
)−σ(Z− ∑

d∈U j

γdHd)− ∑
d∈U j

wd logHd

This function is continuous and differentiable and in the interval [s j,s j+1] its first

derivative is:

W ′(σ) = Z− ∑
d∈U j

γdHd + ∑
d∈Fj

wd

σ
(2.7)

For any point s j, j = 2, . . . ,n−1, and given the expression in (3.13), it results that

for all demands d changing set from U j to Fj and vice versa in s j, the equations

Hd = wd
s jγd

hold. Then, when (2.7) is evaluated in s j, d belongs both to U j and

Fj and the terms γdHd and wd
s j

cancel each other. The same happens for W ′(σ)

associated to the interval [s j−1,s j]. Therefore, the left and right derivatives of

the dual function are equal in each point s j, j = 2, . . . ,n− 1, thus implying the

differentiability. However, the dual function is not differentiable twice since the

second derivative is in general discontinuous at the ends of the intervals because

it is equal to:

W ′′(σ) =− ∑
d∈Fj

wd

σ2

Nevertheless, this implies the concavity of the function, which is differentiable.

As a consequence, the maximum can be computed as W ′(σ) = 0, σ ∈ [0,+∞) and

the resulting stationary point σ∗ can only belong to one of the intervals. Only in

such an interval, the resulting stationary point of the dual function associated to
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that interval actually belongs to the interval. This property does not hold for the

stationary points computed in the other intervals. For each other interval [s j,s j+1],

the resulting σ∗ does not belong to the interval. Therefore, the stationary point is

given by:

σ
∗ =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑d∈Fj
wd

Z−∑d∈U j γdHd
ifFj ̸= /0

anyσ ∈ [0,+∞) ifFj = /0

andZ = ∑d∈U j γdHd

doesnotexist ifFj = /0

andZ ̸= ∑d∈U j γdHd

Once we get σ∗, we can compute the optimal demand flows through (3.13).

The previous analysis was carried out under the assumption that link capacities

are to be sized. When link capacities are fixed, it is no longer guaranteed that the

optimisation problem admits an optimal solution such that all constraints in (2.3)

are equalities. In this case, it is not possible to obtain a closed-form expression

of the solution. On the other hand, if an optimal solution exists such that all

constraints in (2.3) are equalities, then we can prove the following.

Proposition 2 (Capacitated case). Suppose that the link capacities ce of the net-

work are given a priori. If constraints (2.4) are always satisfied and there exists

an optimal solution x∗ = [x∗1,x
∗
2, . . . ,x

∗
D]

T to Problem (2.2)-(2.4) such that all con-

straints in (2.3) are equalities, then it results that

x∗d =
wd

∑e δedσe(c1, . . . ,cEp ,w1, . . . ,wD,δ11, . . . ,δEpD)
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with

∑
e

δedσe(c1, . . . ,cEp,w1, . . . ,wD,δ11, . . . ,δEpD)> 0

where e ∈ Ep, Ep is the set of all the edges that serve at least one demand, Ep =

|Ep|, and σi(c1, . . . ,cEp,w1, . . . ,wD,δ11, . . . ,δEpD) means that each Lagrangian

multiplier σi, i = 1, . . . ,Ep, depends in general on the link capacities ce, ∀e ∈ Ep,

on the demand weights wd, ∀d ∈D , and on δed , ∀e ∈ Ep,d ∈D . It also appears

clear that the higher the weight wd associated to a demand d, the higher the

bandwidth allocated to that demand by the optimisation problem.

Proof. Since now we have Ep constraints given by (2.3), which we consider to be

equalities by hypothesis, the Lagrangian function becomes:

L(x,σ) = ∑
d

(︄
∑
e

σeδedxd−wd logxd

)︄
−∑

e
σece

where the σe’s denote the Lagrangian multipliers. By fixing all the σe’s, differen-

tiating w.r.t. xd(σ) and setting the resulting derivatives equal to zero, we obtain:

xd(σ) =
wd

∑e δedσe

for each demand d ∈D .

By substituting xd(σ) in L(x,σ) and differentiating w.r.t. each σe, we obtain a

system with Ep equations in Ep unknowns. Such a system admits a solution–

for the hypotheses made in Proposition 2–represented by the σe’s, e = 1, . . . ,Ep,

that depend on the link-path indicators, on the demand weights and on the link

capacities. Obviously, it must result that:
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∑
e

δedσe > 0, ∀d ∈D

Notice that if we include constraints (2.4), there is no possibility of finding a

closed-form expression of the solution.

Let us now analyse the more general case of a multi-path weighted proportional

fair optimisation.

MCFP multi-path weighted proportional fair optimisation problem:

Maximise∑dwd log(∑
p

xd p) (2.8)

s.t. ∑
d

∑
p

δed pxd p ≤ ce, ∀e ∈ E (2.9)

Xd ≤ Hd (2.10)

where Xd = ∑p xd p is the total bandwidth allocated for demand d. Also in this

case, constraints (2.9) are imposed to respect the capacity of the link ce, i.e. the

sum of all the path flows xd p insisting on the link e should not exceed the capacity

of that link. Constraints (2.10) ensure that Xd is bounded by the demand traffic

estimation given by Hd .

It is straightforward to show that also Problem (2.8)-(2.10) is convex, thus imply-

ing the existence of a unique global maximum. However, it appears that deriving

a closed-form solution in any case in a multi-path scenario is not possible due to

the complexity of the problem posed.

To provide a better understanding of the resource allocation process in multi-path
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Figure 2.3: Resource allocation in a sample network

video delivery networks, let us briefly discuss the basic delivery network shown

in Fig. 2.3. In this case, the switch at the source node S has to satisfy two demands

coming from the destination switch D, both of which have a volume of 50 Gbps.

Clearly, the paths connecting node S to node D are two: p1 = {S,1,D} and p2 =

{S,2,D}. Thus, the MCFP could use both of them to transmit the video flows

composing a demand. In the example provided, the solution of the MCFP for

demand 1 takes two slices: the first belonging to path p1 with an assigned network

bandwidth equal to 10 Gbps and the other to path p2 with a bandwidth equal to

40 Gbps. In a similar fashion, demand 2 is assigned with a 30 Gbps slice on path

p1 and 20 Gbps on path p2. An important observation is that the MCFP chooses

the appropriate path based on the bandwidth required by each flow composing a

demand. For this reason, the size of a slice associated with a particular path has

to take into account the available bandwidth of each link composing that specific

path according to constraint (2.9).
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2.3 The Proposed Approach

At this point, the proposed control strategy to operate a QoE-fair network re-

source distribution among concurrent heterogeneous users can be presented. To

this end, we show how to employ the MCFP (Problem (2.8)-(2.10)) to achieve

such a goal. This entails the design of demand weights wd so that the maximi-

sation of (2.8) results in a QoE-fair resource allocation. Such demand weights

are computed through a utility function mapping the relationship between the net-

work bandwidth assigned to a video session and the obtainable visual quality.

In the following, we provide some definitions useful to understand the problem

tackled.

2.3.1 Definitions

Given a video catalog V = {v1, . . . ,vV}, the DASH standard encodes each video

v ∈ V into different representations or levels l ∈Lv that can be identified by the

couple l = (b,r), where b∈Bv is the encoding bitrate and r ∈Rv is the video res-

olution. Different videos can present remarkably different sets of encoding bitrate

depending on the video content. At the client side, the ABR algorithm dynami-

cally selects the video level l ∈Lv according to the network bandwidth currently

available on the path connecting the user to the video server. Even though we

do not focus on a specific ABR algorithm, we make the sensible assumption that

the control algorithm selects a video level whose bitrate b matches on average the

average end-to-end path bandwidth. This is a nonrestrictive assumption since all

well-designed ABR algorithms are in practice implemented in this way (see for

instance [33]).

Let us now provide the first important definition concerning a video request t,
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which is a couple (v,c), where v ∈ V and c is the user class belonging to the set

C = {c1,c2, . . . ,cC}. In order to classify users, parameters having an impact on

the obtainable QoE should be considered. Since the screen resolution is one of the

most important elements affecting the QoE, we propose to classify users based on

their maximum screen resolution. It is possible that two devices have a different

screen size, such as a phone and a TV, but the same maximum screen resolution.

In this case the screen size can affect the QoE, especially when a video is streamed

at a low bitrate. In the present work, we assume that each user in a client class

has the same screen size, and leave to future studies the optimisation of the QoE

also w.r.t. the screen size as highlighted in [52], [64], [54]. As a consequence,

the terms “user class”, “user screen resolution” and ”user screen size” are used

interchangeably in this study. Notice that, with this notation, a video request t

denotes which video v a user having a client resolution c is willing to watch.

For each video request t = (v,c), the set Lt is defined as Lt = {l ∈Lv : r ≤ c} ⊆
Lv. In other words, Lt contains the levels of Lv whose resolution is not higher

than c. Furthermore, clients having a screen resolution equal to c are assumed to

request video levels whose resolution is not higher than c. Consequently, given

a video request t, the ABR algorithm actually chooses only the levels contained

in the set Lt . Notice that this is how ABR algorithms work in practice. Al-

though they can choose among all possible video levels, those having resolutions

higher than the user screen resolution are usually never selected since it would in-

crease the bandwidth consumption without producing a perceivable improvement

in terms of visual quality.

It is now immediate to assign to each video request t its reference level lt =

(bt ,c)∈Lt as the representation with resolution c having the maximum bitrate bt ,

which indicates the minimum bitrate necessary to obtain visual quality equal to
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Figure 2.4: Video level set representation in a ladder graph

1. As an example, let us consider a 4K video v (resolution 2160p) being encoded

into six video levels l = (b,r) ∈Lv as shown in Fig. 2.4, where Lv = {(0.3,360),

(1,720), (2,720), (4,1080), (7,1440), (10,2160)} (the bitrate is expressed in Mbps).

If we consider a video request t = (v,720p), i.e. a user with a 720p screen re-

questing the video v, then the level set Lt and the reference level lt would be

respectively Lt = {(0.3,360),(1,720),(2,720)} and (2Mbps,720p).

A video session is the tuple (src,dst, t), where src ∈N is the switch the server

delivering the requested video is connected to; dst ∈N is the switch the client is

connected to; t = (v,c) is the video request.

Finally, we are ready to define the demand d as the aggregate of the video sessions

represented by the same tuple (src,dst, t). In other words, a demand d contains all

the video sessions from the same source node src to the same destination node dst

associated with clients with the same video resolution c and requesting the same

video content v. Consequently, if there are nd video sessions with the same tuple

(src,dst, t), the demand volume Hd is equal to nd b̄t , where b̄t is the bitrate of the

reference level l̄t defined above. Hd can be interpreted as the minimum amount of

network bandwidth that has to be allocated to the aggregate of the nd video ses-

sions composing the demand d so that each of these video sessions is served with

a bandwidth share b̄t . It is straightforward to see that, in this case, if constraint

(2.10) is strictly verified (i.e. Xd = Hd), it results that all video flows belonging
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to this demand will enjoy the maximum visual quality possible. Conversely, in

cases when the delivery network is overloaded, it might occur that the solution

of the MCFP leads to Xd < Hd for some demands. In such cases, video sessions

belonging to those demands will obtain a bandwidth share less than the bitrate as-

sociated with the reference level l̄t . This means that the ABR algorithm will select

a video level with a lower resolution, thus obtaining a degraded video quality. In

the following, we describe how to measure the visual quality as a function of the

allocated network bandwidth share.

2.3.2 Measuring the visual quality

The main goal of our resource allocation strategy is achieving a fair level of QoE

among users. Such an objective is reached through the allocation of network

resources using a multi-path approach. For this reason, a mapping between the

allocated network bandwidth related to a video session and the achieved QoE

is needed [53], [24]. We will use this mapping as a base to design appropriate

demand weights wd that allow to solve Problem (2.8)–(2.10) by allocating the

network bandwidth based on the users’ obtainable visual quality.

Notice that the procedure described in the following should be performed off-line

each time a video is added to the catalog V . At the end of this procedure, we will

obtain a number of mappings equal to the number of defined user classes for each

video. The resulting mappings will be associated to the corresponding video as

metadata.

The visual quality of a video v ∈ V is measured as follows: for each video v ∈ V ,

level l ∈Lv, and user class c ∈ C , a mapping denoted as Qt : Lv ↦→ [0,1] is com-

puted, which relates the video level to the corresponding visual quality when the

video is played on a device with resolution c. The procedure is shown in Algo-
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Algorithm 1 Visual quality measurement for a video
1: for each client class c ∈ C do
2: t← (v,c)
3: Select reference level l̄t from Lt
4: for each l ∈Lv do
5: if l ∈Lt then
6: l̃← Upscale l to c resolution
7: Qt(l)← FRVQ(l̃, l̄t)
8: else
9: Qt(l)← 1

10: end if
11: end for
12: end for

rithm 1 and the output for a sample video is displayed in Fig. 2.1 in the case of a

level set composed of 7 elements and a client class set C = {720p,1080p,2160p},
which contains some of the most common device resolutions. After fixing the

video v and the client class c (Line 2), we compute Qt(l) for each l ∈Lv as fol-

lows (Lines 4–11). First, we select the reference video level l̄t from the set Lt as

described in Section 2.3.1. Then, for each video level l ∈Lv, the video quality is

computed using a Full-Reference Video Quality (FRVQ) assessment tool such as

the Structural SIMilarity (SSIM) [158], the Peak Signal to Noise Ratio (PSNR),

or the Video Multi-method Assessment Fusion (VMAF) [91], normalized in the

range [0,1]. These tools estimate the visual quality by comparing each frame of

a degraded video with the reference frames of the non-degraded video. This op-

eration is performed in Lines 6–7. In particular, to obtain the degraded video l̃

(Line 6), the video level l is up-scaled to the client device resolution. This reflects

the way actual video streaming players typically work: if the user device has a

given screen resolution (say 1080p) the ABR algorithm will select video represen-

tations characterized by a resolution up to the client screen resolution (i.e. 1080p

in the example). The rationale is that rendering on the screen a video having a
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resolution higher than the screen resolution would not lead to an improved video

quality. This is particularly evident in Fig. 1 where the visual quality (measured

as VMAF score) is shown to saturate at 1 when the video representation has a res-

olution higher than the one of the user screen device. Then, the FRVQ assessment

tool estimates the video quality by comparing the degraded video l̃ with the ref-

erence video lt (Line 7). This estimation process captures exactly what happens

during video playback. In fact, the video player has to upscale the decoded video

to the device screen resolution if the client screen resolution is higher than the

video resolution served by the content provider, leading to a degradation in terms

of perceived video quality and user QoE. Conversely, when the user is provided

with a video resolution equal to his device resolution, no upscaling is needed and

the user perceives the best visual quality experience. This situation is taken into

account by Line 9. In this case, the video level l does not belong to Lt , i.e. if the

resolution of l is larger than that of the reference level lt , the video quality is set

to 1.

2.3.3 Demand Weights Computation

It is crucial that the demand weights wd used in (2.8) are properly computed since

the solution of Problem (2.8)–(2.10) will result in the optimal QoE-fair (rather

than a throughput-fair) allocation of resources. From Section 2.2, we know that

the larger the weight wd the larger the assigned bandwidth slice Xd to the video

flows belonging to demand d. It is then important to compute suitable weights

in order to obtain a higher bandwidth for demands associated to users with high

resolution screens and lower bandwidth for users with low resolution screens.

Notice that expression (2.8) is a weighted sum of logarithms, where the bandwidth

slice Xd is the optimisation variable while the weights are constant. This is due to

the fact that the weights only depend on the demand d, which is not variable in the
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Figure 2.5: Computation of weights

optimisation problem. It is also important to stress that the weight wd associated

to a demand d = (src,dst, t) does not depend on the source and destination node,

but only on the particular video v and the user class c, i.e. on the video request

t. As a consequence, given two demands d1 and d2 containing the same video

request t, the weights associated to them will coincide, namely wd1 = wd2 = wt .

Let us now define the couples (xi,yi) for i = 1, . . . ,Lt (Lt = |Lt |) where xi = bi ∈
Bv and yi is obtained through the mapping Qt as described in Algorithm 1, i.e.

yi = Qt(li). The weight wt can be computed as the parameter of a fitting function.

In particular, we propose to consider a least square problem fitting the data (xi,yi)

through the function y = a · logx, having a as the unique fitting parameter. Then,

we impose wt = 1/aβ , where β is a positive parameter to be tuned. It is easy to

show that this proposed procedure assigns weights that increase as the user device

resolution becomes higher (Fig. 2.5), which is exactly what is needed to provide

higher network bandwidth shares to users with high resolution.

2.3.4 Video Clustering

The previous sections describe how to retrieve the necessary information to com-

pute all the inputs to the optimisation Problem (2.8)–(2.10). As previously stated,

the goal of the optimisation problem is to find the path flows xd p such that the
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QoE-aware objective function (2.8) is maximised, i.e. resources are distributed

to provide a fair level of visual quality to heterogeneous users. In the multi-

path case, each demand d is split among a pre-computed number of available

paths of the delivery network, i.e. |Pd|. It follows that, in the multi-path case,

the number of variables involved in the solution of the optimisation problem is

equal to the number P of all possible paths available for each demand, i.e. if

P = {P1,P2, ...,PD}, where D is the cardinality of the demand set D , then

P = |P|. Since a demand is defined as the triple (src,dst, t) ∈ N ×N ×T ,

it follows that D = N · (N− 1) ·T . Now, recalling that a video request t ∈ T is

defined as the couple (v,c) ∈ V ×C , it turns out that the cardinality of T is equal

to V ·C, i.e. the product of the video catalog size and the number of user classes.

Notice that in practice, video catalogs of the order of millions or billions are pos-

sible for user providers distributing user-generated videos such as YouTube and

Vimeo. Thus, considering a video provider serving a catalog size in the order of

millions, it is easy to understand that the number of the video requests would make

the cardinality D, and consequently P, too high and would result in an intractable

optimisation problem.

This issue can be addressed by acting on the video catalog. The employed pro-

cedure is the following: for each user class c ∈ C , we partition the video catalog

V in a number K of clusters {V c
1 , . . . ,V

c
K} according to a clustering algorithm,

with K = {1, . . . ,K} the set of the video cluster indexes. Since K is a design

parameter, it can be chosen such that K ≪ V . As a consequence, we can assign

each video request t = (v,c) to a traffic class t̃ = (k,c) where k ∈K is the cluster

the video v belongs to (i.e., v ∈ V c
k ). In this way, the video requests t = (v,c),

whose video v is mapped to the same video cluster V c
k , belong to the same traffic

class t̃ = (k,c).
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Figure 2.6: Proposed clustering procedure

Let us now redefine the demand as the aggregate of video sessions having the

same triple (src,dst,t̃). Then, the cardinality of the new demand set will be equal

to N · (N−1) ·K ·C, that can be made manageable by properly setting K≪V .

Let us consider all the video requests t having a user class equal to c ∈ C . Each

video request is associated to a couple (wt ,bt) where wt is the weight computed

as discussed in Section 2.3.3 and bt is the associated reference video level bitrate.

Fig. 2.6 shows an example of how the couples (wt ,bt) are distributed for a specific

user class c. Notice that each point in the figure represents a single video. Next,

we employ the k-medoid clustering algorithm to form K clusters as shown. As

a result, each point in a cluster k represents a video belonging to the cluster V c
k .

Moreover, for each cluster k ∈K , the algorithm computes the medoid, which is

represented with a large dot in Fig. 2.6. Thus, the medoid of cluster k obtained for

the user class c is representative of the traffic class t̃ = (k,c), i.e. of all videos in

that cluster. Therefore, it is easy to associate to each t̃ the weight wt̃ and the band-

width bt̃ , which are the coordinates of the medoid. As an example, consider the

cluster k = 2 in Fig. 2.6. The traffic class t̃ = (2,c) is associated with the weight

wt̃ and bandwidth bt̃ that are the coordinates of the medoid of cluster k = 2 (large

green dot). It follows that changing the number of clusters K implies a trade-off

between the number of variables involved in the optimisation problem and the ob-

63



Chapter 2. Optimal QoE-fair Resource Allocation in Multipath Video Delivery
Networks

Figure 2.7: The proposed Video Control Plane

tainable QoE-fairness, as explained further on. It is important to point out that also

other clustering algorithms have been considered (i.e. k-means and spectral clus-

tering) but since they provide worse results, they have been omitted. In general,

any clustering approach could be employed in the proposed methodology.

Fig. 2.7 provides an overview of the proposed resource allocation strategy and

how it can be implemented in a Video Control Plane. In particular, after the vi-

sual quality evaluation of the video catalog, the fitting functions described in Sec-

tion 2.3.3 are employed to perform the clustering procedure of the videos in order

to obtain the traffic classes. Notice that these operations can be performed off-line

since the video catalog and user classes are always available. Then, a video re-

quest classifier associates each received video session to the corresponding traffic

class and then the optimiser, on the basis of the demands defined as (src,dst,k,c),

the traffic classes, and the delivery network graph, solves the MCFP we have

discussed so far. The solution is implemented through programmable network

elements such as SDN switches.
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2.4 Results

In this section simulations and experimental results are shown. As a first step,

a clustering of video requests is performed. Then, the QoE-Proportional Fair

(PF) multi-path optimisation problem described in Section 2.2 is implemented.

This allows us to carry out a performance evaluation of the proposed allocation

strategy via simulations.

2.4.1 General Settings

The analysis is performed by varying three main parameters: the delivery network

load, which represents the total traffic volume of concurrent video sessions, the

number of paths P, i.e. the maximum number of paths that can be employed to

realise a specific demand from a source node, and the number of clusters K.

In order to prove the effectiveness of the proposed allocation strategy, we consider

as the baseline (BL) the QoE-unaware allocation strategy that associates each

video session to the same traffic class. It is important to notice that the BL case is

the approach currently used by video delivery services, which are unaware of the

heterogeneity of user devices and video contents.

We have developed the proposed PF allocation strategy in a simulator composed

of three modules implementing realistic scenarios of typical video distribution

networks. The first module is the video session generator that, after receiving the

network graph G, the video catalog V , and the set of user classes C as inputs,

randomly generates a configurable number of video sessions (src,dst, t). The sec-

ond module is the solver, that employs the CVXPY Python tool [44] to implement

Problem (2.8)-(2.10) by making use of the Splitting Conic Solver (SCS)1 [120].

1https://github.com/cvxgrp/scs
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Finally, after the optimisation problem is solved, the third module, called QoE

evaluator, computes the obtained QoE for each video session (src,dst, t) compos-

ing the load. The resulting QoE depends on the bandwidth share assigned by the

solver and the corresponding visual quality given by the Qt mapping. Finally, we

use the definition of fairness F among video sessions proposed by [74]:

F = 1−2σ

where σ is the standard deviation of the QoEs obtained by concurrent video ses-

sions. The maximum of the fairness index is 1, which is obtained only when

concurrent video sessions are served exactly with the same visual quality.

YouTube videos have been chosen to build a realistic video catalog. In particular,

we have built a video catalog of ∼200 heterogeneous videos, all with a maximum

resolution equal to 4K, fetched from YouTube on which we have performed the

visual quality measurement reported in Algorithm 1. It is worth remarking that

we do not re-encode the videos fetched from YouTube. Thus, the bitrate ladder

of a given video is the one set by YouTube at time of encoding. In particular, for

each video we select the six video representations encoded at resolutions 360p,

480p, 720p, 1080p, 1440p, 2160p and made available by YouTube (an example

of bitrate ladder is given in Fig. 2.4). We have employed the VMAF metric to

compute the video-level/video-quality mapping Qt as described in Section 2.3.2.

The VMAF metric has been implemented by using the open-source tools released

by NetFlix2. We have assumed that clients can belong to three possible user

classes–which are representative of most common user devices–belonging to the

set C = {720p,1080p,2160p}. The load values considered to generate the video

sessions range in the set {100,200,300,400,500}Gbps while two networks have

2https://github.com/Netflix/vmaf
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been chosen as delivery network topologies in order to make a comparison as well

as a performance evaluation. The first network topology is the GARR network3,

composed of 61 switches and 73 links with an average capacity of ∼4 Gbps. We

fixed 10 switches as server nodes and the remaining 51 as clients. The second

network topology, the Abilene network, is smaller sized, being it composed of 11

switches and 14 links. In this case we set 4 switches as server nodes and 7 as

switches used by the clients. Finally, the set of clusters is such that K ∈ {3,5}, the

set of paths is such that P ∈ {1,2,5} and the weight parameter β can be chosen

among the values in the set {1.1,1.2,1.3,1.4,1.5}.
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Figure 2.8: QoE-Fairness vs Average Visual Quality

2.4.2 QoE Fairness vs Average Visual Quality

At this point, we can compare the obtained results on both the considered net-

works. Fig. 2.8 shows the trade-off between the average QoE obtained by video
3http://www.topology-zoo.org/files/Garr201201.gml
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sessions and the corresponding QoE-fairness when BL is employed or in the case

of the proposed PF resource allocation strategy. It is worth stressing that the con-

sidered fairness is obtained by computing the fairness metric F for each slice and

then taking the average value of the fairness associated to all the slices. Each line

represents a particular scenario where a different line style denotes a specific num-

ber of paths P involved in the allocation and each marker on a line is representative

of a specific load in {100,200,300,400,500}Gbps. In the PF case, different col-

ors indicate a different number of clusters K. Moreover, Fig. 2.8 shows only the

cases of β = 1.1 and β = 1.4. As it is clear from any of the figures, the average

visual quality and the QoE fairness decrease as the load on the delivery network

increases. This is expected since a higher load results in a lower allocated aver-

age bandwidth share per video session and consequently to a lower visual quality.

Consider Fig. 2.8a as an example: it shows that in the BL case, independently of

the number of paths, the average visual quality is close to 0.9 when the load is

100 Gbps, then it decreases to 0.8 for a 200 Gbps load and so on. The fairness

presents values in the range 0.62-0.84 with a corresponding average visual qual-

ity in the range 0.6-0.88. However, the proposed PF approach proves remarkably

better in terms of achieved QoE fairness for each considered number of clusters K

and paths P. The visual quality is basically unchanged compared to the BL case.

Although this result may appear unexpected, we need to keep in mind that we are

referring to the average visual quality and that also in the BL case the QoE is max-

imised, but without considering the fairness. This leads to a situation in which, in

the BL case, some users experience a high level of QoE while others have a low

level of it. The average of all these values results similar to the average of the val-

ues obtained in the PF case, in which fairness is considered and therefore the QoE

of users is more uniform. In this way, even though the average QoE levels may be

similar, the fairness is not. Furthermore, as expected, the QoE fairness improves
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as K increases and, consequently, each line associated to a particular number of

clusters and paths moves to the right and becomes steeper. Such considerations

also hold for all the other cases in the figures, where K = 5 clusters appears to be

the best trade-off between average visual quality and QoE fairness.

Next, consider Fig. 2.8a and 2.8b related to the GARR network. By varying β

from 1.1 to 1.4, the average visual quality slightly drops while the average fairness

remains almost unchanged. This is due to the fact that the fairness among user

classes is increasing–as will be better shown in the following–and this implies

a graceful degradation of the visual quality of all users in the network. Similar

considerations could be made in the case of Abilene network in Fig. 2.8c and 2.8d.

Indeed, the multi-path resource allocation is preferable with respect to the single-

path case due to the possibility of exploiting more paths to realise a demand.

Therefore, when passing from Abilene to a wider and more complex network

such as GARR, the multi-path approach outperforms the single-path case.

Let us now analyse in more detail the effect that the choice of the parameter β

has on the QoE fairness in the single-path case (the multi-path approach gives

similar results). Fig. 2.9 reports the CDF of the visual quality obtained by all

video sessions grouped by user class, i.e. the maximum screen resolution of users,

in the case of a 500 Gbps load (results for different loads are similar). Notice that

the resolutions reported in the figures are used only to identify the user classes. In

other words, they represent the maximum screen resolution of users in a class, but

the actual resolution of each user during playback can be lower. The figure shows

that, regardless of the chosen network, when passing from β = 1.1 to β = 1.4

(Fig. 2.9b and 2.9c or Fig. 2.9e and 2.9f) the MCFP gives a better performance

in terms of fairness. Moreover, the obtained fairness in the PF case with β = 1.4

is remarkably better than the BL case. The median value of the visual quality
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Figure 2.9: CDF of visual quality for different user classes and distribution net-
works in the case of a 500Gbps load

for clients with 720p, 1080p and 2160p resolution in Fig. 2.9a is respectively

0.45,0.7,0.8, while for the PF case in Fig. 2.9c the values are 0.48,0.5,0.5. As

a result, the PF case with β = 1.4 guarantees a high level of fairness since all

users belonging to any user class will enjoy a similar visual quality. However,

an increase in fairness will unavoidably imply an overall decrease in the average

visual quality as shown in Fig. 2.8. The same considerations could be made for

the Abilene network. Moreover, simulations for β = 1.5 are not shown because

in the case of the GARR network the results in terms of visual quality fairness

deteriorate compared to the case in which β = 1.4. In particular, for β = 1.5,

clients with 720p and 1080p resolution obtain a worse visual quality than 2160p

clients. However, in the Abilene network, the fairness improves, i.e. the three

curves are more closely aligned, thus making β = 1.5 preferable to the previous

values. For this reason, β is a parameter that has to be properly tuned according
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to the considered network topology.

Throughout this work we have supposed that good ABR algorithms run at the

players. It is important to clarify that if this is not the case, i.e., ABR algorithms

do not work properly and make bad decisions about chunk levels, then, although

fairness may be preserved, the average visual quality can drop dramatically.

2.4.3 Computation Time

In this subsection, we provide some insights into the computation time required to

solve the proposed optimisation problem. Notice that, since ABR algorithms are

independent and free to run at the clients, the optimiser can be run every ∆t sec-

onds, where usually ∆t is significantly larger than a single video segment (which

is in general in the order of 1-10s) and must be greater than the time spent to

solve the optimisation problem. In fact, the optimisation loop can be seen as the

outer loop that sets the bandwidth slice for video flows, while the inner loop is

represented by the ABR algorithm that selects the video representation at a chunk

time scale [34]. Regarding this architecture, named cascaded control system, a

well-known practice used in controlling such systems entails separating the time

scales at which each control loop works. The idea is to have the outer loop work

at a higher sampling time and the inner loop to run faster at a lower sampling

time. This is motivated by the fact that, with such a control architecture, having

two controllers working at around the same sampling time might provoke adverse

effects on stability. Thus, we argue that a sampling time that is greater than 4-5

times the duration of a segment (∼25 seconds) is required to enforce the afore-

mentioned separation of time scales.

Fig. 2.10 shows the computation time needed to solve the MCFP in the case

of Abilene and GARR networks. As expected, time complexity increases when
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Figure 2.10: Computation time required to solve the MCFP

passing from 3 to 5 clusters and from 100 to 500 Gbps for both the considered net-

works. Moreover, the time required to solve the optimisation problem is higher

(∼4x) in the case of the GARR network compared to Abilene due to the larger

number of nodes of the GARR network. It is worth noting that the computa-

tion times are obtained using only one CPU core of an i7 workstation using an

open-source tool, thus one can expect a significant speed-up using a commercial

optimiser that supports multi-threading. Nevertheless, it is important to observe

that, even in this non-ideal operating scenario, the obtained worst case for a large

network is ∼50s which is in the order of ∼10 video chunks.

2.5 Concluding Remarks

In this Chapter, a Proportional Fair (PF) resource allocation strategy has been pro-

posed to achieve QoE-fairness among concurrent heterogeneous users in video

delivery networks. To this purpose, a Multi-Commodity Flow Problem has been
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properly formulated and employed to satisfy the maximum number of video re-

quests coming from clients. Then, a clustering procedure has been adopted to

partition the video catalog with the purpose of making the number of variables in-

volved in the optimisation problem manageable. The performance of the proposed

PF allocation strategy has been compared to the case of a QoE-unaware allocation

strategy, which represents the currently deployed video delivery networks. Ex-

perimental results on two realistic networks show that the proposed PF allocation

strategy is able to remarkably improve fairness among heterogeneous clients. It

is important to point out that, since the clustering process depends on the video

catalog which may change many times, a continuous update of the clusters should

be guaranteed.
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Chapter 3

Synchronising Live Video

Streaming Players Via

Consensus

In this Chapter, we introduce the problem of synchronising the playout times of

users attending a live streaming event. To tackle this issue, the problem is set as

a multi-agent system where a consensus control protocol is applied. As a further

enhancement, in order to avoid continuous communication among users, a dis-

tributed event-triggered control is proposed. Results shown in the following are

described in [101] and [104]. The latter has been submitted to IEEE Transactions

on Networking.
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3.1 Introduction and Background

Classical TV broadcast channels are gradually being replaced by video streaming

services since they offer a wide range of contents both on-demand (e.g. movies,

TV series) and live (e.g. sports, news). One of the advantages of online ser-

vices w.r.t. traditional TV channels is that providers have the possibility to gather

a considerable amount of real-time feedback information on viewers’ behaviour

and preferences. In this way, providers are able to efficiently personalise adver-

tisements and recommendations.

The drawback of video streaming services consists of two main issues that nega-

tively affect the user’s Quality of Experience (QoE). First, video playback might

stall or video quality might degrade impacting service smoothness and second,

in live events, geographically distributed users might watch the same content but

with different playback times having detrimental effects on the service together-

ness, which is defined as the level of satisfaction users perceive when feeling that

the service is experienced together with a number of users (for instance friends).

The goal of video streaming providers is to design their services in such a way

that the user’s perceived quality is maximised and service abandonment is re-

duced, which avoids detrimental impacts on revenues. Service smoothness and

QoE are an issue on the Internet because network resources, e.g. bandwidth and

buffers, are shared and can become congested. On the contrary, traditional broad-

cast services deliver content via dedicated medium, i.e. not shared, and the quality

of the service is guaranteed.

As we have seen, video streaming content is delivered to clients through an Inter-

net path whose network bandwidth is unpredictable and time-varying. When the

video encoding bitrate is larger than the available network bandwidth, the video
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playback will eventually stall due to playout buffer depletion [33]. To this end, the

standard employed for media streaming content is the MPEG-Dynamic Adaptive

Streaming over HTTP (MPEG-DASH or DASH) [146], where the video bitrate is

adapted to the available network bandwidth. DASH requires that each video is di-

vided into segments or chunks of fixed duration τ (typically from 1 to 10 seconds).

Then, each segment is compressed to create a number of representations, or lev-

els, to which different encoding bitrates and video resolutions are associated. The

DASH standard allows clients’ players to dynamically choose the video level that

matches the available network bandwidth using an Adaptive BitRate (ABR) algo-

rithm. The goal of the ABR algorithm is to maximise the overall quality perceived

by the client given the Internet available bandwidth. As a consequence, such con-

trol algorithms are designed to avoid rebuffering events, i.e. when the playout

buffer gets completely depleted and video reproduction is interrupted [142].

Although there exists a wide literature on ABR control algorithms [38], [169],

[33], when users in different locations watch together a live video content, such as

in the case of a football match, the issue of synchronising video streams to offer

service togetherness is still unsolved.

Consider a group of people geographically distributed in different locations and

concurrently consuming a live event (e.g. a football match). If streams are not

synchronised among users, some of them may watch a particular event (e.g. a goal

in a football match) before the others, thus negatively impacting users’ feelings of

togetherness. As it will be explained more in detail later, synchronisation issues

arise mainly due to the different time instants users join a live streaming event.

When a user starts watching a live streaming event, the ABR algorithm starts

fetching the chunks that have been produced most recently by the content provider.

Since ABR algorithms aim at mitigating stalls, a suitable number of segments
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must be fetched and placed in the playout buffer before the playback can be

started. Thus, the time instant the video starts being reproduced depends on

the ABR algorithm controller’s parameters and on the network bandwidth that

is available at the client.

Few works tackling the aforementioned problem of synchronisation are present

in the literature, all of them advocating web-based solutions using Real-Time

Transport Protocol (RTP) or HTTP Adaptive Streaming (HAS). For instance,

some works adopt different approaches for MPEG-DASH in which all nodes have

to synchronise through the exchange of specific Media Presentation Description

(MPD) files. Besides, most of such works employ centralised approaches [124],

[106], whose drawback is that they do not scale with the number of users since

they require a server to handle synchronisation messages from/to possibly millions

of nodes concurrently. In this context, several standards have been conceived for

web-based media synchronisation [152]. An interesting centralised approach to

achieve video playback synchronisation among users could leverage adaptive pig-

gybacking, which was initially proposed in [67]. The authors suggest modifying

the video playback rate of users watching the same content in order to make them

meet and merge their streams into a single stream provided by the server, which

can now serve the entire group of merged requests. Though the purpose of their

work was different, we believe that their technique could lead to satisfactory re-

sults when the number of users is low, thus avoiding scalability issues. On the

other hand, works proposing a decentralised approach make use of heuristics that

do not allow a rigorous and systematic analysis of system properties [130], [113].

Notice that also these works adopt solutions based on web protocols or make use

of modified versions of MPDs, thus resulting in approaches that are not easily

implementable.
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In this Chapter, we tackle the problem from a rigorous control-theoretic perspec-

tive, whose main advantage is to be context-independent, i.e. control laws can

be implemented independently of the protocols and frameworks employed. In

particular, a fully distributed approach for video playout synchronisation is pro-

posed. With this approach, each client in the network can communicate/receive

the playout time only to/from a limited set of neighbours and clients do not require

centralised information from servers, i.e. the absolute playback time.

In the following sections, a mathematical model of the playback time of an event

that clearly explains the causes for synchronisation issues is provided. Then, the

problem of synchronising video players is stated as a consensus problem involving

integrators with saturated control inputs. At this point, the absolute delay of users

with respect to the video content provider is reduced by adopting a leader-follower

approach. Finally, an event-triggered control avoids users continuously sending

information to their neighbours so that communication occurs only at specific

time instants, which reflects realistic cases and still guarantees leader-follower

consensus achievement. Simulations on some sample network topologies show

that consensus is achieved and therefore all clients reach synchronisation.

The application of consensus theory to the field of video streaming is not new in

the literature, e.g. in [36] consensus is leveraged to provide video quality fairness.

In particular, a discrete-time linear distributed consensus problem is considered to

provide quality fairness among users sharing limited network resources. There-

fore, such a work is focused on guaranteeing visual quality fairness to users con-

suming heterogeneous multimedia content over the Internet rather than achieving

playout time synchronisation in a group of users enjoying the same live streaming

event, which is our case. Notice that in the solution proposed in our work, an im-

portant design choice is that the synchronisation algorithm is decoupled from the
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ABR algorithm. With such an approach the deployment of our solution is made

very easy and does not require any changes in the ABR algorithm.

The playback rate will be the control input used to synchronise clients, which is an

approach denoted as Adaptive Media Playout (AMP) in the literature [80], [122].

In practice, the playback rate, i.e. the speed of reproduction of the video, can

be slightly adjusted to control the playback time. This technique has been used

also to enhance the client’s buffer memory requirements and to reduce playout

interruptions [147], [114]. It is also important to say that issues related to audio

streaming with AMP have been widely addressed [134], [115], [135], and there-

fore are not accounted for in our work. Furthermore, several studies on the QoE

have shown that the playback rate can be increased/decreased by only a small

amount to prevent the QoE from being negatively impacted [62], [129]. Thus,

to limit QoE degradation, the proposed approach considers the playback rate (i.e.

the control input) to be bounded in a given interval. Under these conditions, we

show that the proposed approach makes all clients converge asymptotically to the

same playback time (Section 4.4) also in the case of event-triggered control (Sec-

tion 4.5).

3.2 Playback Time Model

In Section 3.2.1 we provide a model of the playback time. Based on this model,

in Section 3.2.2 we show how the de-synchronisation arises among video play-

ers. Finally, in Section 3.2.3 we present a model of the Adaptive Media Playout

approach to be used to synchronise players.
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Figure 3.1: Live video streaming system

3.2.1 Video playback time model

As a first step, let us provide a model of the playback time of a user watching a

live event that starts at time t = 0. If we suppose that the time of the live event

is the same as the real time t, then the term time end event time can be used

interchangeably in the rest of the Chapter.

Figure 3.1 shows how a DASH-compliant live streaming system, such as YouTube

or Facebook, produces live content. A camera captures a live scene that is com-

pressed in real-time by an encoder. The latter produces video segments each τ

seconds by encoding the same video content at different bitrate levels (or resolu-

tions) li belonging to a discrete set L = {l1, . . . , lM} (li < li+1). For each level

li ∈L , the circular buffer depicted in the figure receives and stores the last k seg-

ments produced by the encoder. A circular buffer is a fixed-size buffer where the

starting location chosen to store the first segment is not important and the extrac-

tion of data follows a first in, first out (FIFO) logic. Therefore, clients will start

downloading the oldest segments in the buffer. In the same way, when the circular

buffer is full and a new chunk has to be stored, the oldest segment is overwritten.

In other words, this buffer contains only the most recently produced k segments,

which are made available for download to the clients that want to join the live

streaming event. Each segment of duration τ is present in the circular buffer with

M different levels of resolution. The circular buffer contains a number of seg-
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ments representing the scene in a time window W (t), as defined in the following.

Let s(t) be the segment index that contains the video scene at time t:

s(t) =
⌊︃

t
τ

⌋︃
∈ N (3.1)

where ⌊·⌋ is the floor operator that maps a real number x to the greatest natural

number less than x. According to its definition, the segment s(t) contains the event

scene in the time interval [s(t)τ,(s(t)+1)τ[. Hence, at time t, the circular buffer

of k segments contains video scenes in the time window:

W (t) = [nτ− kτ,nτ[ (3.2)

where n = s(t) is the n-th chunk.

Let tJ be the time at which a user joins the live event. In tJ the user immedi-

ately starts downloading the oldest segment available in the circular buffer, whose

index is s(tJ)− k, since the buffer contains k segments. Once the segments are

downloaded, they are temporarily stored in the client’s playout buffer whose level,

measured in seconds, is denoted with q(t). As already explained, for each segment

to be delivered, the ABR control algorithm selects the video level l(t) ∈L that

matches the available network bandwidth. In general, before playing the video,

an ABR control algorithm fills the playout buffer until the level q(t) reaches a

minimum value, say qL, that is considered enough to mitigate the rebuffering

events occurring when the buffer gets completely depleted and video reproduc-

tion is interrupted (q(t) = 0). The playout buffer level q(t) can be modeled as an

integrator [33]:
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q̇(t) = f (t)− p(t) (3.3)

where f (t) is the video fill rate in seconds of video for a unit of second, and p(t)

is the playback rate, i.e., the rate of seconds of video drained by the playout buffer

and fed to the decoder. In other words, the playback rate is the speed at which the

video is played on the user’s screen. Therefore, the following holds:

f (t) =
∆Tvideo

∆T
=

∆data
∆T

· ∆Tvideo

∆data
=

r(t)
l(t)

(3.4)

where r(t) = ∆data/∆T is the download rate, which depends on the time-varying

network bandwidth measured in bytes/s, and l(t) = ∆data/∆Tvideo is the encoding

quality level, [33].

When the video is playing, the playback rate p(t) is equal to 1, whereas it is 0

when the video is paused. Thus, the following holds:

p(t) =

⎧⎪⎪⎨⎪⎪⎩
1 playing

0 paused
(3.5)

Let us now model the playback time T (t), i.e. the time instant of the video that

the user is watching at time t. In general, the playback time T (t) is different from

the time t of the live event because of the unavoidable delays due to encoding,

decoding, and propagation. Once the user joins the live event at time t = tJ , the

playback time of the first segment downloaded is:

T0 = s(tJ)τ− kτ (3.6)
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where T0 corresponds to the initial time of the first segment stored in the pro-

ducer’s circular buffer at time tJ . Notice that the video is not played at the client

(p(t) = 0) until the queue level q(t) is higher than qL. Let tB be the time needed to

fill the playout buffer to reach qL. Then, it can be found by integrating (3.3) and

imposing the constraint q(tB) = qL. Therefore, tB depends on both the download

rate r(t), which can be considered as a disturbance, and l(t), which is chosen by

the ABR control algorithm. As a consequence, the video starts being reproduced

at the user’s device at time tP = tJ + tB. Thus, when t ≥ tP, the playback time

dynamics is given by:

Ṫ (t) = p(t) (3.7)

whose initial condition is T (tP) = T0. Keeping in mind that the video starts at tP

and supposing no rebuffering events occur after tP, i.e. p(t) = 0 for t < tP and

p(t) = 1 for t ≥ tP, we can integrate (3.7) between tp and a generic time instant t

taking into account the initial condition:

T (t) =
ˆ t

−∞

p(ξ )dξ =

ˆ tp

−∞

p(ξ )dξ +

ˆ t

tp

p(ξ )dξ =

= T0 +

ˆ t

tp

p(ξ )dξ = T0 + t− tP

(3.8)

3.2.2 The synchronisation issue

In Figure 3.2 the issue of synchronisation is explained. The figure shows the

playback time of two users, say i and j, interested in watching the same live

streaming event. Let us consider a live video streaming system, with a circular
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J

buffer containing the two most recently produced segments, i.e. k = 2. From

the figure, it is possible to see that user i is the first to join the event at time t(i)J ,

after which the ABR algorithm immediately starts to download and store in the

playout buffer the video chunks contained in the circular buffer, which are those

contained in the time window W (t(i)J ) (see the blue shaded area in the figure).

The buffer time length q(t) reaches qL after t(i)B seconds so that at t(i)P = t(i)J + t(i)B

the playback on the user’s device starts, i.e. p(t) = 1 for t ≥ t(i)P . Moreover, the

playback starts at a play time T (i)
0 , as defined in (3.6), which is the play time

of the video at the beginning of the first chunk stored in the buffer, i.e. at the

beginning of the window W (t(i)J ). At time t( j)
J > t(i)J , user j also joins the live

event. Analogously, the ABR algorithm retrieves the video chunks identified by

the time window W (t( j)
J ) (see the red shaded area in the figure) and stores them in

the playout buffer until it reaches the minimum level qL needed to start playing the

video on the user’s device. It is important to point out that, in general, the value

of qL might be different for the two users. Additionally, the time t( j)
B needed to

reach qL in the playout buffer of user j is different in general from t(i)B . Therefore,
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Figure 3.3: The proposed synchronisation control architecture

user j will start watching the event at time t( j)
P = t( j)

J + t( j)
B from a play time T ( j)

0 .

As found in (3.8), the playback time of user i is Ti(t) = T (i)
0 + t − t(i)P while the

playback time of user j is Tj(t) = T ( j)
0 + t − t( j)

P . Hence, the lack of synchrony

between the two users is equal to:

Ti(t)−Tj(t) = [(T (i)
0 − t(i)J )− (T ( j)

0 − t( j)
J )]+(t( j)

B − t(i)B ) (3.9)

where T (i)
0 − t(i)J is the distance between t(i)J and the play time T (i)

0 of the video

at the beginning of the first chunk stored in the buffer. The same can be said for

T ( j)
0 − t( j)

J in the case of user j. The two users are synchronised when Ti(t)−
Tj(t) = 0.

Based on the above, we can conclude that the lack of synchrony between two

users depends on their join and buffering times.

3.2.3 The Adaptive Media Playout model

In the previous section, we have proved that if the video playback rate of players

is constant, then playback times are in general not synchronised in accordance

to (3.9). In this section, the AMP approach is presented since it can be leveraged

to synchronise users. The AMP approach consists of slightly varying the playback

rate around the nominal value 1, i.e. the playback is slightly slowed down or sped
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up of a time-dependent amount, say u(t). Clearly, u(t) must be small enough to

be barely noticeable by the user so that the user’s QoE is not affected [62], [129].

At this point, the playback rate must be redefined as follows:

pr(t) = p(t)(1+u(t)) (3.10)

where u(t) ∈ [−δ ,δ ], with δ small enough, and p(t) is the playback rate (3.5).

Thus, the playback time now becomes:

T (t) =
ˆ t

tP
p(ξ )(1+u(ξ ))dξ , ∀ t ≥ tP (3.11)

with initial condition T (tP) = T0. Suppose N clients are watching the same live

streaming event and since, as already mentioned, ABR algorithms are specifically

designed to avoid rebuffering events, assume none of the clients is experiencing a

rebuffering event (i.e. p(t) = 1 ∀ t ≥ tP). Then, for each client i and ∀ t ≥ t(i)P , the

playing time is:

Ti(t) =
ˆ t

t(i)P

(1+ui(ξ ))dξ (3.12)

whose initial condition is Ti(t
(i)
P ) = T (i)

0 . The playback rate variations ui(t), i =

1, ...,N, represent the control variables that will enforce synchronisation among

users. Synchronisation can be formally stated as: ei j(t) = Ti(t)−Tj(t)→ 0 ∀i, j =

1, ...,N, i ̸= j, exponentially.
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3.2.4 The Proposed Synchronisation Approach

At this point, having introduced the model of the playback time for each client

consuming the same live streaming content, we are ready to present the proposed

distributed approach to achieve synchronisation through the formulation of a con-

sensus problem involving integrators and saturated inputs. To this end, the fol-

lowing design requirements are needed: (R1) the system must be horizontally

scalable, i.e. it should work also in the case of large events (N large); (R2) it has

to be implementable using technologies already available in the media distribution

industry.

To meet the design criterion (R1), a decentralised control approach must be used,

which involves messages being sent only among selected users. To exchange syn-

chronisation messages directly among users, without the need for a central server,

the WebRTC open standard can be used, which is a widely available technology

that allows real-time communication among browsers and is supported by all ma-

jor Internet browsers. To meet the requirement (R2), the video is delivered using

the standard DASH protocol specification without requiring any change to the

ABR algorithm running at the client.

The architecture associated with the proposed approach for playback time syn-

chronisation is shown in figure 3.3. The generic i-th client runs an ABR algorithm

that, on the basis of some information such as the estimated available bandwidth

and the playout buffer level qi(t), dynamically selects the chunk level li(t) and

requests it to the video producer server [33], [38]. The server sends the video seg-

ments encoded at the level required by the ABR algorithm. Once received by the

client, these segments are stored in the playout buffer waiting to be played. The

synchronisation controller, which sends to and receives information from neigh-

bouring devices, is the core of the proposed algorithm: it selects the most suitable
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value of the playback rate pr,i(t) at which the video has to be played at client i. As

previously said, the value of pr,i(t) = 1+ui(t) should remain as close as possible

to 1 to mitigate QoE degradation. As a consequence, ui(t) has to be bounded in

a set [−δ ,δ ] and has to converge to zero when synchronisation is achieved. As

a last step, the decoder decompresses the video frames drained from the playout

buffer and renders them on the client’s screen at the playback rate pr,i(t) imposed

by the synchronisation controller.

Before describing the proposed approach for playback time synchronisation of

users, let us introduce the following non-restrictive assumption:

Assumption 1. Once each user i= 1, . . . ,N starts the playback of the live streaming

content, no rebuffering event occurs, which implies (i) pi(t) = 1 ∀ t ≥ t(i)P and

(ii) the ABR algorithm is able to avoid playout buffer depletion, i.e. qi(t)> 0,∀ t ≥
t(i)P .

The proposed approach is based on the dynamic model of the playing time evo-

lution, which is derived from (3.12). Firstly, the initial delay of the i-th user

is defined as T0i = T (i)
0 − t(i)P < 0. The synchronisation algorithm starts at time

t = ts when all N users attending the event have started the video playback, i.e.

pi(t) = 1∀ t > ts,∀i∈ {1, . . . ,N}. This means that for t < ts the synchronisation al-

gorithm is not active, therefore it must result that ui(t) = 0,∀ i ∈ {1, . . . ,N}. Thus,

the playback time can be obtained as follows:

Ti(t) = T0i + t +
ˆ t

t(i)P

ui(ξ )dξ = T0i + t +
ˆ t

ts
ui(ξ )dξ (3.13)

∀ t ≥ ts, where the last equality comes from the fact that ui(t) = 0 for t(i)P ≤ t ≤ ts.

Hence, the dynamical model of Ti(t) is:
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Ṫ i(t) = 1+ui(t) (3.14)

In order to simplify the modelling, a change of coordinates is performed to obtain

a set of integrators: let xi(t) = Ti(t)− t, then ẋi(t) = Ṫ i(t)−1 = ui(t), ∀ t ≥ ts. As

a consequence, controlling the models of all clients is equivalent to controlling a

set of integrators as defined in the following:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ṫ 1(t) = 1+u1(t)

...

Ṫ N(t) = 1+uN(t)

≡

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ẋ1(t) = u1(t)

...

ẋN(t) = uN(t)

(3.15)

Notice that the physical meaning of the variable xi(t) is the temporal delay of user

i with respect to the current playout time transmitted by the video provider. It is at

this point that the stated problem can be modelled as a consensus problem. To this

end, let us define a directed graph (or digraph) G(V ,E ), where V = {v1, . . . ,vN}
is the set of nodes, also identified simply by its indices i = 1, . . . ,N, and E ⊆
V ×V is the set of edges. An edge (vi,v j) denotes the information flow from

node i to node j. Moreover, the set of neighbours of node vi is defined as Ni =

{v j ∈ V : (v j,vi) ∈ E }.

It is now straightforward to model the clients as the nodes i ∈ V of the graph G,

where each node i is associated with the corresponding state xi(t) and receives

information from a certain number of neighbours Ni.

If control inputs ui(t) are supposed to be unbounded, then, given a set of integra-

tors, we can employ the following well-known control strategy [119]:
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ui(t) = ∑
j∈Ni

ai j(x j− xi) = ∑
j∈Ni

ai j(Tj−Ti) (3.16)

where A = A(G) = (ai j) is the adjacency matrix with ai j = 1 if ( j, i) ∈ E and

ai j = 0 otherwise.

The resulting system is:

ẋ(t) =−Lx(t) ∀ t ≥ ts (3.17)

where x(t) = [x1(t), ...,xN(t)]⊤ is the stack vector of all agents’ states and L is the

Laplacian matrix associated with the adjacency matrix A. Let D = D(G) = (di j)

be the in-degree matrix with di j = in− deg(vi) if i = j and di j = 0 otherwise,

where in− deg(vi) is the in-degree of node vi, i.e. the number of edges pointing

towards node vi. Then, the Laplacian matrix can be defined as L = D−A. If

G is strongly connected, −L has eigenvalues such that −λN−1 ≤ −λN−2 ≤ ·· · <
−λ0 ≤ 0, where λ0 = 0 and rank(L) = N−1.

It is well-known that the control protocol (3.16) solves the consensus problem

for the set of integrators (3.15) globally and asymptotically [119]. Therefore,

it can be stated that (3.17) is stable and there exists an α ∈ R s.t. the system

converges to the equilibrium point x̄ = α1, i.e., x̄i = α, ∀ i ∈ V . Moreover, if

G is balanced, i.e. the in-degree is equal to the out-degree for each node, then

α = E[xi(ts)] = 1
N ∑

N
i=1 xi(ts).

Once consensus is achieved, xi(t) = Ti(t)− t = T0i +
´ t

ts
ui(ξ )dξ = α and thus

Ti(t) = t +α for all i. In other words, if the consensus problem is solved, then

also the playback time synchronisation problem is solved. Notice that when G is

balanced, α = E[xi(ts)], so it turns out that Ti(t) converges to t +E[T0i], where the
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second term represents the average of the initial delays of the clients.

The previous approach considers unbounded control inputs ui(t), which is not a

realistic case. As previously stated in Section 3.2.3, all control inputs should be

bounded, i.e. |ui(t)| ≤ δ ∀ i ∈ V , to avoid a perceptible speedup or slowdown of

the video, which would imply a QoE deterioration. To solve this problem, the

following saturation function is introduced:

σ(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
δ x > δ

x −δ ≤ x≤ δ

−δ x <−δ

(3.18)

that, in the case of an N-element vector, will define σ(x)= [σ(x1),σ(x2), . . . ,σ(xN)]
⊤.

Therefore, to guarantee that |ui(t)| ≤ δ , ∀ i ∈ V , we can write:

ẋ = σ(u) (3.19)

By employing the same control strategy as in (3.16), we end up with ẋi(t) =

σ(ui(t)) = σ

(︂
ki ∑ j∈Ni ai j(x j− xi)

)︂
, where ki > 0, ∀ i ∈ V , are controller gains.

Therefore, we can write:

ẋ = σ(−KLx) (3.20)

where K = diag{k1, . . . ,kN}.

Before introducing the main result, let us recall the following lemma from [170]:

Lemma 1. Given a strongly connected digraph G, the associated Laplacian ma-
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trix L has a simple eigenvalue in zero and all the nonzero eigenvalues have positive

real part. Let r = [r1, . . . ,rN ]
⊤ > 0 be a left eigenvector of L associated to the zero

eigenvalue, i.e., r⊤L = L⊤r = 0, and let

R = diag{r1, . . . ,rN}, Q = RL+L⊤R (3.21)

Then R > 0, Q≥ 0 and the kernel of Q has dimension 1 and is given by span{1N}.

We are now ready to prove the following:

Theorem 1. Consider a multi-agent system represented by a graph G whose dy-

namics are described by (4.1). Suppose each agent applies the control (3.16) and

assume that G is a strongly connected and directed graph. Then the control (3.16)

globally asymptotically solves a consensus problem.

Proof. Let us state the following Corollary of LaSalle theorem from [82]:

Corollary 1.1. Let x = 0 be an equilibrium point for the system ẋ = f (x). Let

V : Rn→R be a continuously differentiable, radially unbounded, positive definite

function such that V̇ (x) ≤ 0 for all x ∈ Rn. Let S = {x ∈ Rn|V̇ (x) = 0} and

suppose that no solution can stay identically in S other than the trivial solution

x(t)≡ 0. Then, the origin is globally asymptotically stable.

Consider (3.20) and let z =−Lx. Then, the following dynamics can be defined:

ż =−Lẋ =−Lσ(Kz) (3.22)

In order to prove the convergence to 0 of such a system, consider the Lyapunov

candidate function [57], [164]:
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V (z) =
N

∑
i=1

ˆ zi

0
riσ(kiq)dq (3.23)

where ri is the i-th element of vector r (Lemma 1). It can be observed that V (z)>

0 ∀z ̸= 0, V (0) = 0 and V (z) is radially unbounded, i.e. V (z)→+∞ as |z| →+∞.

By the fundamental theorem of calculus, the derivative of (3.23) yields:

V̇ (z) =
N

∑
i=1

dV
dzi

dzi

dt
=

N

∑
i=1

riσ(kizi)żi = σ(Kz)⊤Rż =

=−σ(Kz)⊤RLσ(Kz)

(3.24)

Given any A ∈Rn×n and x ∈Rn, it is straightforward to show that x⊤(A+A⊤)x =

x⊤Ax + x⊤A⊤x = 2(x⊤Ax). Then, recalling that R is symmetric and that Q =

RL+L⊤R, it follows that:

V̇ (z) =−σ(Kz)⊤RLσ(Kz) =−1
2

σ(Kz)⊤Qσ(Kz)≤ 0 (3.25)

It can be easily seen that S = {z : V̇ (z) = 0} = {z : σ(Kz) = a1N}, with a ∈ R.

However, if we suppose a > 0, then, by definition of the saturation function, it

follows that zi ≥ a/ki,∀i ∈ V . Since by Lemma 1 r > 0, it follows that if zi is

positive for each i, then we have that r⊤z = −r⊤Lx > 0, which is a contradiction

because, being r a left eigenvector of L, it must result that r⊤z = 0. By using the

same arguments, we can also rule out the case a< 0 and thus the only possible case

is a = 0. This accounts for the fact that the only solution that can stay identically

in S is the trivial solution z(t) = 0. Hence, by Corollary 1.1, it is possible to state
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that z globally asymptotically converges to zero.

Notice that z̄ = −Lx̄ = 0, where x̄ is a right eigenvector of L associated to the

zero eigenvalue. Since the dimension of the eigenspace associated with the zero

eigenvalue of L is one, then ∃α ∈ R s.t. x̄ = α1N . Therefore, it results that

xi− x j→ 0 as t→+∞ ∀ i, j, which concludes the proof.

As a direct consequence of Theorem 1, we can state the following:

Corollary 1.2. Consider N users watching the same live streaming event. Sup-

pose users can receive the playback times Tj(t) from a set of clients j ∈ Ni

according to an established strongly connected digraph whose adjacency ma-

trix is A = (ai j). Then, if the playback rate is set as p(i)r (t) = 1 + ui(t) with

ui(t) = σ

(︂
ki ∑ j∈Ni ai j(Tj(t)−Ti(t))

)︂
bounded in [−δ ,δ ], where ki are appro-

priate control gains, the playback times will be synchronised asymptotically.

Proof. Recalling that xi(t) = Ti(t)− t, according to Theorem 1, when consensus

is reached, xi(t)→ α and the playback time Ti(t)→ t +α for all i when t→+∞,

thus implying the achievement of consensus also for the playback time.

Remark 1. When consensus is reached at a playing time t +α (α < 0), although

all clients are synchronised, they will watch the live streaming content with a

temporal delay of α with respect to the current event time transmitted by the

video provider.

Remark 2. Plugging (3.10) into (3.3) for a generic user i under Assumption 1, we

obtain the following dynamics of the playout buffer:

q̇i(t) = fi(t)− pr,i(t) = ( fi(t)−ui(t))−1 (3.26)
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For the ABR algorithm, ui(t) can be seen as a disturbance in the filling rate. How-

ever, the ABR algorithm is able to reject it in order to avoid buffer depletion and

therefore a rebuffering event. At steady state, ui = 0, which implies that when

consensus is achieved, the normal behavior q̇i(t) = fi(t)−1 is recovered. At this

point, the ABR algorithm, responsible for filling the buffer, no longer depends on

consensus, which is represented by the control variable ui(t). Hence, consensus

affects the playout buffer dynamics q̇i(t) but q̇i(t) does not affect the consensus,

and therefore the playback rate, as long as qi(t) > 0, which is always true under

Assumption 1.

Theorem 2. Consider a strongly connected digraph G to which a leader node is

added imposing a constant state x0. If it is possible to define a spanning tree in

the new graph with the leader as its root, then the system (4.1) augmented with the

leader node achieves leader-follower consensus under the control strategy (3.16).

Proof. In this setting, the leader node influences–but it is not influenced by–one

or more nodes of the graph through directed edges. Let Ḡ denote the augmented

graph including the graph G, the leader node v0 and all associated edges. Let

A1 = diag{a10, . . . ,aN0}, where ai0 > 0 only if there is a directed link from the

leader to node i, otherwise ai0 = 0, and let U = L + A1, with L as defined in

Lemma 1. In order to continue the proof, let us introduce the following [170]:

Lemma 2. If the augmented graph Ḡ has a spanning tree with the leader node as

the root, then U is full rank. In addition, let
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r = [r1, . . . ,rN ]
T = (UT )−11N ,

R = diag{r1, . . . ,rN},

W = RU +UT R,

(3.27)

then, R > 0 and W > 0.

At this point, let x̂i = xi− x0, where xi is the state associated to the i-th node

and x0 is the state imposed by the leader node. Then, x̂ = x− x01N , where x

follows the dynamics in (4.1) with the control actions (3.16). It is easy to verify

that ẋ̂ = σ(−KUx̂) and that by defining z = −Ux̂, it results that ż = −Uσ(Kz).

Analogously to the proof of Theorem 1, let us consider the candidate Lyapunov

function in (3.23), where now ri is the i-th element of the vector r defined in (3.27).

Its derivative is:

V̇ (z) =−1
2

σ(Kz)⊤Wσ(Kz)≤ 0 (3.28)

The candidate Lyapunov function is radially unbounded and is such that V (z) >

0 ∀z ̸= 0 and V (z) = 0 when z = 0. Since W > 0, then V̇ (z) = 0 if and only if

z = 0, otherwise V̇ (z) < 0. Then, for the Lyapunov stability criterion, z globally

asymptotically converges to zero.

Recalling that z =−Ux̂ and that U is full rank, it follows that z = 0 implies x̂ = 0.

Therefore, xi→ x0 as t→+∞ ∀i ∈ V .
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3.3 Distributed event-triggered control

The analysis carried out so far was made under the unrealistic assumption that

users communicate their playback time to neighbours continuously in time. To

limit the overall need for communication–and therefore the number of messages

exchanged among users–and the unnecessary control updates, an event-triggered

control is introduced. This technique has been widely studied in the literature con-

cerning consensus problems [168], [165], [45]. It consists of updating the control

input only when a certain error exceeds a threshold (triggering events). This way,

each agent communicates its state only at specific time instants, called triggering

times. As a consequence, the control action is piecewise constant since it changes

only when triggering times occur. Following this idea, an event-triggered linear

feedback law for each agent has been designed.

Let Ti = {0, t i
1, t

i
2, . . . , t

i
φi
, . . .} be the event-triggering time instants for agent i.

Then, the following control strategy can be defined:

ûi(t) = ki ∑
j∈Ni

ai j(x j(t
j
Φ j
)− xi(t i

Φi
)) (3.29)

where Φ j ∈ N,∀ j ∈Ni, and Φi ∈ N, denote the fact that different agents have in

general different triggering times. Moreover, t j
Φ j
∈T j is such that t j

Φ j
=max{t j

φ j
|t j

φ j
≤

t}, where t j
φ j

is the φ j-th triggering time for agent j. The same can be said for

agent i. At this point, we can define the sampled error as ei(t) = xi(t i
k)− xi(t), i.e.

the difference between the state in the last triggering time instant and the actual

value of the state at the present time t. It can be shown that given the following

triggering time update:
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t i
φi+1 = maxc>t i

φi
{c||ei(t)|2−αie−βit ≤ 0,∀ t ∈ [t i

φi
,c]} (3.30)

with αi > 0 and βi > 0, global leader-follower consensus is achieved if and only

if the digraph is strongly connected and there exists a spanning tree having the

leader node as its root [168].

Then, for each agent i ∈ V , the system dynamics is:

ẋi = σ(ûi(t)) (3.31)

Notice that the value of ûi(t) is kept constant until a new triggering time instant is

generated as shown in (3.30). In other words, for agent i, if the error–defined as

the difference between the state in the last triggering time instant and the current

state–remains below a certain threshold (i.e. αie−βit), then the agent will not com-

municate its state to its neighbours nor will it change its control. This way, whilst

the actual state of agent i keeps changing according to (3.31), the value of the state

used to compute the control protocols is considered constant. Therefore, between

a triggering time instant and the next one, the agent and its neighbours will use

the value of the state in the last triggering time to compute the new value of their

control protocol. Only at the new triggering time will the agent update its control

protocol and send its state to all of its neighbours so that they can update their own

control. As simulations will show, the aforementioned approach allows agents to

communicate with their neighbours only in discrete time instants. However, due

to the presence of a decreasing exponential term in the definition of (3.30), the

messages exchanged among agents will never stop. This is also due to numer-

ical issues associated with the specific computer employed for simulations. At

this point, one could leverage the concept of finite-time event-triggered consensus
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to tackle such a problem. In a nutshell, it consists of proving that consensus is

reached after a finite time t∗ rather than at infinity. This could be a good solu-

tion to the previous problem since after t∗ no triggering event would happen and,

consequently, no more information would be exchanged among agents. Finite-

time consensus can be guaranteed by finding a Lyapunov function that satisfies

additional and more restrictive conditions.

Several works focus on finite-time event-triggered consensus [172], [171], [46],

[56], but, to the best of our knowledge, none of them proves finite-time consensus

for the system considered in this work. In particular, finding a Lyapunov func-

tion guaranteeing finite-time consensus is not an easy task. For this reason, we

consider the following approach: agent i uses the control protocol in (3.29) when

∃ j ∈Ni s.t. |x j(t
j
φ j
)− xi(t i

φi
)| > γ , where γ > 0 is a small adjustable parameter,

and 0 otherwise. This means that once the playback times of the neighbours are

close enough to the playback time of agent i, the draining rate of agent i is set

back to 1, i.e. ûi(t) = 0, thus making xi(t) constant. Since leader-follower con-

sensus is guaranteed according to [62] under the control protocol (3.29) and the

triggering time update given by (3.30), when γ is set to be small and close to zero,

the approach just described prevents agents from sending messages indefinitely

by stopping the variation of their states and therefore avoiding further trigger-

ing times when a de-facto consensus is reached, i.e. when all states are close to

each other and to the state imposed by the leader. In other words, at steady state,

leader-follower consensus is almost achieved. At this point, the maximum lack of

synchrony between two neighbouring agents is γ , which is small enough not to be

noticeable by users. Let us precise that small communication delays may occur

among clients exchanging their current state in a triggering time. This does not

impair convergence since, at each agent, the previous control action is kept con-

stant. Therefore, if the change in the control is slightly delayed, consensus will be
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achieved anyway but with some additional time. Furthermore, in the worst case,

the lack of synchrony between the leader node and any other node is at most N ·γ ,

which is still negligible and unnoticeable by users if γ is set to be close to zero. As

stated in [62], users start to notice differences in the playback time among them

when they are above 500 ms. Therefore, such delays should be kept below this

threshold.

3.4 Results

Let us now consider some network topologies to show the effectiveness of the

proposed approach in baseline cases. Suppose ts is reached, i.e. a time instant

when all clients are playing the video content. Then, it is possible to define the

initial states of the nodes identifying the initial time delays T0i that each client ex-

periences when the server sends the streaming content. Let ki = 1 and |ui(t)| ≤ δ ,

δ = 0.3, ∀ i ∈ V . Throughout the simulations, the following assumption holds:

each node sends information to and receives information from all of its neigh-

bours. Notice that this assumption could also be removed as long as the graph

stays strongly connected. As a first example, let us consider a directed strongly

connected ring topology with N = 13 nodes, where each node in the ring repre-

sents a client and all clients in the network watch the same live streaming event

from different devices. In this topology, each node can communicate only with

two neighbours.

As Figure 3.4 shows, consensus is achieved at roughly−17 seconds, which means

that Ti(t) = t−17, ∀ i∈ V , thus implying that all clients are synchronising around

a playout time delayed of 17 seconds. It is important to point out that in the

simulations the zero corresponds to the chosen ts.
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Figure 3.4: State dynamics xi(t) for the ring topology
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Figure 3.5: Ring topology with a leader node
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Figure 3.6: State dynamics xi(t) for
the ring topology with a leader node

0 50 100 150 200 250
Time [s]

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

u
i(
t)

[s
]

Figure 3.7: Control inputs ui(t) in the
case of a ring topology with a leader
node

101



Chapter 3. Synchronising Live Video Streaming Players Via Consensus

Leader

Figure 3.8: Network topology with groups of clients and a leader

In Figure 3.5 the leader-follower approach for the ring topology is considered by

adding a fourteenth leader node (green node in the figure), which imposes a state

equal to −10, thus guaranteeing a lower temporal delay.

In the hypothesis that the leader node can communicate only with one other node,

consensus is reached at −10, as expected, (Figure 3.6) after about 150s. The

dashed black line in the figure represents the state set by the leader node. More-

over, the transient could be made smaller if the leader is allowed to communicate

also with other nodes or by properly increasing the gains ki. Once consensus is

achieved, it results that Ti(t) ≃ Tj(t) ≃ t − 10, ∀ i, j = 1, . . . ,N, which implies

that all clients are synchronised with a delay lower than the leaderless case (Fig-

ure 3.4).

In Figure 3.7 the dynamics of control inputs are shown. As one can see, control

variables, after a transient in which most of them experience saturation, converge

to zero as desired. The figure shows that for some clients it is necessary to increase

the playback rate to make it greater than one because their initial delay was higher.

On the other hand, for those clients with a low initial delay, the playback rate is

made less than one at the beginning to ’meet’ the others and eventually converge

together.

Let us now switch to a different topology of the network composed of three groups

of clients. Each client in a group is connected to the others through several edges,
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Figure 3.9: State dynamics xi(t) for
the topology of Fig. 3.8
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Figure 3.10: State dynamics xi(t)
with the leader marked by the yellow
node in Fig. 3.8

while groups are connected with fewer edges as depicted in Figure 3.8. Like in the

previous examples, this graph contains 13 nodes with the same initial states and

control input bounds. Also, we add a fourteenth leader node (green node in the

figure) influencing only one other node in the network with the purpose of making

states converge to −10. In this case, the transient time needed to reach consen-

sus is about 150 seconds (Figure 3.9) due to the different network topologies and

the specific node influenced by the leader. Now suppose the leader communi-

cates with the yellow node instead. Then, the time required to achieve consensus

with input saturation constraints considerably decreases, up to 100 seconds (Fig-

ure 3.10).

To avoid continuous communication among users, and thus an unnecessary ex-

change of information, an event-triggered control is considered. Let γ = 10−4,

αi = 10 and βi = 0.1 for each i ∈ V . Figure 3.11 shows the trend of the states

when a leader-follower approach for the ring topology is employed. As can be ob-

served, convergence is still guaranteed in approximately the same amount of time

as the continuous communication case. Notice that the evolution of the states is

less smooth due to the abrupt changes in the control actions (Figure 3.12), which,

as desired, converge to zero. More precisely, once states get close enough to each
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Figure 3.11: State dynamics xi(t)
for the ring topology in the event-
triggered case
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Figure 3.12: Control inputs ui(t)
for the ring topology in the event-
triggered case

other and to the state imposed by the leader so that the difference of neighbouring

states is less than γ , control inputs, already close to zero, are set to zero. This way,

states remain constant, practically synchronised, and will no longer exchange in-

formation. In Figure 3.13, it is possible to see the triggering time instants in

which an agent updates its control action and sends its new state to the neigh-

bours. Over a total simulation time of 500 seconds, agents exchange information

only for the first 300 seconds (roughly), after which no additional communication

is needed. Another important point is that users triggered an average of only 87

events. This translates into a considerable decrease in the information exchanged

among users, thus implying the effectiveness of the distributed event-triggered

control approach.

Finally, such considerations could be generalised to other topologies, such as the

one depicted in Figure 3.8, of which we report only the triggering time instants in

Figure 3.14. Also in this case, there is no continuous exchange of information and

with the proposed approach only a limited number of events is triggered. Again,

whilst the simulation time is 500 seconds, the figure shows only the simulation

until 200 seconds since nothing happens afterwards.
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Figure 3.13: Triggering times for
each agent in the ring topology
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Figure 3.14: Triggering times for
each agent in the topology of Fig. 3.8

Depending on the network topology, there are some nodes that have more influ-

ence with respect to others. Since the topology is not usually known a priori, the

more nodes the leader is able to influence, the faster, in general, the achievement

of synchronisation. It is also important to highlight that convergence is guaran-

teed independently of the value of initial states, the number of nodes, the number

of nodes influenced by the leader, and the network topology–as long as the graph

remains strongly connected. Variations of all such parameters will only positively

or negatively affect the synchronisation time, which is also influenced by the sat-

uration value δ that, according to a recent study [125], should not exceed 10% of

the original rate not to impact the QoE. Moreover, initial delays associated with

clients are not usually high. Actually, the number of available video segments en-

coded by the DASH standard when a client connects to the server is of the order

of 5-10. Considering the typical case of segments of duration τ = 5s, the clients’

playback time can be delayed with respect to the video provider of an amount that

does not exceed 50 seconds.
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3.5 Concluding Remarks

In this Chapter, a distributed control approach to synchronise clients watching live

streaming content in geographically distributed locations has been presented. To

achieve synchronisation, the playback rate, i.e. the speed at which the video is

played, has been chosen as the control variable. This approach is known as Adap-

tive Media Playout, where the playback rate is limited and can only be slightly

adjusted to avoid QoE degradation. To this end, the widely studied consensus

problem of simple integrators with input saturation has been leveraged to design

a distributed playback synchronisation framework. In addition, to reduce the de-

lay between agents and video content providers, a leader-follower approach has

been employed. To enhance this framework and limit the amount of information

exchanged among agents, we have adopted an event-triggered control protocol.

With such a protocol, it has been possible to drop the assumption of continuous

communication among users. Finally, in order for the communication to come

to an end, the event-triggered control at the agents is turned off when their states

are close enough to each other. Therefore, the consensus process stops when syn-

chronisation is achieved in practice. Simulations on different network topologies

prove the effectiveness of the proposed approach, which guarantees asymptotic

synchronisation along with the satisfaction of playback rate saturation constraints

independently of the protocols adopted.
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Chapter 4

On Asymptotic Stability of

Nonlinear Systems with Deep

Reinforcement Learning

Controllers

In this Chapter, we tackle the problem of guaranteeing the asymptotic stability of

systems controlled with Deep Reinforcement Learning (DRL) control strategies.

After extracting the DRL control policy, a framework trying to synthesise a Lya-

punov function is designed. This is an important development in the direction of

safety. Results shown in this Chapter are in [102].
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4.1 Introduction

Deep Reinforcement Learning (DRL) is a branch of Machine Learning (ML) that

is specifically designed to solve control problems. In particular, DRL methods

aim at learning control policies through interaction with an environment. How-

ever, one of the prominent reasons that hinders the adoption of such learning-

based approaches in real control applications is safety [9]. Although DRL control

policies can achieve promising performance and provide excellent results, most

of the systems employed in reality are safety-critical, usually because of their in-

teraction with human beings and/or with equipment that could be damaged when

unsuitable control actions are taken by the control policy.

Therefore, it is important to ensure the learning process produces safe control

policies. In general, a state is considered safe if system trajectories are bounded

within a region and eventually converge asymptotically to the equilibrium point

under a given control policy. When DRL methods are applied to nonlinear contin-

uous time systems, the disadvantage is that there is no guarantee that the learned

control policy always stabilises the system as prescribed. This is due to the fact

that, during the training phase, the DRL algorithm cannot exhaustively explore all

possible states since they are infinite. As a consequence, when the trained control

policy is actually deployed, it could occur that some unexplored states are visited,

in which case the system dynamics may diverge.

A common workaround that is adopted when dealing with nonlinear systems is to

linearise the system dynamics around an equilibrium point and to use the theory

of linear systems to compute a linear feedback controller (e.g. using a Linear

Quadratic Regulator) that guarantees stability in a small neighbourhood of the

equilibrium point where the linear approximation remains valid. However, such
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controllers are no longer valid outside the neighbourhood, hence they prove of

little use in several applications. To overcome this issue, Lyapunov methods are

adopted to synthesise controllers valid outside the small neighbourhood of the

equilibrium point. A common method relies on polynomial approximations of

the system dynamics and seeks sum-of-squares (SOS) polynomials as Lyapunov

functions using semidefinite programming (SDP) [123], [77]. However, also in

this case, one would work with just an approximation of the system and therefore

a restriction on the control.

The aim of the work presented in this Chapter is to check whether the control pol-

icy obtained with a DRL algorithm makes the system asymptotically stable. To

this purpose, the aim is to derive stability certificates to prove the asymptotic sta-

bility of nonlinear systems at an equilibrium point in the presence of deterministic

control policies obtained with DRL. DRL techniques are particularly useful when

it comes to deriving a control policy needed to control a continuous-time system

without any approximation of its dynamics. However, there is no guarantee that

such a policy is always able to successfully control the system. This controller can

be plugged into the nonlinear model of the system and then a Lyapunov Neural

Network (LNN) can be implemented to synthesise a Lyapunov function, which

provides a stability certificate for the system. In our framework, a DRL module

derives the best feedback control possible given the system dynamics and a reward

function. To synthesise a Lyapunov function, a recently proposed Learner-Verifier

approach is adopted [29], [3]. This approach consists of a learner that trains an

LNN over a set of sample states with stochastic gradient descent to tune proper

parameters for a Lyapunov candidate function in such a way that a specific cost–

representative of the violation of the Lyapunov conditions–is minimised. The ver-

ifier retrieves the DRL control policy and the Lyapunov candidate function from

the learner and checks whether the candidate is actually a Lyapunov function. If
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it is not the case, the verifier provides a certain number of counterexamples that

are added to the set of sample states and feeds them back to the learner so that the

procedure can iterate until a Lyapunov function is found or a maximum number of

iterations is reached. It is important to point out that in general it is not easy to ver-

ify the Lyapunov conditions and that for this reason we employ a sound decision

procedure using Satisfiability Modulo Theory (SMT) [12] called δ -complete de-

cision procedure [60]. Such a procedure guarantees correctness of the Lyapunov

function found in terms of fulfilment of the Lyapunov conditions. In the follow-

ing chapters we provide a learning-based methodology to prove asymptotic–and

not only practical–stability at the equilibrium point of a nonlinear system with a

deterministic DRL control policy. Then, the region of attraction of a system at an

equilibrium point with a deterministic DRL feedback control policy is computed,

thus bounding the trajectories of the system when the initial state lies inside the re-

gion. With our approach, it is possible to show that a DRL feedback controller can

ensure wider regions of attraction compared to other state-of-the-art controllers.

4.2 Related Work

In [133], the authors present an approach to learn safety certificates for nonlinear

discrete-time closed-loop dynamical systems. The procedure is based on sampling

methods, which are used to verify the Lyapunov conditions, and on a manual

design of the neural network to derive the Lyapunov function given a controller.

This method, along with [109], [118], [126], does not provide formal numerical

soundness. The approach proposed in this Chapter first derives a control policy

using a DRL algorithm and then relies on a generic feed-forward network to obtain

a Lyapunov function with a Learner-Verifier method, which is formally sound

because it is based on SMT solvers. Mehrjou et al. [108] provide an improvement
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of the algorithm in [133] to enlarge the region of attraction only of a specific class

of systems.

In [29] a relevant approach is shown. In particular, the authors leverage feed-

forward neural networks and SMT solvers to synthesise both the control and the

Lyapunov function. However, only Lagrange–or practical–stability is guaranteed,

i.e. stability is not guaranteed in a neighbourhood of the equilibrium point. Con-

versely, the aim of the approach described in the following sections is to guarantee

full asymptotic stability and compare our results with the aforementioned work to

show that we are still able to synthesise Lyapunov functions and that the controller

obtained with DRL techniques ensures even larger regions of attraction. Abate et

al. [3] propose a method for the formal synthesis of LNNs to ensure full asymp-

totic stability of autonomous nonlinear systems. A polynomial Lyapunov func-

tion is derived and comparisons with other approaches prove the efficiency of the

method in terms of computation time needed to synthesise a Lyapunov function.

The same authors have developed a tool called FOSSIL [2] for Lyapunov function

and barrier certificate synthesis employing the aforementioned approach. The fo-

cus of this work is mainly computation time efficiency for autonomous nonlinear

systems without analysing the regions of attraction. Our method is based on the

computation of a DRL control policy to prove its suitability in terms of asymp-

totic stability and on the analysis of the regions of attraction compared to other

methodologies.

4.3 Preliminaries

Before describing the procedure to obtain a deterministic DRL controller and

to synthesise a Lyapunov function that certifies its stability, relevant preliminary

background and notation used in this Chapter is provided.
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Lyapunov stability theory. Consider the continuous-time time-invariant nonlinear

system:

ẋ = f (x,u) (4.1)

where f : D→Rn is a Lipschitz-continuous vector field and D ⊆Rn is the domain

of the system containing all states x(t) and such that 0 ∈ D . The continuous

function u : D → Rp is the static state-feedback control policy to be learned, thus

we can write ẋ = f (x,u(x)). Throughout this Chapter, we will consider w.l.o.g.

that x = 0 is an equilibrium point for system (4.1).

According to a well-known theorem in [81], let f (x,u(x)) be a locally Lipschitz

continuous vector filed with an equilibrium point at the origin. Let V : D → R

be a continuously differentiable function such that V (0) = 0, V (x) > 0 ∀x ∈ D \
{0} and V̇ (x) < 0 ∀x ∈ D \ {0}. Then, the origin is an asymptotically stable

equilibrium point of the system and V is called a Lyapunov function.

Notice that V̇ (x) represents the Lie derivative of V (x) over the vector field f (x,u(x))

and is defined as follows:

V̇ (x) = ∇xV (x) · f (x,u(x)) =
n

∑
i=1

∂V
∂xi

fi(x,u(x)). (4.2)

Despite its relevance in determining the asymptotic stability of a system, finding

a Lyapunov function is in general not an easy task and, up to now, there exists no

general method to construct Lyapunov functions [65]. These functions are also

important tools to estimate the regions of attraction at an equilibrium point of a

general nonlinear dynamical system [81]. Suppose system (4.1) is asymptotically

stable at the origin under the control law u(x) and let V (x) be a Lyapunov function
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for system (4.1) in D . A region of attraction S is an invariant subset of D that

contains the origin, i.e. if the initial state of the system belongs to S , then the

system trajectories always stay inside S . All level surfaces of V (x) contained

in D are regions of attraction for the system, i.e. for some c > 0, S = {x ∈
Rn|V (x)≤ c} ⊆D .

Neural Networks. Neural networks find their application in several fields. They

have been employed also to enhance Reinforcement Learning (RL) agents to de-

rive policies for the control of continuous-time systems. Hence, the birth of Deep

Reinforcement Learning (DRL), which allows us to scale to decision-making

problems that were previously intractable, i.e. settings with high-dimensional

state and action spaces. Two DRL algorithms with a deterministic control pol-

icy will be considered throughout this work: Deep Deterministic Policy Gradient

(DDPG) [93] and Twin Delayed Deep Deterministic Policy Gradient (TD3) [58].

The DDPG algorithm is one of the most widely used learning techniques applied

to control systems. It is based on an off-policy Actor-Critic architecture to learn

control policies in continuous action spaces. In a nutshell, the actor chooses an

action to perform on the environment and observes the reward and the new state.

Such a transition is stored in the replay buffer. The critic measures how good the

action chosen by the actor was through the Q-function. Then, it samples a number

of transitions from the replay buffer to minimise a loss function and to update the

actor policy, i.e. the control policy employed to control the environment. The

TD3 algorithm improves the DDPG by introducing two Q-functions instead of

just one and uses the smallest of the two Q-values to compute the loss function. In

addition, TD3 does not update the policy at the same frequency as the Q-function

but, usually, it is updated every two Q-function updates.

Neural networks are also efficient regressors. This property is important in that it
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allows us to approximate Lyapunov functions. Such neural networks are usually

called Lyapunov Neural Networks (LNNs). Several works have employed LNNs

for different purposes [109], [118], [141]. In this work, we implement a feed-

forward neural network as an LNN whose input has the dimension of the state

space of the system, say n, the output layer has dimension 1, and in between,

there are m hidden layers with h1,h2, . . . ,hm neurons. Supposing fully connected

layers, the weights are contained in m+ 1 matrices as follows: W1 ∈ Rh1×n for

those weights from the input to the first hidden layer, W2 ∈Rh2×h1 for the weights

form the first hidden layer to the second and so on until Wm+1. Each hidden neuron

may also present an additive bias, therefore B1 ∈ Rh1 , B2 ∈ Rh2 , and so on. Every

layer can have an activation function σ : R→ R applied to each neuron. Hence,

if x0 is the input state, it follows that:

l1 = σ0(W1x0), (4.3)

li = σi(Wili−1), i = 2, . . . ,m, (4.4)

where σi is computed element-wise and li is the output of the i-th layer. The output

of the feed-forward network represents the value of the Lyapunov function in the

input state:

V (x0) = σm+1(Wm+1lm). (4.5)

Once this network is trained to meet the Lyapunov conditions, we end up with

an LNN that represents a Lyapunov function V : D → R proving the asymptotic

stability of the controlled system at the equilibrium point in the domain D .
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Figure 4.1: Proposed architecture

4.4 The Proposed Architecture

In this Section, we present an architecture that extracts a DRL control policy and

proves–if it is the case–full asymptotic stability of the closed-loop feedback sys-

tem through the synthesis of a Lyapunov function and a corresponding region of

attraction in the domain of the system.

On the basis of the counterexample-guided approach illustrated in [3], Fig. 4.1

shows the proposed architecture composed of three main modules: the model of

the system with the DRL Control Policy, the Learner and the Verifier. Below we

provide a more detailed description of each component.

• DRL Control Policy: it employs the model of the system and is in general

based on a DRL algorithm that outputs the control policy u(x) after a train-

ing phase. Since we aim at extracting the control policy as a function of

the states, the DRL algorithm needs to be deterministic, i.e. the output of
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the algorithm must provide an action when an input state is presented rather

than an average value and a standard deviation of the action, which would

imply stochasticity.

• Learner: a neural network is trained on the basis of an input set C con-

taining a certain number of sample states. The trained network represents

a candidate LNN whose output, given a state, is the value of the candidate

Lyapunov function in that state. The neural network is trained by minimis-

ing a cost function using the steepest gradient descent. The cost function

must necessarily take into account the Lyapunov conditions that have to be

necessarily satisfied to obtain a Lyapunov function. Let us formulate such a

cost as in [29]:

L(x) =
1
N

N

∑
1
(max(−V (xi),0)+max(0,V̇ (xi)))+V (0)2 (4.6)

where xi is the i-th sample of the state and is such that xi ∈ C with |C |= N.

Notice that for each sample, the cost is 0 when V (x)> 0, i.e. when the first

Lyapunov condition is met, and V̇ (x) < 0, i.e. when the second Lyapunov

condition is met. If V (x)< 0, then the first condition is violated and such a

violation is penalised of a term equal to −V (x). The same can be said for

the condition V̇ (x)< 0. The average over all samples plus V (0)2 represents

our cost, which is minimised using the steepest gradient descent. Obviously,

when V (x) is a Lyapunov function, L(x) = 0, although the contrary is not

true. In fact, it could happen that there are some states not included in C

in which the candidate function violates the conditions. It is at this point

that the Verifier checks if there are some states that violate the Lyapunov

conditions and adds them to C .
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• Verifier: it makes use of a solver to find–if it is the case–states that violate

the Lyapunov conditions w.r.t. a candidate Lyapunov function. Satisfiability

Modulo Theory (SMT) solvers are powerful tools to check the satisfiability

of first-order logic formulae. Such solvers are formally sound and therefore

provide guarantees that are equivalent to giving analytical proofs. For this

reason, SMT solvers are employed to check candidate Lyapunov functions.

As already said, a Lyapunov function has to meet the following conditions:

V (0) = 0∧V (x)> 0∧V̇ (x)< 0, ∀x ∈D\{0}. (4.7)

To exploit the nice properties of SMT solvers, the so-called dual falsifica-

tion problem is derived. Such a problem is needed in formal verification

and is simply the negation of (4.7):

∃x ∈D\{0} : V (x)≤ 0∨V̇ (x)≥ 0. (4.8)

If the falsification condition is true for some nonzero x in D , then V (x) is

not a Lyapunov function since there is at least one state in the domain that

violates the Lyapunov conditions. On the contrary, if it is false, it means that

V (x) is a Lyapunov function in D . To solve problem (4.8), it is necessary

to globally minimise non-convex functions such as Lie derivatives, which is

an NP-hard problem. This is the reason why the Verifier relies on an open-

source SMT solver for nonlinear formulas over the reals called dReal [61].

This solver provides formally sound solutions to problem (4.8), i.e. if a

solution exists, it is always found. Such a guarantee comes with the δ -

completeness property. For the sake of clarity, let us provide the following

definitions [60].
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Definition 1 (SMT problem). An SMT problem is the problem of deter-

mining whether an SMT formula, which is a first-order logic formula, is

satisfiable.

Definition 2 (δ -completeness). Let ϕ be an SMT formula and δ a positive

rational number, a decision procedure P is δ -complete if it either deter-

mines that ϕ is not satisfiable or that the δ -weakening of ϕ is satisfiable.

The δ -weakening of ϕ is a numerical relaxation of the original formula.

In our case, a δ -complete procedure P that verifies the formula in (4.8)

is what we need because if a formula is satisfiable, then its δ -relaxation

is always satisfiable. On the contrary, if the δ -relaxation of the formula is

satisfiable, then it could be that either the formula itself is satisfiable or it

is not satisfiable. Therefore, we can guarantee the check on the Lyapunov

conditions because if the δ -relaxation of (4.8) is not satisfiable, then also

(4.8) itself is not satisfiable, thus implying that V (x) satisfies the Lyapunov

conditions and is a Lyapunov function. However, it could happen that the δ -

relaxation of (4.8) is satisfiable. This provides no guarantee on (4.8) and the

procedure gives counterexamples that are solutions of the relaxed formula.

If the not-relaxed formula is not satisfiable, then the counterexamples ob-

tained are just spurious solutions that do not pose any issue since this could

translate into the synthesis of a more conservative candidate Lyapunov func-

tion.

4.5 Results

Experimental results of the proposed approach are provided in this Section. We

picked two test cases and, as already said, we considered two of the most com-
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mon deterministic DRL algorithms: DDPG and TD3. In the Learner we set up

a feed-forward neural network with one hidden layer while in the Verifier we use

dReal [61] as the SMT solver.

Case 1: Inverted Pendulum. The first test case consists of controlling an inverted

pendulum whose control goal is to balance it in the upright position with zero

angle and zero angular velocity. The torque that can be applied to the hinge of

the pendulum represents the control variable whereas the state is represented by

the angle, measured in radians, and the angular velocity, measured in radians per

second. Finally, a domain D = {x = (θ , θ̇) ∈ R2| ||x||2 ≤ 6} is imposed.

Let us start by considering a DDPG control policy. As a first step, the Actor

and Critic are trained until the cost function is minimised and the control goal

is achieved. In particular, an Actor with the two states as inputs, no hidden lay-

ers, and one output with linear activation is set. In other words, a controller of

the form u(x) = Kx is considered, thus obtaining: u(θ , θ̇) = −1.2616117θ −
0.29633152 θ̇ .

The next step is to create a set C of 500 random states sampled from the domain

and, on the basis of such a set and of the model of the system, the Learner derives a

candidate Lyapunov function that is passed to the Verifier. The latter uses the SMT

solver to check if the Lyapunov conditions are verified. In the case they are not, the

solver augments C with some states that violate the Lyapunov conditions in such

a way that, at the next iteration, the Learner can adjust the Lyapunov candidate

function to satisfy the conditions. Notice that, according to what we have said

in Section 4.4, it could happen that the Learner finds a Lyapunov function but

the Verifier does not recognise it due to the δ -completeness property of the SMT

solver. In this case, the counterexamples added to C are spurious data that are

not detrimental to the Learner: they can help it find a more suitable Lyapunov
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Figure 4.2: Lyapunov function for Inverted Pendulum with DDPG control

function that, eventually, will pass the Verifier’s check. It is worth stressing that

the contrary can never happen, i.e. the Verifier is always able to detect candidate

Lyapunov functions that violate the conditions.

Fig. 4.2 shows the Lyapunov function V (θ , θ̇) found by the Learner and valid in-

side D . Qualitatively, one can see that this function is 0 only when (θ , θ̇) = (0,0)

and is strictly positive elsewhere in the domain (blue circle in the figure). The

Verifier formally ensures this along with the condition on the gradient. Only now

do we have the guarantee that the DDPG control policy asymptotically stabilises

the nonlinear system also when unexplored states are visited.

As already explained, any level set of the Lyapunov function entirely lying within

the domain is a region of attraction for the system. Therefore, we can consider

the widest region of attraction in the domain to have an idea of the stabilising per-

formance guaranteed by the controller and, consequently, of its quality. Fig. 4.3

outlines the region of attraction obtained with the synthesised Lyapunov func-

tion (green curve) and the phase portrait of the closed-loop system (grey arrows)
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Figure 4.3: Region of Attraction for Inverted Pendulum with DDPG control

showing that the equilibrium point in zero is a stable point. To provide a better

grasp of the concepts, if we pick two random initial states (large dots in the fig-

ure) within the region of attraction and let the system evolve, the trajectories will

never leave the region until convergence. As the figure shows, it is possible to

see that the trajectories evolve but never leave the region until convergence. By

looking at Fig. 4.3, it is possible to observe that if the initial state lies outside the

highlighted green region, then the system trajectories can evolve arbitrarily far

before converging to zero. This is an important insight into tackling safety issues

concerning DRL control strategies. In fact, safety is the main reason why such

approaches meet few practical applications. Therefore, synthesising a Lyapunov

function for the DDPG controller in the case of an inverted pendulum not only

guarantees asymptotic stability of the controlled system, but also allows us to find

a region of attraction, which–provided that the initial state is in it–ensures that

no state outside it is visited, thus preventing the system from reaching possible

unsafe states.
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Figure 4.4: Region of Attraction for Inverted Pendulum with TD3 control

In Fig. 4.3 it is also shown the region of attraction found with the controller de-

veloped by Chang et al. [29] for the same example (magenta curve). This linear

controller is synthesised by the same neural network that generates the candidate

Lyapunov function. Even if the goal of the present work is different, let us make

some considerations on the kind of controllers found. From the figure, it is clear

that the DDPG controller guarantees a much wider region of attraction w.r.t. to the

other controller. In other words, it would prove a more performing control. More-

over, the control in [29] guarantees in practice Lagrange stability, thus excluding

a neighbourhood of the equilibrium point when synthesising the Lyapunov func-

tion. On the other hand, our analysis ensures full stability at the equilibrium point

yet with a wider region of attraction.

Similarly, the TD3 control policy was evaluated, obtaining essentially similar re-

sults. In particular, after finding the Lyapunov function, which has a similar shape

as in Fig. 4.2, we show the corresponding region of attraction in Fig. 4.4. Also

in this case, the TD3 controller is able to guarantee full stability and still a wider
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Figure 4.5: Lyapunov function for Bicycle circle tracking with DDPG control

region of attraction compared to the case described in the literature.

Case 2: Bicycle circle tracking. In this example, we consider the case of a bicycle,

running at a constant speed, that has to track a unit circle. The control variable is

the steering angle of the front wheel whereas the state variables are represented

by the Distance Error (DE), i.e. the distance measured in meters between the rear

wheel and the circle, and the Angle Error (AE), i.e. the difference measured in

radians between the angle of the rear wheel and the angle of the tangent to the

circle in the closest point to the wheel (see [29] for more details). The control

goal is to steer the state to zero. In this case, a domain D = {x = (DE,AE) ∈
R2| ||x||2 ≤ 0.8} is set.

Let us first evaluate the DDPG algorithm. Notice that in this case we set up the

Actor with an input layer of dimension 2, two hidden layers with 256 neurons, and

an output layer of dimension 1, all with linear activation, thus resulting in a linear

state feedback control. After training a control policy able to stabilise the system

in the testing phase, stability is evaluated. To this end, the framework displayed
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in Fig. 4.1 is employed to try to synthesise a Lyapunov function that proves the

asymptotic stability of the controlled system. The Learner managed to find a

Lyapunov function, which is shown in Fig. 4.5. From its level sets, it is possible

to find a region of attraction for the system (green curve) and the phase portraits

(grey arrows) as shown in Fig. 4.6. The region is considerably wide in the domain

of the system, ensuring that the trajectory of the state never leaves it during its

evolution until convergence every time the initial state lies in the region. Also,

we show two trajectories for clarity and the smaller region of attraction found by

Chang et al.

Finally, we carried out the same analysis for the TD3 algorithm. A Lypunov

function–similar to the DDPG case–was successfully found. Fig. 4.7 shows the

region of attraction from which the same conclusions as the DDPG control can be

drawn.

In each of the considered benchmark control systems, the region of attraction

obtained with a DRL controller is also way wider than the region derived with

classical controllers such as LQR or SOS (see [29] for a visual comparison).

As already explained, in general, if no Lyapunov function is found, then one can-

not establish any conclusion about the system’s stability. In addition, there is no

way of proving the non-existence of a Lyapunov function for a system. There-

fore, it could happen that the LNN either finds a Lyapunov function or reaches a

maximum number of iterations. The latter case simply implies the network was

not able to find a Lyapunov function that could exist. Moreover, the more the sys-

tem is complex, the wider the networks employed in the DDPG or TD3 to control

it. However, as long as activation functions on neurons are linear, the resulting

controller will be linear or affine in the state and therefore the LNN can be easily

deployed. In the case of nonlinear activation functions, the time complexity of
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the proposed procedure can considerably increase. Time complexity also depends

on the complexity of the Lyapunov function we try to synthesise. In this work,

we considered linear or affine controllers and an LNN with one hidden layer, 64

neurons, and a tanh activation function. Is it important to notice that non-smooth

networks cannot be employed since, in order to analytically check the Lyapunov

conditions, Lie derivatives must exist. For this reason, activation functions like

ReLU cannot be considered. In the simulations, the time needed for the synthesis

ranges from 132 to 431 seconds when using Google Colab. In any case, this is

an offline procedure, whose goal is to certify the asymptotic stability of the con-

trolled system without taking into account the time required to accomplish such a

task.

Finally, the approach just described relies on the availability of a good model of

the control system and assumes no uncertainty is present. In other words, the

trained DRL control policy is not robust. To apply the proposed framework to

real-world control systems, the DRL algorithm has to be trained on a simulator,

on which usually only the nominal model is available. However, to apply the

trained control policy to the real-world system, we need stability guarantees on a

robust controller that takes into account parametric uncertainties. The approach

proposed in [37] could be leveraged to synthesise a learning-based function able to

provide both stability and safety guarantees for uncertain control-affine dynamical

systems while generating a robust controller. Although some important rigorous

verification is still missing, we believe that such a strategy can be developed fur-

ther and integrated into our approach to address also the problem of robustness

for practical applications.
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4.6 Concluding Remarks

This Chapter proposes a methodology that can be employed to prove the asymp-

totic stability of nonlinear systems when deterministic DRL control policies are

used. Such an analysis has been carried out on two different DRL algorithms:

DDPG and TD3. After a training phase, in which the DRL algorithm learns how

to achieve the control goal, the corresponding control policy is extracted and a

Learner-Verifier approach is implemented to synthesise a Lyapunov function with

the help of SMT solvers and LNNs. The results obtained on two benchmark con-

trol systems show the effectiveness of the proposed approach, ensuring not only

the asymptotic stability of DRL algorithms but also important considerations on

safety.
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Chapter 5

Conclusions and Future

Research Directions

In this thesis, the first and main part is devoted to video streaming and Internet

media delivery services, whereas the second part represents the beginning of a

study concerning the synthesis of stability certificates when Deep Reinforcement

Learning controllers are employed.

After providing an overview of video streaming protocols, Quality of Service and

Quality of Experience have been defined and analysed. Finally, basic concepts

of Machine Learning and, more precisely, Reinforcement Learning have been in-

troduced. Regarding the first part, a Multi-Commodity Flow Problem (MCFP)

has been described to address the issue of designing a QoE-fair optimal allocation

strategy. The motivation lies in the high user engagement and Quality of Expe-

rience video service providers have to keep when delivering videos to massive

audiences in order to avoid service abandonment. In the context of the MCFP

optimisation framework, a Proportional Fair (PF) resource allocation strategy has
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been adopted to choose the appropriate path or paths for each demand in order to

equalise the QoE obtained by concurrent heterogeneous users for video delivery

networks.

Subsequently, a clustering of video sessions has been proposed with the purpose

of making the number of variables involved in the optimisation problem manage-

able. The performance of the proposed PF allocation strategy has been compared

to the case of a QoE-unaware allocation strategy, which is representative of the

currently deployed video delivery networks. Simulations have shown that the

proposed PF allocation strategy is able to considerably improve fairness among

heterogeneous clients while still keeping the same average visual quality. An in-

teresting future direction would be carrying out an in-depth analysis of the video

clustering procedure to further optimise the network resource allocation. Another

development could be implementing a decentralised technique to solve the optimi-

sation problem in order to improve scalability-related issues as well as resiliency

to computing failures, which could be caused by malicious users attacking the

node where the optimiser is located. Furthermore, another future perspective is

to conduct the analysis so far presented with a more complicated QoE function,

which not only depends on the visual quality but also on rebuffering events and

several other features that are still object of research. One last aspect worth being

investigated is to see how the QoE changes according to the screen size of the de-

vice, which is independent of its video resolution and could be the cause of further

QoE unfairness.

In addition to optimal network resource distribution, live video streaming syn-

chronisation issues have been investigated. Live streaming events are generally

enjoyed together by users even if they are not physically in the same place. How-

ever, synchronisation of video playback among geographically distributed users
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is fundamental to prevent users’ service abandonment. When comments and reac-

tions on social networks are left, a not synchronised video playback can be easily

noticed and be detrimental to users’ feelings of togetherness.

To this end, a distributed control approach to achieve synchronisation among users

has been proposed. In particular, the playback time of each user has been mod-

elled as a first-order integrator with saturated input. Then, the well-known con-

sensus problem of simple integrators with saturated inputs has been deployed to

design a distributed playback synchronisation framework. In this context, a con-

sensus protocol acting on the draining rate of the video content playing on the

user’s device has been proposed. This way, we have shown that consensus is

globally and asymptotically achieved. Furthermore, a leader-follower approach

has been adopted with the aim of ensuring a controlled synchronisation among

users in order to obtain the least possible delay with respect to the video con-

tent provider. Finally, an event-triggered control is introduced as an enhancement

to the previously developed control to reduce the information exchanged among

users. With this approach, clients are only required to share the value of their

playback time, which is readily available to the player, only when a triggering

time occurs. Simulations on different network topologies show that the proposed

approach is effective and guarantees asymptotic synchronisation along with the

satisfaction of playback rate saturation constraints independently of the protocols

adopted. A future investigation could focus on the experimental evaluation of the

proposed approach in real live streaming scenarios.

In the second and last part of this work, a methodology that proves the asymptotic

stability of nonlinear systems controlled via deterministic DRL algorithms has

been illustrated. The framework proposed to take a step forward in this direction

consists of extracting the DRL control policy that is able to achieve the control
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goal for a given system. Two DRL algorithms have been considered: DDPG

and TD3. Then, a Learner-Verifier approach is adopted to synthesise a Lyapunov

function with the help of SMT solvers. Finding a Lyapunov function is crucial

in that it certifies the asymptotic stability of the system controlled with the policy

extracted. This framework also provides useful insights into safety guarantees that

are often necessary when it comes to real applications. Such considerations can

be made through the analysis of regions of attraction obtained from those level

curves of Lyapunov functions that are fully contained in the domain of the sys-

tem. Experimental results obtained on two benchmark control systems show the

effectiveness of the proposed approach, ensuring not only the asymptotic stability

of the DRL algorithms implemented but also important considerations on safety.

An interesting future research direction could be testing the framework on real

control systems, but also developing an equivalent approach for stochastic DRL

algorithms.
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