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Abstract

This thesis presents the search for dark matter candidates produced in association with a

Higgs boson. The search is performed using proton proton collision data collected by CMS

experiment during Run II and corresponding to a total integrated luminosity of 137 fb−1 at

center of mass energy of 13 TeV. The Higgs boson decay channel considered in the search

is the Higgs decay to a pair of Z bosons which decay to four leptons with three possible

final states (4µ, 4e and 2e2µ). The experimental signature is characterized by significant

amount of missing transverse energy pmissT accompanied with four leptons from the Higgs

decay products. This search is referred as “Mono-Higgs” search, where the Higgs boson is

used as a candle to tag the presence of the dark matter candidate. The results obtained

are interpreted in the context of the two Higgs doublet simplified model extended by light

pseudoscalar. This model has been inspected with the Higgs → ZZ → 4l decay channel in

CMS, for the fist time.
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Introduction

It is our nature “human” to wonder about the universe around us. It is the curiosity of

mankind to understand the universe and its constituents. The most important question is

“What is the universe made of ?”. An experimental branch known as High Energy Physics

(HEP) is concerned with answering this question. Over many years, large numbers of particle

detectors were built to detect new particles from cosmic rays. Besides that, a large number

of particle accelerators and colliders were built to exploit the high energy interactions to

allow the production of new particles which generally don’t exist in nature under ordinary

conditions. A huge number of elementary particles started to show up. All these particles

and the interactions between them are described within the theory called Standard Model

(SM) of particle physics [28,30–32].

Particle Physics evolution

Over years, the scientific community searched for the fundamental constituents of the universe

“particles that can’t be further subdivided”, a large number of ideas were exploited until they

came up with the idea of an “atom”, the smallest possible piece of matter. The idea of the

atom was widely accepted till 1897 when J.J. Thomson, while working with cathode rays,

discovered that they were made up of negatively light charged particles called electrons [33].

He formulated a model called “plum pudding model” in which the negatively electrons are

floating in a sea of positive charge inside the atom so the overall charge is neutral. In

1911, Rutherford’s experiment about the scattering of alpha particles from a thin gold foil

concluded that the atom consists of hard, positively-charged nucleus orbited by a cloud of

negative electrons [34, 35]. The subsequent discovery of neutrons by J. Chadwick in 1932

completed the picture of the atom [36]. Protons, neutrons and electrons are considered as

a fundamental particles until Gell-Mann and Zweig postulated the quark model in 1964.

This model says that the protons and neutrons, as well as many other particles subsequently

discovered (hadrons), consist of more fundamental particles called “quarks”. According to

the quark model, baryons are made of three quarks while mesons are made of a quark and

an anti-quark pair. In 1967, the first evidence of the existence of quarks has been gathered

in the Deep Inelastic Scattering experiments, initiated at SLAC (USA). The experiments
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Introduction

showed that the proton consists of three quarks. Afterwards, other elementary particles were

identified and their interactions are described within the SM theory. These interactions are

classified in four forces. The strong force is felt by the quarks and is mediated by eight

massless vector particles called gluons. The electroweak sector of the theory unifies weak

and electromagnetic forces. The weak force, such as the one responsible of beta decay, is

mediated by vector massive bosons, W± and Z0, while the familiar electromagnetic force is

mediated by the (vector, massless) photon. The W± and Z0 bosons have been discovered in

1983 by UA1 and UA2 Collaboration at CERN [37–41]. The discovery of those particles has

represented a great success of SM theory which predicted their existence before the discovery.

In 1964, the Belgian physicists “Robert Brout” and “Francois Englert’, and the Scotsman

“Peter Higgs’ proposed a mechanism in which particles of the SM gain mass by interaction

with so-called the Higgs field [42, 43]. The Higgs boson, quantum of the Higgs field, is one

of the building block of the SM. The discovery of Higgs boson “the last missing piece of the

SM” on July 2012 by A Toroidal LHC ApparatuS (ATLAS) and Compact Muon Solenoid

(CMS) collaborations is considered one of the greatest successes of the SM theory [44,45].

All those discovered particles represent the visible matter of the universe while on the

other hand on the macroscopic scale a series of observations suggest the existence of Dark

Matter (DM) particles. Cosmological observations indicates that total mass - energy of the

universe contains around 4.8 % ordinary matter, 25.8 % dark matter and 69.4 % dark energy,

which means that the great majority of our universe is unseen [46, 47]. Those observations

don’t provide information about the DM nature, but they provide constraints on its proper-

ties. Different experiments have been used for dark matter detection through the interaction

of DM and SM particles. No DM signal has been observed till now but experiments put

only constraints on the DM properties. Although the SM theory is considered a successful

theory, it doesn’t provide any possible DM candidate. Many theories beyond the SM propose

dark matter candidates such as axions, sterile neutrinos and weakly interacting massive par-

ticles (WIMPs). The most widely accepted candidates beyond the SM theories are WIMPs

because their relic density naturally has at least the right order of magnitude predicted by

the observations. If the DM interacts with SM particles, DM can be produced in proton

proton collision at colliders such as Large Hadron Collider and hence their interactions can

be studied in details. If the DM is produced in the detector, it will escape the detector

without leaving a signature. Therefore, the DM search at colliders uses a SM particle to tag

the DM existence through large missing momentum balanced by visible particles produced in

association with the DM. This search is called “Mono-X” where X represent the SM particle

produced in association with the DM particle. The Higgs boson discovery in 2012 opened a

new portal for the dark matter search at LHC; if the dark matter particles have mass and

weakly interact they can couple to the Higgs boson.

In this thesis, a search for DM particles produced in association with Higgs boson at LHC

by proton-proton collisions at a center of mass energy of 13 TeV is presented. The data used

in the analysis have been collected by CMS experiment during Run II with total integrated
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luminosity of 137 fb−1. In this analysis, we consider the Higgs boson decay to a pair of Z

bosons, which decay to four leptons. This search has been performed for the first time in

CMS by using 2016 data were published in [48, 49]. The search has been extended for full

Run II and the results have interpreted using a new signal model used for the first time in

this decay channel.

Thesis outline

The results presented in this thesis represent the work done during my journey as a Ph.D.

student. Along with the physics analysis, I got the chance to participate in hardware activity

related to the Resistive Plate Chambers (RPC) installed inside the CMS experiment. The

physics analysis part related to the search for DM particles produced in association with

Higgs boson using data collected by CMS experiment during Run II at center of mass energy

13 TeV at the LHC represents the main part of the thesis. I got the chance to perform the full

Run II analysis starting from working on a framework for the analysis up to the final results

obtained in the thesis, which also introduces a multivariate analysis technique to increase

the sensitivity of the analysis. The hardware work was related to the aging study on RPC

detectors which are currently used in CMS. This work was performed in Gamma Irradiation

Facility (GIF++) at CERN where I participated in the installation and test of prototypes

and real size RPC detectors for the CMS upgrade projects for the High Luminosity LHC

(HL-LHC) scenario. The results obtained were published in [50] and more data have been

collected later and added to the published results. The thesis is organized in the subsequent

chapters as follows:

• Chapter 1 briefly describes the SM theory and its shortcomings, reviews the main

evidence for the existence of the Dark Matter and the possible DM candidates. In

addition the DM detection techniques, the current limits and the model used to interpret

the results are presented.

• Chapter 2 describes the experimental framework, the LHC accelerator and its experi-

ments. A detailed description of CMS experiment and its detectors is presented as the

data used in the thesis were collected using the CMS detector.

• Chapter 3 describes the hardware work related to the aging study being performed on

RPC detectors which are currently used in CMS. Since the physics analysis relies on

the four muon final state, it was a great chance to work directly on muon detector and

study their performance.

• Chapter 4 describes how the informations collected from CMS sub-detectors translated

to physical objects. The algorithms used to reconstruct the physics objects used in the
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thesis are presented. Besides that, an overview of how physics events are generated and

simulated in the detector is provided.

• Chapter 5 describes all the building blocks required to perform the analysis. It describes

the data used, the signal samples and the main background processes that affect the

analysis. Moreover, I give a detailed description of how the physics objects used in the

thesis are selected.

• Chapter 6 describes how the analysis strategy is designed to distinguish the Mono-Higgs

signal from the background processes. In addition the background estimation and the

analysis flow with results are presented.

• Chapter 7 introduces the multivariate approach used to increase the sensitivity of the

analysis and the sources of systematic uncertainties affecting the measurements.

• Chapter 8 present the final yield and distributions and the interpretation of the results

in terms of limit settings.

• The thesis ends with conclusion section and a short summary.
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1 Search for Dark Matter

This chapter consists of a brief introduction to the Standard Model (SM) of particle physics

[28, 30–32], the discovery of the last building block of the SM, “the Higgs Boson”, and some

open questions not answered by the SM. The nature of the Dark Matter is considered one

of the mysteries in our universe that can’t be explained within the SM. An overview of

those cosmological observations besides different experiments that aim to detect possible DM

particles is discussed. The latest results from those experiments and from the previous search

of DM particles at the LHC is presented. The last part of the chapter introduces the extension

of the SM that is considered for the interpretation of the results reported in this thesis.

1.1 Standard Model of particle physics

The SM of particle physics is the theory describing the elementary constituents of matter

and their interactions at the fundamental level. It was developed throughout the twentieth

century, and is accepted as the current description of particle physics. The SM is a gauge

theory based on the SU(3)C ⊗ SU(2)L ⊗ U(1)Y symmetry group that describe the interac-

tion between the fundamental particles through the strong (SU(3)C) and electroweak forces

(SU(2)L ⊗ U(1)Y ). The quantum numbers of the elementary particles under these groups

are called color charge, weak isospin and the hypercharge respectively. The particle content

of the theory consists of matter constituents and gauge bosons, plus the Higgs particle. They

are all shown in Figure 1.1

• Matter Constituents.

Matter constituents are spin 1/2 fermions. Fermions are divided in two categories

leptons (colorless) and quarks (color charged). They are grouped in three generations

shown in the first three columns of Figure 1.1. In the first two rows of Figure 1.1

the three quark generations are displayed. Each contains two quarks. The quarks up,

charm and top are called up-type quarks and have electric charge 2/3 while the quarks

down, strange and beauty are called down-type quarks and have charge -1/3. In the

case of leptons, each generation consists of a neutrino and of a charged lepton to which

it corresponds. Each generation is heavier than the previous one while the lifetime in
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general decreases; taus are heavier than muons and electrons. The same relation exists

between the quarks also; the top quark is the heaviest SM particle, and the b quark

is an exception since it has a longer lifetime than the charm. The heavier generation

particles decay via weak interaction to the lower generation particles. So our universe

consists only of the first generation particles of the standard model. The SM predicts

that the hundreds of particles discovered during the twentieth century are made of

only twelve fundamental particles, six quarks (are the constituents of hadrons) and six

leptons (the electron, the muon, the tau and their respective neutrinos) summarized in

Table 1.11.

• Interaction mediators. For the fundamental interactions, the mediators are spin 1

particles called gauge bosons summarized in Table 1.2. The photon (γ) has a null

electromagnetic charge and is massless particle that mediates the electromagnetic in-

teraction. The Z and W± are the mediators of the weak force and differently from

the photon, they are not massless. Those particles have been discovered by the UA1

and UA2 experiments at CERN [37–41]. Fermions (except neutrinos) and the gauge

bosons W± and Z0 in the SM acquire their mass through the Brout - Englert-Higgs

mechanism [42,43]. In this mechanism, an associated massive scalar boson is predicted,

the so-called Brout - Englert Higgs boson, recently discovered by ATLAS and CMS

experiments [44, 45]. Gluons are the mediators of the strong force, they interact with

quarks and within themselves. They are massless particles.

1.2 The Higgs Boson

The discovery of the Higgs boson was the main target of the first LHC run. On 4th of July

2012 ATLAS and CMS experiments announced the discovery of a new particle with mass

near 125 GeV with properties compatible with the SM Higgs boson [44,45]. The discovery of

the Higgs boson “the last building block of the SM” represents one of the greatest successes of

the SM theory. The Higgs boson production in proton-proton collisions can happen through

five main mechanisms: the gluon fusion, the vector boson fusion, the associated production

of a Higgs boson with a W or Z boson, and the associated production with a tt̄ pair. Figure

1.2 (left) shows the production cross sections for the Higgs boson from different mechanisms.

The branching ratios of the different Higgs decay channels as a function of the Higgs mass are

shown in Figure 1.2 (right). In the low mass region (up to ≈ 150 GeV), the fermions decay

modes dominate the branching ratio where the most important contribution comes from the

bb̄ channel. Then the Higgs decay to vector boson pairs opens up and quickly dominates.

The Higgs decay to pair of photons and pair of Z bosons, where each Z decays to pair of

1The natural units will be used so that the speed of light c = 1
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Figure 1.1: The fundamental particles of the Standard Model.

Table 1.1: List of fermions masses, charges and the forces they subject to [28].

Particle Mass (GeV) Charge (e) Weak EM Strong

Quarks

Up, u 2.2 × 10−3 +2/3 Yes Yes Yes

Down, d 4.7 × 10−3 -1/3 Yes Yes Yes

Charm, c 1.27 +2/3 Yes Yes Yes

Strange, s 96× 10−3 -1/3 Yes Yes Yes

Top, t 173.2 +2/3 Yes Yes Yes

Bottom, b 4.18 -1/3 Yes Yes Yes

Leptons

Electron, e 0.511 × 10−3 -1 Yes Yes No

Muon, µ 105.6 × 10−3 -1 Yes Yes No

Tau, τ 1.776 -1 Yes Yes No

Electron neutrino, νe - 0 Yes No No

Muon neutrino, νµ - 0 Yes No No

Tau neutrino, ντ - 0 Yes No No
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Table 1.2: A list of the gauge bosons, their mass, charge and the forces that they mediate [28].

Particle Mass (GeV) Charge (e) Weak EM Strong

Photon,γ 0 0 No Yes No

W± 80.38 ±1 Yes No No

Z 91.18 0 Yes No No

Gluon, g 0 0 No No Yes
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Figure 1.2: Shows the Higgs production cross section as a function of the center-of-mass

energy (left) and the branching ratios of the Higgs decay as a function of Higgs mass (right) [1].

leptons, have been used for the Higgs boson discovery. Figure 1.3 shows the distribution of

the di-photon invariant mass in the H → γγ search (left) and the four leptons invariant mass

in the H → ZZ → 4l search (right) at CMS experiment. An excess of events is observed

around 125 GeV with respect to the expectations in the background-only hypothesis. The

H → ZZ → 4l channel is considered as the “golden channel” for the Higgs discovery since it

provides a clean signature in the detector. In the thesis, we consider the Higgs decay to four

leptons in the search for DM particles.

1.3 Open questions of the SM

Although the SM has proven to be a successful theory, it is considered incomplete. There are

still open questions that the SM does not explain, a short list is summarized as:

• What is the Dark Matter? Cosmological observations indicate that an important

fraction of the mass of the Universe is unseen “Dark Matter” and what we see from

galaxies and stars represent ≈ 4.8 % of the universe [46, 47]. The SM does not offer

any candidate for dark matter. An extension of the SM theory is needed to explain the
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Figure 1.3: Invariant mass distributions in the H → γγ search (left) and in the H → ZZ → 4l

search (right) at CMS experiment [2].

existence of dark matter. Detailed studies of the dark matter search are presented in

this thesis.

• Gravity The gravity is the fourth fundamental force which is responsible for the macro-

scopic structure of the Universe. It is the weakest of the four fundamental interactions.

The SM describes the strong and electroweak forces, but it doesn’t provide any infor-

mation about the gravity. A complete theory attempts to unify the four fundamental

forces into one.

• Neutrino masses Neutrinos in the SM are massless particles. However, experiments

showed that neutrinos created with specific flavor can be measured with a different

flavor. This neutrino oscillation phenomenon between different flavors can’t happen if

neutrinos are massless [51–54].

• Matter anti-Matter asymmetry Why the universe is made of matter and no anti-

matter?. We need to know what happened in the early stages of the universe, either

more matter was initially created or equivalent amount between matter and antimatter

was created but somehow antimatter disappeared. There is no mechanism in the SM

to explain the dominance of matter over antimatter.

• Three generations of matter The SM doesn’t explain why there exist three gener-

ations of quarks and leptons, why there are many orders of magnitude in the fermion

masses.
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1.4 Evidence of Dark Matter

Cosmology indicates that the total mass - energy of the universe contains around 4.8 %

ordinary matter, 25.8 % DM and 69.4 % dark energy, which means that the great majority of

our universe is unseen [46,47]. Although DM has not been directly observed, its existence and

properties are inferred from some cosmological observational evidence listed below. Those

observations don’t provide information about the DM nature, but they provide constraints

on its properties.

1.4.1 Galaxy rotation curve

The first indication of DM existence was introduced by Fritz Zwicky [55] in 1933 when

calculating the mass of the Coma Cluster using the virial theorem that relates the kinetic

energy of the system to its potential energy. He indicates that the calculated galaxy mass is

around two orders of magnitude larger than what is expected from the visible matter which

implies the existence of non-luminous (dark) matter. The idea of dark matter was accepted

later by scientists after the studies of galaxy rotational curves. The rotational curve describes

the velocity of the visible stars or gas in the galaxy versus their radial distance from that

galaxy’s center. According to Newtonian dynamics, it is expected that the velocity v(r) of

the visible matter decreases as 1/
√
r, following equation 1.1, while moving from the center of

the galaxy where most of the luminous matter is located as shown in Figure 1.4 left by the

red curve:

v(r) =

√
GM(r)

r
(1.1)

where G is the Newton’s constant and M(r) is the mass of the visible matter of the galaxy

at a radius r. But Ford and Rubin found that the rotational velocity remains constant while

moving from the center of the galaxy as shown in Figure 1.4 left by white curve [56]. This

observation leads to the idea of the presence of a non-luminous dark matter halo in the

galaxy. Figure 1.4 right shows the rotational curve of the NGC 6503 galaxy which describes

the observed rotation velocity for the NGC 6503 galaxy compared to the the expectations

assuming a spherical halo of dark matter and no coupling between dark matter and visible

matter. A good agreement between data and expectations is found which show that the

galaxy center is mainly composed of visible matter, while the dark matter halo dominates at

large radii [57].

1.4.2 Gravitational lensing

A simple definition of gravitational lensing is “mass bends light”. The gravitational field of a

massive object (such as galaxies and clusters of galaxies) will extend far into space, and when

light emitted from the distanced object passes close to that massive object (and thus through
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Figure 1.4: Rotation curve of NGC 6503 galaxy.

its gravitational field) the light will bend leading to a distortion of the object’s image [58,59].

The bent light will refocus somewhere else producing a single or multiple images of the light

source, arcs, or even Einstein rings. The bending of the light depends on the mass of the

object, the more massive the objects means stronger gravitational field, more bending of the

light and hence more distortion of the image. The intensity of the image distortion gives an

estimate of the object’s mass generating the lensing. For example, figure 1.5 shows the Abell

370 cluster, where the ratio between the total and the luminous mass has been measured to

be 300. This measurement confirms the presence of dark matter in galaxies and in clusters of

galaxies. Another evidence of dark matter existence is the Bullet Cluster (a cluster formed

out of a collision of two smaller clusters). Figure 1.6 shows an image of the 1E 0657-56 galaxy

cluster obtained with lensing and X-ray techniques. During the collision of two galaxies, the

gas particles (the “normal” matter) will interact electromagnetically with each other and

slowing down. On the contrary, the dark matter interacts only through gravity without

undergoing electromagnetic interaction. So the majority of the light is coming from the hot

X-ray emitting gas has shown with pink in the image, while in blue is the location of the dark

matter in the cluster determined indirectly from the gravitational lensing. The observations

show that most of the visible matter is now in the center of the image, but the lensing tells

us that most of the mass lies further out which indicates the presence of dark matter.

1.4.3 Cosmic Microwave Background

The previous measurements provide an evidence of the DM existence without giving an in-

formation about the amount of DM in the universe. The Cosmic Microwave background

(CMB) analysis can provide such information [60, 61]. CMB is the radiation left from the

early universe produced in the recombination epoch after the big bang, it is known as “photon

decoupling”. The CMB has almost uniform temperature T = 2.726 K except some fluctu-

ation of order 10−5 K in some places as shown in Figure 1.7 from the observations of the

Plank collaboration. Studying this temperature anisotropies allow the estimation of some
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Figure 1.5: Left shows image of gravitational field created by clusters of galaxies and the

distortion of light reached to the earth from distanced galaxy, right shows the image of the

Abell 370 galaxy cluster taken by the NASA Hubble Space Telescope where the giant arcs

seen are due to strong gravitational lensing [3].

Figure 1.6: Shows the galaxy cluster 1E 0657-56, also known as the “bullet cluster.” This

cluster was formed after the collision of two large clusters of galaxies, the most energetic

event known in the universe since the Big Bang where the ordinary matter shown by pink

and the dark matter shown by blue as proposed by gravitational lensing [4].
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Figure 1.7: Shows the CMB anisotropies as observed by the Planck collaboration [5].

cosmological parameters such as the DM abundance. The results reflect that the universe

has 25.8% DM and 4.8% baryonic matter in the universe and the remaining 69.4% represent

dark energy [62].

1.5 Dark matter candidates

There are some constraints on the DM properties from the cosmological and astrophysical

observations. The DM candidates should satisfy the following characteristics [62,63]:

• Stable (long lived): the DM particles should be stable and have lifetime comparable

to the age of the universe to explain its current existence otherwise they would have

decayed by now.

• Right relic density: The DM candidate mass should account for the dark matter abun-

dance observed.

• Interact very weakly with electromagnetic radiation: otherwise we could infer their

existence from photons.

• non-relativistic: If the DM is relativistic particle, they would move too fast at the matter

dominant epoch to gravitationally cluster and would result in a different distribution

of structure inconsistent with what is observed.

There is no such candidate in the SM fulfilling those requirements. The only candidate in

the SM could be the neutrino due to its stability, no electric charge and being only weakly and

gravitationally interacting. On the other hand, the neutrino mass (mν < 2 ev) can’t explain

the measured DM abundance and neutrinos are relativistic particles [64]. So there is no

DM candidate in the SM. There are a lot of theories beyond the SM proposing dark matter

candidates such as axions, sterile neutrinos, black holes and Weakly Interacting Massive

Particles (WIMPs). The most widely accepted candidates beyond the SM theories are WIMPs

because their relic density naturally has at least the right order of magnitude predicted by
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Figure 1.8: Shows a schematic view of the three different approaches for dark matter detection

through the interaction of DM and SM particles.

the observations. The WIMP should have a mass in the range 100 GeV to 1 TeV. Moreover,

DM is predicted to have a weak interaction with the SM particles which motivates to the

following DM searches to observe it.

1.6 Dark matter search

Different approaches have been used for dark matter detection through the interaction of DM

and SM particles as shown schematically in Figure 1.8.

1.6.1 Direct Detection

Those experiments search for nuclear recoil produced from the elastic scattering of DM par-

ticles from SM nuclei as shown in the schematic diagram 1.8 left. According to cosmological

observations that galaxies contains DM particles, many of those particles can pass through

the earth and interact with the material nuclei. From the galaxy rotational curves, the veloc-

ity of the DM particles is in the order of few hundred kilometers per second. At this velocity,

the DM particles are elastically scattered from the SM particles with recoil energies in the

range 1 - 100 KeV for DM particles with mass between 10 GeV and 10 TeV. This reflects the

need for detectors with low nuclear recoil energy threshold. The expected interaction rate of

DM with SM particles depends on many parameters such as the DM density, interaction cross

section, the velocity and mass of the DM particles. The only two unknown parameters are

the mass of the DM and the interaction cross section, therefore the direct detection results

are usually expressed as a function of those parameters. In fact, the DM - SM interaction is a

rare process (few events per year per thousands of kilograms of target material) therefore, the

experiments are built underground to protect against cosmic ray induced backgrounds. There

are a lot of experiments targeting the DM detection in direct way such as DAMA [65, 66],

LUX [67, 68], Xenon100 [6], IceCube [69], PICASSO [70,71] and Super-Kamiokande [72, 73].

Figure 1.9 shows the latest results for direct detection experiments which have constrained

the DM-nucleon scattering cross section for different dark matter masses. Figure 1.9 left
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Figure 1.9: Shows cross section limits as a function of the DM mass spin-independent (left)

and spin dependent (right) interactions for various experiments [6].

shows the spin independent (SI) limits, for WIMP with masses between 10 GeV and 100

GeV an exclusion reaching cross section of 10−46 cm2. For the spin-dependent (SD) limit

shown in Figure 1.9 right, the best sensitivity is given by LUX experiment. Direct detection

experiments didn’t provide any evidence for dark matter existence.

1.6.2 Indirect Detection

Such experiments study the production of SM particles from the annihilation of DM particles

as shown in the schematic view of Figure 1.8 middle. The annihilation products include

stable SM particles such as gamma rays, charged particles (positrons, and antiprotons) and

neutrinos. The flux of those particles depends on the DM annihilation rate, which in turn is

proportional to the DM density. For this reason, the best region for the search is the place

where DM densities are high such as the center of the galaxy, the sun and the earth where

the DM can be captured due to the energy loss caused by the scattering of WIMPs with the

nucleons of those objects. Gamma rays produced from DM annihilation are expected to have

mono-energetic lines in the photon spectrum. If such signal is detected and not compatible

with astrophysical gamma rays source, it would represent a signal of DM. Gamma rays are

detected through large telescopes such as HESS [74], MAGIC [75] and through the space

telescope such as Fermi Gamma-ray Space Telescope [76]. Fermi telescope detected an excess

of gamma rays with energies between 1- 3 GeV, which is compatible with DM particles of mass

in the range 36 - 51 GeV from the center of the Milky Way [77,78], more data are needed for

the results confirmation. Other experiments such as IceCube and SuperKamiokande search

for neutrinos produced from the DM annihilation in the sun. Neutrinos will escape the

Sun and reach the Earth interacting with detector medium, producing Cherenkov radiation.

No excess of events has been observed so far and limits on the WIMP-nucleon scattering

cross sections have been set as shown in Figure 1.10. IceCube put the most strict bounds for

WIMP masses above 100 GeV. Finally, different experiments such as ATIC (in a balloon) [79],

PAMELA [80] AMS (in space) [81] and Auger (on the ground) [82] search for charged particles
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Figure 1.10: Current limits on the spin-dependent WIMP-nucleon cross sections reported by

the LUX collaboration [7].

produced from DM annihilation. Several experiments claimed an increase in the positron flux

but more statistics is needed to interpret that excess from DM annihilation.

1.6.3 Dark matter detection at particle colliders

These experiments search for DM particles produced from the collision of SM particles as

shown in Figure 1.8 right. The produced DM particles will leave the detector without sig-

nature, but their existence can be inferred as large missing momentum balanced by visible

particles produced in association with the DM. Various DM searches have been performed in

ATLAS and CMS experiments, generally referred to as mono-X where X is the visible particle

associated with DM production. X particle includes jets [83, 84], vector bosons [49, 85–87],

photons [88,89], leptons [90,91] and heavy flavor quarks [92–94]. Studying different Mono-X

processes allows a complimentarity within collider searches, in fact including different final

states in the same process improves the limit setting. The search for the DM can be based on

a complete beyond SM theory, such as supersymmetry or on a simplified model being only a

minimal extension of the SM theory which include DM. In those models an attention are put

in the description of the mediator and its coupling to DM and SM particles. The coupling

is chosen to give the highest cross sections without violating any previous results and the

mediator can be a scalar, a pseudoscalar, a vector, or an axial-vector. The latest results from

CMS collaboration in the DM search have been presented in LHCP 2020 conference and are

shown in Figure 1.11 [8, 95]. 95% CL exclusion limits for the scalar model for different DM

searches is shown in Figure 1.11 left where the best sensitivity and the largest exclusion is

given by Mono-top search , while for the pesudo-scalar model shown in Figure 1.11 right

the best sensitivity and the largest exclusion are given by mono-jet followed by Mono-top

search. 95 % CL exclusion regions for different DM searches in the vector model is shown in

Figure 1.11 bottom left and in the Axial-vector model in Figure 1.11 bottom right. The best

sensitivity is given by the di-jet searches. Those searches provide the largest exclusion which
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Figure 1.11: Summary plots of the latest results from CMS collaboration in the search for

dark matter for (top left) Scalar , (top right) pseudo-scalar (bottom left) vector and (bottom

right) axial-vector models [8].

are almost independent of the mass of the dark matter particles.

For the mono-X search the strongest exclusion limits are given by mono-jet followed by

mono-γ and mono-Z. The latest results from ATLAS and CMS on the DM search can be

found in the dedicated public pages [8, 96].

1.7 Mono-Higgs search

The discovery of the Higgs boson, as discussed in section 1.2, opened a new portal into

searching for dark matter at the LHC. The mono-Higgs search has a benefit over mono-X

signatures that emitting H as an initial state radiation is highly suppressed due to the small

H-quark coupling, or a H-gluon coupling through a loop. This allow the mono-Higgs analysis

to directly probe the structure of the effective DM-SM coupling. Therefore, H can be emitted

from the new vertex probing directly the effective DM-SM coupling. Mono-Higgs search has

been performed in the ATLAS detector at
√
s = 8 TeV for Higgs decaying to photons [97]

and two bottom quarks [98] with results consistent with the SM prediction. At 13 TeV, the

mono-Higgs search has been performed in ATLAS detector for Higgs decaying to bb̄ [98] and at

CMS detector for the five H decay modes: bb̄ [99,100], ZZ, WW, γγ [101] and ττ [101]. There
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Figure 1.12: Shows the upper limits at 95% CL on the observed and expected signal strength

for Z
′ − 2HDM (left) and Z

′
Baryonic (right) model for the five individual decay modes of

the Higgs boson, and for their combination.

are advantages and disadvantages of each channel, the bb̄ channel offers the highest statistical

power of those decay modes since it has the highest Higgs boson branching ratio. However,

this channel suffers from high multijet background. On the other hand the ZZ analysis has low

SM backgrounds, but suffers of lower branching ratio. Each analysis is performed separately

and the results are combined to maximize the sensitivity of the analysis. No significant excess

is observed over the expected SM backgrounds in any of the five decay channels or in their

combination. Therefore, limits are set on DM production in the context of two simplified

models [49]. The first signal model is the Z
′
- Two Higgs Doublet Model (Z

′ − 2HDM)

simplified model where a Z
′

mediator decay to a Higgs boson and a pseudoscalar mediator

A0 which in turn can decay to a pair of dark matter particles. The second one is Z
′

Baryonic

simplified model where a Z
′

mediator radiates a Higgs boson before decaying to dark matter

particles. Figure 1.12 shows the upper limit at 95 % CL on the observed and expected signal

strength σ/σth for Z
′−2HDM (left) and Z

′
Baryonic model (right) for the five decay modes

and their combination. It is noted that the sensitivity of the analysis is driven by bb̄ while

γγ and ττ channels play a significant role in the low mass region. Figure 1.13 shows the

observed and expected 95% CL exclusion contours on signal strength for Z
′ − 2HDM (left)

and Z
′

Baryonic (right) model. The range of mass Z
′

from 500 to 3200 GeV for mA = 300

GeV have been excluded at 95% CL for Z
′ − 2HDM and range of mass Z

′
from 100 to 1600

GeV for mχ = 1 GeV has been excluded at 95% for Z
′

Baryonic model [48,49].
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Figure 1.13: Shows the observed and expected 95% CL exclusion contours on signal strength

for Z
′ − 2HDM (left) and Z

′
Baryonic (right) model. The region enclosed by the contours

is excluded using the combination of the five decay channels of the Higgs decay.

1.8 Signal Model

There are many extensions to the SM theory that provide dark matter candidates and new

SM-DM interaction. The simplest extensions are the simplified models of DM production.

Those models follow the following requirements [102]:

• The DM particle should be stable or lives long enough to escape the LHC detectors.

• The model should contain a mediator that couples the SM - DM sectors.

• The model should fulfill Lorentz invariance.

• The additional interaction terms between the SM and DM sector shouldn’t violate the

SM symmetries. This means that the baryon and lepton numbers should be conserved.

Simplified models are designed to add a small number of new particles and interactions,

therefore the physics of simplified models can be expressed in terms of a small number of

parameters such as particle masses and couplings.

1.8.1 Two Higgs Doublet Model with pseudoscalar mediator

As mentioned in section 1.3 the open questions that SM is not able to explain need a presence

of new physics. The simplest possible extension of the SM is the two Higgs doublet model

(2HDM) [103]. The 2HDM is generated by adding to the complex scalar doublet of the SM

another new doublet. There are different types of 2HDM theories depending on which type

of fermions couples to which doublet. In the type-II 2HDM, one of the doublet φu couples

to the up-type quarks only while the other doublet φd couples to the d-type quarks and the

leptons. The relevant terms in Lagrangian are given by
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L ⊃ −yuQφ̄uū− ydQφdd̄+ ylLφd l̄ + h.c. (1.2)

where yu, yd and yl represent the yukawa couplings of the Higgs doublets with the fermions

and leptons. After the symmetry breaking, the new doublets acquire the VEVs νu and νd

leading to the following parametrization:

Φd =
1√
2

(
− sin(β)H+

νd − sin(α)h+ cos(α)H − i sin(β)A0

)

Φu =
1√
2

(
cos(β)H+

νu + cos(α)h+ sin(α)H + i cos(β)A0

) (1.3)

where h, H are the neutral CP-even scalars with masses mh and mH respectively, H+

is the heavy charged scalar with mass mH+ and its antiparticle H− with mass mH− , A0 is

neutral CP odd with mass mA0 . The angle β represents the ratio of the vacuum expectation

values of the two CP even Higgs bosons tanβ = νu/νd and α is the mixing angle between

the CP even scalars h and H. The scalar h is considered as SM Higgs boson with mass

mh = 125GeV/C2.

In the 2HDM with pseudoscalar mediator “denoted 2hDM+a” the interaction between

the SM and DM particles is governed by the CP-odd spin-0 mediator [104,105]. This is done

by mixing the pseudoscalar P with CP-odd scalar from the Higgs doublet:

L ⊃ P (ibpφ
†
uφd + h.c) + P 2(λp1φ

†
uφu + λp2φ

†
dφd) (1.4)

where bp, λp1 and λp2 are the trilinear and quartic portal couplings. The portal coupling

bp mixes the two neutral CP-odd weak eigenstates (A, a) with angle θ representing the

associated mixing angle. Here “a” is the extra degree of freedom not present in the 2HDM.

The heavy pseudoscalar A0 couples to the SM and the dark sector, the light pseudoscalar a

couples directly to DM particles. In total we have six physical Higgs bosons: a light neutral

CP-even scalar h, assumed to be the observed 125 GeV Higgs boson; a heavy neutral CP-even

scalar H; a neutral CP-odd scalar A0; a light CP-odd scalar a; and two charged scalars H±.

In this search different model parameters have been scanned over while other parameters are

fixed. The following parameters have been scanned:

• The heavy pseudoscalar mass m0
A

• The light pseudoscalar mass ma

• The ratio of the vacuum expectation values of the light and heavy scalar h and H: tanβ

• The angle sinθ associated with the mixing between the light and heavy pseudoscalar a

and A
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Figure 1.14: Feynman diagrams for the 2HDM+a for gluon-gluon fusion (left) and qq̄ anni-

hilation (right).

while the mass of the DM particle mχ is fixed to 10 GeV and the mass of the charged Higgs

and heavy scalar Higgs are assumed as the mass of the heavy pseudoscalar A mH = mH± =

mA0 . The model parameter description is summarized in table 1.3. The Feynman diagram

leading to Higgs + pmissT production from 2HDM+a is shown in Figure 1.14. The different

scans of the model parameters considered in the thesis and the corresponding cross-sections

are reported in section 5.2.1.

This chapter provided a brief description of the SM theory and its shortcomings. The

evidence for the existence of the DM from cosmological observations, the possible DM candi-

dates and the detection techniques were presented. Finally, the current limits and the model

used to interpret the results were presented.
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Table 1.3: Parameters description of 2HDM+a.

Particle Description

χ Fermionic DM particle

φu, φu Two Higgs doublets

h, H Light and heavy neutral CP-even scalars

H± Charged heavy Higgs

a, A0 Light and heavy neutral CP-odd pseudoscalar

Parameter Description

mχ DM mass = 10 GeV

mA0 , ma mass of the heavy and light pseudoscalars

mh mass of the light neutral CP-even scalar, mh = 125 GeV

mH mass of the heavy neutral CP-even scalar

mH± mass of the heavy charged CP-even scalar

tanβ the ratio of the VEVs of the two CP even Higgs bosons

α the mixing angle between the CP even scalar Higgs bosons

θ the mixing angle between the two neutral CP-odd Higgs bosons
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2 Experimental Setup

This Chapter gives an overview of the experimental setup of the Large Hadron Collider (LHC)

and the Compact Muon Solenoid (CMS) detector used to collect the data analyzed for this

thesis. The first half of the chapter includes a description of the design and the performance

of the LHC while the other half reviews the design of CMS, its subdetectors, and the trigger

system.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [106,107] is currently the largest and highest energy parti-

cle accelerator ever built. It has been built between 1998 and 2008 by the European Organiza-

tion for Nuclear Research (known by its French acronym CERN). It is located approximately

100 m under the surface of the Earth (50 -175 m) in a ring of 27 km in circumference that

crosses the French-Swiss border near the city of Geneva as shown in Figure 2.1. The goal of

the LHC and its experiments is to search for new physics, study the physics phenomena at

high energy scale and test the predictions of the physics models such as the SM and beyond

SM theories. On 4th July 2012, LHC achieved one of his goals by announcing the discovery of

the last building block of the SM “the Higgs Boson” with a mass around 125 GeV/c2. This

discovery led to the award of Noble Prize in Physics in 2013 to the theoreticians Peter Higgs

and Francois Englert, who predicted theoretically the existence of Higgs Boson [108–110].

LHC is designed to accelerate and collide two beams of protons at center-of-mass energy
√
s = 14 TeV and with instantaneous luminosity of 1034 cm−2 s−1. LHC not only collide

proton-proton, but also can collide lead-lead (Pb-Pb), proton-lead (p-Pb) and Xenon-Xenon

(Xe-Xe) nuclei for the purpose of studying heavy-ion collisions at the center-of-mass energy
√
s = 5.02, 8.16 and 5.44 TeV, respectively 1. The protons are accelerated to high energy by a

series of accelerators before being injected into the LHC machine, each accelerator raises the

energy of the protons plus transfers them to the next accelerator. Those series of accelerators

are called the LHC accelerator complex and is presented in Section 2.3.

1The definition of luminosity and center of mass energy will be introduced in 2.5
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Figure 2.1: LHC overview

2.2 The LHC operation and The HL-LHC

On the 10th of September 2008, LHC succeeded to circulate the proton beam for the first

time but after 9 days the operation was stopped due to a serious fault in electrical connection

between the superconducting magnets [111,112]. On the 20th of November 2009, the proton

beams were successfully circulated again and the first recorded proton-proton collisions oc-

curred 3 days later at collision energy of 450 GeV per beam [113](at
√
s = 900 GeV) and

then later at
√
s = 2.136 TeV. This center of mass energy exceeded the Tevatron energy (1.96

TeV), making the LHC the highest energy collider ever built.

Subsequently, on 30th of March 2010 , LHC increased the energy of proton beams to

3.5 TeV leading to a center-of-mass energy
√
s = 7 TeV with a new world record for the

highest-energy man-made particle collisions [114]. The second period of data collection at
√
s = 8 TeV started on 5th of April 2012 till 6th of February 2013. This collision time-period

(2010-2013) is known as “Run I” of the LHC. After Run I, LHC entered a period of long

shutdown for two years (known as LS1) for upgrades. LHC started its operation again in 2015

known as “Run II” with energy of 6.5 TeV per proton beam giving center-of-mass energy
√
s

= 13 TeV. On 3rd of December 2018 Run II ended after collecting a large amount of data

“about 150 fb−1” and LHC entered a second long shutdown (LS2) period. After LS2, LHC

is scheduled to operate again in 2022 at center of mass energy of
√
s = 14 TeV, this period

known as “Run III”. During LS3 shutdown period, the accelerator infrastructure will be

improved to cope with the increasing of energy and unprecedented instantaneous luminosity
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Figure 2.2: Overview of the timeline for the LHC and HL-LHC operation showing the evo-

lution of the beam energy and integrated luminosity [9]

of 5.0 to 7.5 x 1034 cm−2 s−1 resulting in a total of 3000 to 4000 fb−1 of collected data for

the full accelerator lifetime. This project is called High-luminosity LHC “HL-LHC” . Figure

2.2 shows the detailed timeline of LHC and HL-LHC run operations with the evolution of

the beam energy and integrated luminosity. The main purpose of the HL-LHC is to improve

the search sensitivity for many physics processes such as rare processes which are statistically

limited. The properties of the discovered Higgs boson will be measured with higher precision,

which will allow searches for new physics associated with the Higgs sector. The searches will

be extended also for new exotic and Supersymmetric models.

2.3 The CERN Accelerator Chain

The accelerator complex at CERN [115] located near Geneva is a chain of machines that

accelerate particles to increasingly higher energies. Each machine boosts the energy of a

beam of particles, before injecting the beam into the next machine in the sequence. The

LHC is the final element in this chain of linear and synchrotron accelerators which uses the

previous CERN Large Electron Positron collider (LEP) tunnel. LHC has two main injection

lines, one optimized for protons (LINAC 2) and the other one for lead ions (LINAC 3) as

shown in Figure 2.3. Protons are extracted by ionizing hydrogen gas by applying a large

electric field to strip hydrogen atoms of their electrons to yield protons, those protons are fed

into a linear accelerator (LINAC 2) and accelerated to an energy of 50 MeV. The protons are

then passed into the first of three pre-LHC synchrotron accelerators, the Proton Synchrotron

Booster which accelerates the protons to 1.4 GeV and separates the beam into bunches, their
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Figure 2.3: Schematic layout of the accelerator chain at CERN [10].

spacing is 300 ns apart. The proton bunches are sent to the Proton Synchrotron (PS), which

accelerates the bunches to 25 GeV and splits them with spacing of 25 ns apart, this bunch

spacing is the final bunch structure. Afterwards the proton bunches are injected into Super

Proton Synchrotron (SPS), which has a 7 km circumference and accelerates the protons to

450 GeV. At this point, the proton bunches are ready to be injected into the LHC via two

transfer lines, one for the clockwise and the other for the anti-clockwise beam. Protons beams

are accelerated for 30- 45 minutes to reach maximum energy of 7 TeV per beam within LHC.

For Run I, the beam energy was 3.5 TeV and 4 TeV and increased to 6.5 TeV during Run

II. On the LHC’s ring there are four interaction points where 4 huge detectors are installed

as described in the next section.

2.4 LHC experiments

Along the accelerator ring, there exist four LHC detectors located at the main four interaction

points (IP) as shown in Figure 2.4, where the proton beams collide at the center of each

detector. The four detectors are described as:

• A Toroidal LHC ApparatuS (ATLAS) [116]: It is a general-purpose particle

detector located at IP1 and the largest volume collider detector ever constructed. It

was designed to cover wide range of precise measurements of physics processes, such as

electroweak and strong interactions. The detector was designed especially to provide
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Figure 2.4: Schematic view of LHC with main interaction points housing four LHC detectors.

the best possible sensitivity to the Higgs boson discovery and search for new physics

such as Supersymmetry (SUSY), dark matter, extra-dimensions, etc.

• Compact Muon Solenoid (CMS) [15]: a multi-purpose particle detector located

at IP5, with the same physics research program as ATLAS, but with different technical

design. CMS is discussed in details in section 2.6.

• A Large Ion Collider Experiment (ALICE) [117]: a heavy-ion detector located

at IP2, designed to study the physics of strongly interacting matter at extreme energy

densities. The focus of the ALICE detector is the study of Quark-Gluon Plasma (QGP)

and different features of heavy-ion physics, such as proton-lead and lead-lead collisions

[118].

• Large Hadron Collider beauty (LHCb) [119]: It is a single-sided spectrometer

located at IP8, built to study matter-antimatter asymmetry puzzle and to measure

CP-violation parameters . It aims to study physics with hadrons originating from b

quarks. The biggest discovery of LHCb Collaboration at CERN is the observation of a

phenomenon, the matter-antimatter asymmetry known as CP violation in the decays

of a particle known as D0 meson for the first time [120].

2.5 The LHC parameters and performance

LHC has many important parameters that can influence its performance such as the beam

luminosity, the powerful magnet used to control the focusing and the bending of the pro-
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ton beam and the collision energy available to generate new physics processes. The main

parameters of LHC are described in the following sections:

2.5.1 The LHC magnet

LHC uses powerful superconducting magnets to keep the protons beams circulating around

the LHC ring and focusing at the four LHC collision points. The proton beams are kept in

their circular path by using 1232 superconducting dipole magnets (each of the length of 14.3

m). The magnets are kept in superconducting state by using a cryogenic system which uses

superfluid helium at the temperature of 1.9oK. At this temperature the dipole magnets are

in a superconducting state, providing a magnetic filed of 8.33 T in the +z-direction in one

beam- pipe and in the -z-direction in the other. This magnetic field is necessary to bend

the proton beams around the LHC ring. The focusing of the beam is done with about 858

superconducting quadrupole magnets which keep the proton beams confined along the four

LHC collision points, to increase the probability of bunch interactions.

2.5.2 The center of mass energy

One of the most important LHC parameters is the available energy at the collision point

to generate new physics processes. For the collider experiments, The total energy available

at the center-of-mass (
√
s) is the sum of the energy of the two incoming beams. The LHC

nominal collisional energy is
√
s= 7+7 = 14 TeV. Not all this energy contributes in the hard

interaction but only a fraction of the protons energy. When two protons collide, two of its

partons (quarks and gluons) can participate in the interaction so the effective center-of-mass

energy of the hard scattering (
√
s) is smaller than the energy of the incoming proton beams,

and it is proportional to the fractional energies xa and xb carried by the two interacting

partons:

√
s =
√
xaxbs (2.1)

2.5.3 The Beam Luminosity

The luminosity is one of the most important collider parameters, the higher the luminosity

of the collider the higher the probability of particle interactions to happen. Luminosity is

a measure of the number of proton collisions at LHC. There are two types of luminosity:

instantaneous and integrated luminosity. Instantaneous luminosity can be defined as the

number of collisions per unit time and unit cross-sectional area of the beams:

Linst =
N1N2nbf

A
(2.2)

where N1 and N2 are the number of particles in the two colliding bunches, nb is the number

of bunches in each beam, f is the revolution frequency of one bunch and A is the overlap

area of the two bunches in the beam. The nominal LHC instantaneous luminosity is Linst

28



2.5. THE LHC PARAMETERS AND PERFORMANCE

≈ 1034 cm−2 s−1. Squeezing the protons into a smaller area means increasing the instan-

taneous luminosity and hence increasing the probability of proton collisions. Therefore the

performance of the LHC can be characterized on the basis of the delivered luminosity. The

integrated luminosity is the instantaneous luminosity accumulated over a period of time, as

in Formula 2.3, effectively the total number of protons that have passed through a unit of

area. It is a measure of the total amount of data gathered by the detector and often expressed

in inverse femtobarn fb−1.

L =

∫
Ldt (2.3)

CMS accumulates higher luminosity every year of data taken during runs. Figure 2.5.(a)

shows the cumulative luminosity delivered to the CMS experiment in every year of data

taking during Run I (2010-2012) and Run II (2015-2018) [11]. The analysis presented in this

thesis is based on the data collected by CMS detector for full Run II during 2016, 2017 and

2018 corresponding to an integrated luminosity of 35.9 fb−1, 41.86 fb−1 and 59.74 fb−1 as

shown in figure 2.5.(b), (c), (d) respectively [12].

2.5.4 Number of Events at LHC

The number of events of a specific physics process is related to two main parameters, the

luminosity L delivered by the machine and the physics process cross-section “σprocess”. The

number of events is given by:

N = Lσprocess (2.4)

Interesting physics processes such as the Higgs physics and the physics beyond the SM is

predicted to suffer from low production cross section in proton-proton collisions. Figure 2.6

shows the predicted cross sections for some important SM processes at proton-antiproton and

proton-proton colliders. As shown in the figure, the Higgs production cross section is several

(about 3-4) orders of magnitude lower than W/Z production cross section, but it increases

with increasing the center-of-mass energy of the collision. This is the reason why the colliders

tend to increase the luminosity and the center-of-mass energy in order to increase the event

rate.

Table 2.1 summarizes the nominal designed LHC beam parameters for the CMS and

ATLAS experiments [106].
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(a) (b)

(c) (d)

Figure 2.5: (a) Total integrated luminosity delivered by the LHC to the CMS detector for

proton-proton collisions during Run I and Run II [11]. Total integrated luminosity delivered

by the LHC to the CMS, and the total recorded versus validated luminosity by the CMS in

(b) 2016, (c) 2017 and (d) 2018 for proton-proton collisions at 13 TeV [12].

Table 2.1: Nominal LHC beam parameters.

Parameter LHC Design

Center of Mass Energy 14 TeV

Proton Energy per beam 7 teV

Bunch Spacing 25 ns

Nominal Luminosity 1034 cm−2s−1

Number of Bunches 2808

Protons per Bunch 1.1× 1011

Circonference 27 Km

30



2.5. THE LHC PARAMETERS AND PERFORMANCE

0.1 1 10
10

-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

σσσσ
ZZ

σσσσ
WW

σσσσ
WH

σσσσ
VBF

M
H
=125 GeV

HE 

LHC

WJS2012

σσσσ
jet

(E
T

jet
 > 100 GeV)

σσσσ
jet

(E
T

jet
 > √√√√s/20)

σσσσ
ggH

LHCTevatron

e
v
e

n
ts

 /
 s

e
c
 f

o
r 
L

 =
 1

0
3

3
 c

m
-2
s

-1

 

σσσσ
b

σσσσ
tot

proton - (anti)proton cross sections

σσσσ
W

σσσσ
Z

σσσσ
t

σ
   

σ
   

σ
   

σ
   

(( ((n
b

)) ))

√√√√s  (TeV)

{

Figure 2.6: Expected cross-section versus energy [13,14].

31



CHAPTER 2. EXPERIMENTAL SETUP

2.6 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is one of two general-purpose detectors built at the

Large Hadron Collider (LHC). It is designed not only for studying the SM physics processes

(including the Higgs boson) but for beyond SM searches such as search for extra dimensions

and DM candidates. Although CMS has the same scientific goals as the ATLAS experiment,

but it uses different technical solutions and a different magnet-system design. In the following

sections the CMS design and operation is outlined.

2.6.1 CMS detector design

The CMS detector layout is a cylindrical barrel shape around the beam pipe closed with two

endcap disks. It has a total length of 21 m, a diameter of 7.3 m and a total weight of 14,000

ton. It is located in a 100 m underground hall below the village of Cessy in France. The

detector’s name comes from:

• Compact: due to the detector’s small dimensions compared to its mass and compared

to ATLAS detector’s size.

• Muon: due to the advanced muon system in the outer layer of the detector.

• Solenoid: due to a superconducting solenoid magnet.

CMS has an onion structure, it is a multi-filter with different layers, where each layer

consists of a subdetector designed to stop, track or measure different types of particle emerging

from proton-proton or heavy-ion collisions. It is divided into four major sub-detectors, as

shown in Figure 2.7. Three sub-detectors are located inside a superconducting solenoid

magnet: the tracking system, the electromagnetic and hadronic calorimeter. The last sub-

detector is the muon system interspersed within an iron magnetic flux return yoke on the

outside of the solenoid magnet.

These sub-detectors with different materials are used to give informations about different

particles and measure their energy, momentum and charge and hence identify them. The high

magnetic field ( ≈ 3.8 T) from the solenoid magnet provides enough bending power for all the

charged particles coming from the collision. The precision measurement of the particles track

curvatures in the tracking detectors helps in identifying the particle’s charge and momentum.

Photons and electrons produce electromagnetic showers in the electromagnetic calorimeter,

from these showers the particle’s energy is measured. The more penetrating hadrons such as

charged pions produce hadronic showers in the hadronic calorimeter, which help in measuring

their energy. Muons are the only particles can traverse all the subdectors and reach the

muon system. Figure 2.8 shows the signatures left when different types of the particles

pass through the CMS sub-detector. Combining the informations from different subdetectors

helps in discriminating between particles. As we can see from the figure both photons and
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Figure 2.7: An overview of the CMS detector with major sub-detectors [15].

electrons leave showers in the electromagnetic calorimeters but photons don’t leave tracks in

the tracking system and hence we can distinguish photons and electrons. In the same way

we can identify charged and neutral hadrons.

Before a description of the sub-detectors, the coordinate system of the experiment must

be mentioned.

2.6.2 The CMS Coordinate Systems

Standard coordinate system is defined to describe the detector. The origin of coordinates

is taken to be the interaction point at the center of the detector. The z-axis is coincident

with the anticlockwise beam direction , the x-axis is pointing towards the center of the LHC

ring and the y-axis is perpendicular to the x-z plane and points vertically upward as shown

in figure 2.9. The azimuthal angle called φ is defined in the x-y plane such that φ = 0

corresponds to the x-axis directed toward the center of the LHC ring and takes values of

[−π,+π]. The polar angle called θ is defined such that θ = 0 lies along the beam-pipe in the

positive-z axis and takes values of [0,+π]. Taking into account that the particles produced

by proton collisions are strongly boosted to the collision axis and distributed over the angle θ

very unevenly, it is more convenient to use different kinematic variable called pseudorapidity

(η), which is a good approximation of the rapidity with avoiding energy dependence. The η

value is determined by the Formula 2.5:
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Figure 2.8: The CMS detector transverse section with signatures of different types of detected

particles [10].

Figure 2.9: The CMS coordinate system.

η = −ln
(
tan(

θ

2
)

)
(2.5)

Smaller (larger) values of η represent the particles lying in a direction perpendicular

(parallel) to the beam axis. The distance between two particles is given in terms of a two

dimensional angular distance (∆R) in the η − φ plane and is defined as:

∆R =
√

∆η2 + ∆φ2 (2.6)

Another commonly useful variable is the transverse component of the momentum pT .

Before the collision, the parton momentum is expected to be longitudinal (along the beam

axis) while the transverse momentum is expected to be negligible. The transverse momentum

is particularly useful because the conservation of momentum can be used to quantify an

imbalance in the energies of the outgoing particles and hence predict the outgoing particles

escaping the detector without leaving signature such as Dark Matter candidate used in this

analysis.
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Figure 2.10: Overview of the CMS tracker system [16].

2.7 The Tracking System

The silicon tracker is the first sub-detector near the interaction point. Therefore the tracker

material must be very resistant to the radiation. It has a diameter of 2.5 m, a total length

of 5.8 m and covers a pseudorapidity range of | η | < 2.5. The tracking system is used

to measure with high resolution the charge and momentum of all charged particles as they

propagate outward from the collision point while minimizing the energy loss that the particles

experience from passing through matter. The tracker can reconstruct the trajectory of all the

charged particles coming from the collision point besides the tracks coming from the decay of

very short lived particles, allowing the identification of primary and secondary vertices with

very high resolution [16].

The tracking system is divided into a silicon pixel sub-detector at inner radius and a

silicon strip sub-detector at outer radius. A general overview of the CMS tracker system is

given in Figure 2.10, with its subsystems: Pixel, Tracker Inner Barrel (TIB) and Tracker

Inner Disks (TID), Tracker Outer Barrel (TOB) and Tracker Endcaps (TEC).

2.7.1 The silicon pixel sub-detector

Silicon pixel detector is the first sub-detector lies around the interaction point. It consists of

four Barrel Pixel (BPix) layers lies around the beam-pipe, three endcap disks (EPix) in each

end-cap region as shown in figure 2.11.

Silicon pixels are connected in a reverse-bias during operation. When the charged par-

ticles pass through the pixels the electrons in the silicon are excited from the valence to

the conduction band of the semiconductor creating small currents. These small currents are

amplified by electronics. If these currents fire a trigger condition, the data will send to the

data acquisition (DAQ) system or no trigger is received and the data is overwritten.

In order to accurately reconstruct particle tracks and measure their momentum, one

must know precisely where the particle originated from primary or secondary vertex. This is

especially important in the identification of b quark and τ lepton decays which have lifetimes
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Figure 2.11: View of the CMS silicon pixel sub-detector geometry. In the middle there are

three layers of the barrel pixels, and on either end of the barrel are two end-cap disks [17].

sufficient to allow them to travel several millimeters from the primary vertex before decaying.

The pixel detector is meant to distinguish these secondary vertices from the primary collision

points.

However, over the time, the pixel detector will suffer from degradation of the resolution

due to radiation damage. To keep its high performance, an upgrade “Phase Pixel Upgrade”

was performed during the technical stop at the end of 2016 [121] [122]. The fourth layer

in barrel and the third disk in end-cap were added in the pixel upgrade phase during the

technical stop.

2.7.2 The silicon strip sub-detector

After the silicon pixel sub-detector and in the way out of the tracker lies the strip sub-detector.

This system uses modules comprised of silicon microstrips instead of pixels. It consists of 10

cylinder layers in the barrel region around the pixel sub-detector: four-layer Tracker Inner

Barrel (TIB), six-layer tracker outer barrel (TOB), and 24 disks of endcap modules, 12 on

each end of the barrel cylinders: three disk Tracker Inner Disks (TID) and nine disk Tracker

Endcaps (TEC). It extends to |η| < 1.6 in the barrel region and extends to |η| < 2.5 in the

end-cap. The silicon strip detector modules work in a similar way of the pixel modules. The

track transverse momentum resolution varies between 0.7 % to 1.5 % for tracks with 1 GeV

to 100 GeV respectively.

2.8 The calorimetry sub-detectors

The calorimeter sub-detector lies next to the tracking system and still within the solenoid

magnet. These detectors are designed to measure the energy of both neutral and charged

particles. It measures the energy lost by incident particles due to interactions with the

detector material which help in the identification of the incident particle based on the depth

of penetration into the calorimeters and the profile of the energy lost. However calorimeter
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can’t detect neutrinos which escape the detector, but their presence can be inferred as an

apparent energy imbalance in the collision.

The CMS detector includes three calorimetry sub-detectors: the first is the electromag-

netic calorimeter (ECAL) which measures the energies of electrons and photons, the second is

the hadronic calorimeter (HCAL) which measures the energy of hadrons and the third is the

Forward calorimeter which is designed to detect the energies of particles in the very forward

regions of the detector.

2.8.1 The Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL) [18] provides very precise energy measurements.

ECAL is the only sub-detector providing information about photons which necessary for

the analysis of the H → γγ decay. The ECAL is also used in the electron reconstruction:

the combination of its information with the tracker provides a very precise measurement of

electron position and energy necessary to analyse the multi-lepton final state.

ECAL uses an array of lead tungstate crystals (PbWO4) to detect particle energies. The

lead tungstate crystals are characterized by their high density (8.28 g/cm3) and short radia-

tion length X0 (0.89 cm) which provide the possibility to absorb electron and photon showers

with reasonably short crystals and also characterized by good separation of electromagnetic

showers. Finally the fast response time of the crystals is compatible with the LHC collisions,

around 80% of the light is emitted in 25 ns.

When an ionizing particle enters the crystal, it will ionize the atoms within the crystal,

loosing its energy. As the crystal re-absorbs the released electrons, the atomic transitions

result in a release of blue scintillating light that can be measured by attached photo-detectors.

The incident particle may radiate photons in the material (bremsstrahlung process) that

photo-converts into light particle electron-positron pairs which photo-convert again, and so

on in a process known as electromagnetic showering. The total amount of scintillation light

produced in this process is proportional to the amount of energy lost by the incident particle

in the crystals. If the particle stops completely, then the total energy of the particle can be

known.

The ECAL provides a pseudorapidity coverage of |η|< 1.479 in the barrel which is called

the ECAL Barrel (EB), and to 1.479 <|η|< 3.0 in the endcap region named ECAL Endap

(EE). Figure 2.12 shows the longitudinal view of the CMS electromagnetic calorimeter with

the ECAL barrel, an ECAL endcap and the preshower in front of it. Figure 2.13 shows the

ECAL layout with the arrangement of crystal grouped into modules and super-modules in

barrel and two half-disks or dees in the endcaps, with preshower in front.

A preshower (ES) detector is installed in front of the ECAL endcaps in the forward region

of the detector to distinguish between single photon emission and photons coming from the

pion π0 → γ γ decay to two photons very close to each other.

The pre-shower detector consists of four layers of alternating lead and silicon strip de-
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Figure 2.12: Longitudinal view of part of the CMS electromagnetic calorimeter showing the

ECAL barrel and an ECAL endcap, with the preshower in front.

tectors. The electromagnetic showers are produced when the incident electrons and photons

interact with Lead. The silicon strip detectors are placed orthogonal to each other to provide

a two dimensional reconstruction of the electromagnetic shower initiated in the lead plates. In

this way the pre-shower detectors are used to measure the shower profile of incident particles

in order to distinguish between photons and π0 mesons.

The energy resolution of the ECAL can be affected by different several sources, such as

the electronic noise, calibration errors and the crystal non-uniformities. The ECAL energy

resolution has been measured on one barrel super module during test beam [123], it can be

expressed as a function of measured energy by:

(σE
E

)2
=

(
2.8%√

(E)

)2

⊕

(
12%√

(E)

)2

⊕ (0.3%) (2.7)

The energy here is expressed in GeV. A resolution of 1 % has been achieved for electrons

with energy greater than 15 GeV.

2.8.2 The Hadronic calorimeter

Hadronic calorimeter [19] (HCAL) lies between the ECAL and the inner side of the solenoid

magnet. It is designed to measure the energy and position of hadronic jets. The HCAL

consists of three components: the HCAL Barrel detector (HB), the HCAL End-cap detector

(HE), and the HCAL Forward detector (HF) as shown in Figure 2.14.

HCAL is made of dense brass as absorber and plastic fluorescent scintillator which acts as

active material. When a hadronic particle hits a plate of absorber, it initiate an interaction

producing several secondary particles. When these secondary particles move through further

layers of absorber they can interact and result in a cascade or “shower” of particles. As

this shower develops, the particles pass through the alternating layers of active scintillation

material causing them to emit light. The energy of a particle is then measured as the sum of

the light energies emitted by the scintillator over the path of the particle.

38



2.9. THE SOLENOIDAL MAGNET

Figure 2.13: Schematic view of the CMS ECAL with the arrangement of crystals into modules

and super-modules distributed in the barrel and two half-disks or dees in each endcap. The

pre-shower detector covers most of the endcap regions. [18].

The HCAL is consisting of 70,000 tiles in total. It extends to pseudorapidity ≈ | η | =

1.3 in barrel and to 1.3 <| η |< 3.0 in endcap.

A layer of scintillation material is attached to the outer layer of the solenoid magnet. This

portion of the barrel detector, called the HCAL Outer calorimeter (HO), uses the magnet

material as an absorber to ”catch” the shower particles that punch through the barrel to

ensures that no energy leaks out at the back of the HB undetected.

The forward HCAL detector is mounted on the outside of the iron magnetic return yokes

at a distance of 11.2 m along the z-axis, and extented in pseudorapidity of 3 < | η | < 5 as

shown in figure 2.15 and useful to identify and reconstruct very forward jets.

The HCAL energy resolution has been measured during test beam [124] and can be

expressed as:

(σE
E

)
=

(
84.7%√

(E)

)
⊕ (7.4%) (2.8)

The resolution is about 30 % for energy of 30 GeV and the resolution goes down to 10

% for higher energies. Compared to the ECAl energy resolution, the energy resolution is

dominant by HCAL resolution.

2.9 The Solenoidal Magnet

The CMS solenoid is one of the most powerful superconducting solenoidal magnets [125].

It has an internal diameter of 6 m and length 12.5 m. It is designed to reach a magnetic
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Figure 2.14: A view of the CMS detector in y-z projection with the components of the

hadronic calorimeter labeled.

Figure 2.15: Longitudinal view of the CMS detector. The locations of the hadron barrel

(HB), the endcap (HE), the outer (HO) and the forward (HF) calorimeters [19].
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field density of 3.8 T, approximately 100,000 times stronger than the earth’s magnetic field.

The magnetic field is essential in identifying the particles emerging from collisions: it curves

their trajectory allowing to calculate their momentum and to identify their charge. Stronger

is the magnetic field, highly curved will be the particle’s trajectory which allows obtaining

higher momentum measurements resolution. A 10,000 tonnes iron yoke is used to contain the

magnetic field within the detector volume which is capable of stopping almost all particles

(except muons and neutrinos).

2.10 The Muon System

On the outer most layer of the CMS detector lies a second set of tracking systems ”The muon

system” [20]. It has been designed to provide an independent muon identification, a precise

measurement of muon momentum and charge as well as an efficient muon trigger. It provides

a powerful support for the discovery of new physics with muons in the final state.

The muon chambers are placed at the very edge of the experiment since the muons are

the only particles that penetrate several meters of iron without interacting, in contrast to

most of the particles that are stopped by the CMS’s calorimeters or the iron yoke, and hence

they are the only particles capable to provide a signal.

The robustness and redundancy of the muon spectrometer are guaranteed by the presence

of three types of gaseous detector: Drift Tubes (DT) in the barrel region, Cathode Strip

Chambers (CSC) in the endcap and Resistive Plate Chamber (RPC) in both barrel and

endcap regions. The detectors are arranged in a framework of an iron yoke used to guide the

field. As the muons pass through the iron yoke, their paths are bent in the focused magnetic

field allowing to measure their momentum and charge.

The muon system is composed of a central barrel (| η | < 1.2) and two closing end-caps

(1.2 < | η | < 2.4), the barrel region is divided into five wheels (Wheel 0, Wheel ±1, Wheel

±2 ). The muon chambers are installed on the outer and inner sides of the yokes arranged

in four stations at different radius. Each station consists of 12 chambers, one per φ sector,

except for the fourth station where 14 chambers are present. The two endcaps are made

of 3 iron disks and 4 stations, divided in 2 or 3 rings where the ring is formed by 18 or 36

trapezoidal chambers.

Figure 2.16 A schematic view of the CMS Muon spectrometer. The interaction point is

located at the lower left corner where Z=0. The Drift Tubes (DT) are shown in yellow where

MB denote Muon Barrel, the Cathode Strip Chambers (CSC) are shown in green where ME

denote Muon Endcap and Resistive Plate Chambers (RPC) shown in blue for barrel and

endcap regions where the return yoke is shown in dark gray.
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Figure 2.16: Schematic view of the CMS Muon spectrometer.

Figure 2.17: schematic view of Drift tube chamber [20].

2.10.1 The Drift Tubes

The Drift tubes (DT) [126] are positioned in the barrel region (| η | < 1.2) and have four

stations named MB1, MB2, MB3 and MB4. In Barrel region the particle rate is low and the

magnetic field is well contained in the iron plates of the magnet return yoke which allows the

usage of DTs in those uniform conditions.

The basic element of a DT chamber is a drift cell: it is a rectangular tube with cross

section of 42 x 13 mm2 as shown in Figure 2.17. The two shorter sides of the rectangle

(I-shaped) represent the cathode while the anode is 50 µm stainless steel wires located in

the center of the cell. The chamber is filled with a 85%/15% gas mixture of Ar/CO2. The

working principle is based on the ionization: when a charged particle passes through the DT,

it ionizes the gas producing electrons that drift toward the wire and induce a fast signal on

the wire.The drift time is measured and converted into distance using the knowledge of drift

velocity. A single drift cell has an efficiency of about 99.8 % and a resolution of 180 µm.
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Figure 2.18: schematic view of cathode strip chamber (left) and the principle of operation

(right) with cross-section shows the wires (right-top) and cross-section shows the strips (right-

bottom) [20].

2.10.2 Cathode Strip Chambers

Cathode strip chambers (CSC) [127] are used in the end cap regions (0.8 <| η |< 2.4) and

have four stations, namely ME1, ME2, ME3, and ME4. The detectors are able to provide

precise time and position measurement in the endcap region where the particle rate is high

and the magnetic field is inhomogeneous. CSC are used due to their better performance in

the non uniform magnetic field, they are also faster and finer segmented than the drift tube.

CSCs are multi-wire proportional chambers consists of two cathode planes, one of them is

segmented into strips running along the φ direction, and orthogonal to array of anode wires

laying between these two planes as shown in figure 2.18 left.

The chamber is filled with 40%/50%/10% mixture of Ar/CO2/CF4. The working princi-

ple is based on the ionization and shown in Figure 2.18 right: when a muon passes through

the chamber it ionizes the gas, the electrons drift towards anode wires forming an avalanche

that is collected by the wires. This avalanche induces an electrical charge on several adjacent

cathode strips, and the position of the muon along the wire can be determined by measuring

the distribution of charge picked up by the strips. Each individual chamber has a trapezoidal

shape and is made of seven cathode panels stacked together, forming six gas-gaps, each con-

taining an array of anode wires and shown in Figure 2.18 left. The CSC chamber has a spatial

resolution of 80 µm.

2.10.3 Resistive Plate Chambers

Resistive plate chambers (RPC) are gaseous detectors developed early 1980s [128] [129].

Similar to other gaseous detectors, the RPC working principle is based on ionization process.
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Figure 2.19: The layout of double gap RPC [20].

RPCs are used in CMS detector in both barrel (along with DTs) and end-cap (along with

CSCs) regions. RPCs have an excellent time resolution about 1.5 ns, this time is shorter

than the 25 ns LHC bunch spacing, therefore RPC detectors are used for muon triggering

purpose.

A total of 1056 RPC detectors are present in CMS muon system covering | η |< 1.9 region.

The RPCs geometry depends on their position in the detector. There are six layers of RPC

chambers in the barrel region, four of them are attached to each side of DT chambers (MB1

and MB2), the other two layers are attached to the inner side of MB3 and MB4. In end-caps

region; there are four disks of trapezoidal RPCs attached to the CSCs chambers [130].

The CMS RPC chambers consist of two layers of gas gaps ”called double gap geometry”

with a sheet of segmented copper readout strips sandwiched between them as shown in Figure

3.1.

The chambers operate with a humidified gas mixture composed of 95.2 %C2H2F4(Freon-

R134a), 4.5%iC4H10 (isobutane) and 0.3%SF6 (Sulphur Hexafluoride). In the next Chapter,

the RPCs detectors are discussed in more detail.

2.10.4 The CMS RPC system upgrade

The muon system worked efficiently for 10 years of operation during Run I and II with

the the designed luminosity of the LHC. In the view of HL-LHC project, both the collision

energy and the instantaneous luminosity will increase, which means higher pileup and hence

higher background rates. Those operating conditions will be a hard challenge for the muon

subdectors. To cope with those new operating conditions, the CMS RPC group has planned

an extensive upgrade project [131,132]:

• Validation of the present RPC system for HL-LHC: The present RPC system

worked efficiently during LHC Run I and II without showing any aging effect or losing

the detector performance. However, the present RPC system has to prove that they

can sustain the hard background conditions during the HL-LHC running period. An

extensive irradiation test on spare RPC chambers is ongoing. The detectors parameters
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and performance are monitored periodically to spot any possible aging effect, this test

is explained in detail in chapter 3.

• Installation improved RPC in high η region : The high η region of the muon

system is still empty and not equipped with the existing RPC detectors, since the

background rate is expected to be high in this region and the current RPC will not be

able to handle with this high background rate. An improved RPC ”iRPC”, based on

the RPC technology, but with improvements that allow to increase the rate capability,

will be installed in this high η region in the stations RE3/1 and RE4/1 [133].

2.11 The Trigger System

The trigger system is the first step of the physics event selection process [134]. It performs a

fast selection of events that seems to be interesting for physics analysis from the huge amount

of events produced by LHC collisions. At the nominal operational conditions of LHC, the

bunch crossing rate is 40 MHz (corresponding to 25 ns) and every bunch crossing gives rise

to about 20 proton-proton collisions and hence that result in about 800 million collisions

per second. The data event is stored in pipelines that can retain and process information

from many interactions at the same time. To identify the particles from the same event

and not confuse particles from two different events, the detectors must have very good time

resolution and the signals from the millions of electronic channels must be synchronized. One

event needs ∼ 1 MB of memory to be recorded on the tape and therefore the final memory

requirement is 40 TB per second. This huge amount of data can’t be stored and a reduction

process is needed. The decision of the selection of events to be stored or not is taken by the

trigger system within a short time ∼ 25 ns such as per the LHC requirements. The trigger

system consists of two independent levels, the Level-1 (L1) and the High Level Trigger (HLT)

described in the following:

2.11.1 The Level-1 Trigger

The L1 trigger is completely hardware based system. It reduces the event rate from from the

initial 40 MHz to 100 kHz. The L1 takes the decision depending on the informations from the

calorimeter and the muon system while the tracker information doesn’t participate because

the track reconstruction time exceeds the time limits of L1 decision [135,136]. The L1 trigger

searches for key signatures of interesting events: leptons, photons, hadronic jets, and pmissT

, known as trigger objects or trigger primitives (TPs). Those trigger objects are produced

based on the energy deposit in the calorimeters, and track segments or hit patterns in the

muon chambers. The L1 triggers from muon and calorimeter are then combined in the L1

Global Trigger (GT) which decides whether to pass or reject the event. The event information

is sent to the High Level Trigger (HLT) system if the L1 trigger decision is positive otherwise
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Figure 2.20: Flow diagram of the L1 Trigger system of CMS.

the event will be deleted. Figure 2.20 shows the schematics of the L1 trigger system.

2.11.2 The High Level Trigger

Opposite to the L1 trigger, the High Level Trigger (HLT) system [137] is software based. It

uses advanced software system consisting of an array of multi-core computers. It is able to

reduce the event rate from 100 kHz to ∼ 1 kHz that can be written on tape. In order to

pass the HLT, an event needs to satisfy the requirements of at least one of the HLT menu

paths. The events which passed the HLT are recorded permanently on the disk by the data

acquisition (DAQ) system for further physics analysis and transferred to CERN Tier0 (T0)

storage system. Then data quality monitoring (DQM) checks the quality of the recorded

data and labeling the datasets either good or bad. At the end of the DQM chain, a list of

certified datasets is produced to be used later for physics analysis.

In the case of MonoHiggs analysis which uses four leptons final state, the trigger looks for

events containing leptons (electron and muon) signals. For the Level-1Trigger, an electron

signature is an energy deposit in the ECAL, and a muon signature is a track segment or a hit

pattern in muon chambers. Then the High-Level Trigger combines the L1 trigger information

with the tracker and pre-shower information.

This chapter provided a description of the LHC accelerator and its experiments. A de-

tailed description of CMS experiment and its sub-detectors is presented besides the CMS

trigger system. At this point, after the description of the CMS sub-detectors especially

the muon chambers; it is a good opportunity to describe the study performed on the RPC
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chambers which are currently used in CMS detector in the next chapter.
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3 Aging Study of Resistive Plate Chambers

for HL-LHC

Gas detectors are commonly used as tracking devices in various experiments with different

design to cope with the experiment requirements, but with the basic working principle. The

gas detector layout and configuration have evolved through the time from the single-wire

proportional chambers to a wide range used highly efficient detectors. The basic working

principle for gas detectors is the same: the ionization created by the passage of the charged

particle through the detector material. This chapter gives a detailed description of Resistive

Plate Chamber (RPC) working principle, design and configuration of RPCs inside the CMS

experiment, followed by a part dedicated to the aging study being performed on RPC de-

tectors which are currently used in CMS. Four RPC chambers are under continuous gamma

radiation at CERN Gamma Irradiation Facility (GIF++) to monitor the detector parameters

and performance 1.

3.1 The Resistive plate chamber

The Resistive Plate Chambers (RPC) [129] are parallel-plate gaseous detectors that combine

good spatial resolution with a time resolution. RPC’s excellent time resolution allows the

capability of tagging an ionizing event in time shorter than the 25 ns between two LHC

successive bunch crossing. The good performance of RPC’s is crucial in assigning the muon to

the right bunch crossing. The CMS RPC system is contributing to the trigger, reconstruction

and identification of muons.

3.1.1 RPC Design

The CMS RPC chambers consist of two layers of 2 mm gas gaps ”called double gap RPC”

with a sheet of segmented copper readout strips sandwiched between them. A grid of poly-

carbonate spacers are distributed inside the gas gap to ensure the rigidity and the thickness

of the gap. The gas gap consists of two sheets of high resistive bakelite plates having 2 mm

1The work done in this chapter has been published in [50]
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Figure 3.1: The layout of double gap RPC.

thickness and resistivity 1− 6× 1010 Ω cm. The inner bakelite surfaces are coated with lin-

seed oil, while the outer surfaces are coated with conductive graphite paint to form the high

voltage and ground electrodes. The electrodes are connected to a HV supply in order to form

a uniform and intense electric field in the gap. The sheet of the readout strips is centered on

the bottom gap to read out the signals. The strips are separated from the graphite layers by

an insulating PET (polyethylene terephtalate) film. There are 32 strips running the length

of the chamber but they are broken up into three sections for the readout purpose. In this

configuration, the total induced signal is the sum of the two single-gap signals. A simplified

layout of the double gap design is shown in Figure 3.1

3.1.2 The CMS RPC Detector Layout

The CMS RPC system consists of 1056 RPCs distributed in the barrel and endcap regions.

The RPCs are organized in 4 stations called RB1 to RB4 covering a pseudorapidity range of

|η| < 1.2 in the Barrel region, and RE1 to RE4 in the Endcap region covering a pseudorapidity

range of 0.9 <|η|< 1.9 in the Endcap [20,130].

• In the Barrel region:

There are 480 RPC installed and distributed equally in 5 wheels along the beam pipe

named Wheel 0, Wheel ±1 and Wheel ±2 as shown in Figure 3.2. Each wheel consists

of 4 muon stations (called RB1, RB2, RB3 and RB4) from inside to outside the CMS

detector and divided into 12 sectors (called S01-S12) in φ. The inner two stations

consist of 2 layers of RPCs (RB1in, RB1out, RB2in and RB2out) with a DT sandwiched

between them and the outer two station consists of a single layer of RB3 and RB4 and

one layer of DTs.

• In the Endcap region:

There are 576 RPCs are installed and distributed along 8 disks (4 disks per each endcap

side, positive and negative) named RE±1, RE±2, RE±3 , RE±4 as shown in Figure 3.3.
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Figure 3.2: CMS RPC system layout in the Barrel for one Wheel W+2.

Endcap RPCs have different geometry than barrel RPC besides the fine segmentation

which is essential for higher multiplicity forward regions. Each disk is divided into 36

sectors along φ and has two rings called ring 2 (R2) and ring 3 (R3). Each ring consists

of 36 trapezoidal chambers, each chamber splits into three rolls, labeled as A, B and

C ordered respectively in increasing η. Due to the division of the read-out strips into

three rolls, the TOP layer gap is divided into two gaps: Top Narrow (TN) and Top

Wide (TW) while the bottom (BOT) layer consists of one gap as shown in Figure 3.4.

3.1.3 The Principle of Operation

RPC working principle is based on the ionization process like all gas detectors. When a

charged particle passes through the gas, it ionizes the gas atoms producing electron-ion pairs.

Some of the formed electrons have enough energy to produce further ionization, and those

formed electrons are grouped into clusters. The applied electric field on the gap causes the

electrons to drift towards the anode. Due to their smaller mass, the electrons have higher drift

velocity than the ions, they are accelerated towards the anode and ionizing more molecules

in their way forming avalanche as shown in Figure 3.5; this process is called ”multiplication”.

The multiplication process is characterized by a parameter α (first Townsend coefficient),

which represents the number of ionizations per unit length, and by a parameter β which is

called the attachment coefficient and represents the number of electrons captured by the gas

per unit length. The parameter β becomes important in the case where the gas mixture has

electronegative gas (the gas having a high tendency to absorb free electrons to form an ion).
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Figure 3.3: CMS RPC system layout for one endcap disk with 3 rolls are shown.

Figure 3.4: CMS RPC gaps layout in the endcap.

Figure 3.5: RPC working principle.
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Let’s denote the number of primary electrons created by an ionizing particle by n0 and the

distance that the electrons travel from the point where the cluster is formed to the anode by

x. The number of electrons that reach the anode will be given by :

n = n0e
(α−β)x (3.1)

The gain factor of the detector is defined in terms of the cluster size per ionization as

M = n/n0 (3.2)

”M” is used to define the working mode of the RPC detector. There are two modes where

RPCs can be operated, the avalanche or streamer mode (discharge mode). If the value of M

is of order 108 or higher this corresponds to the streamer mode while M < 106 corresponds

to avalanche mode.

The induced signal is collected using the readout strips and transmitted to the readout

electronics. Despite the signal strength in the streamer mode is quite large as compared to

the one in avalanche mode, the rate capability of an RPC operating in the streamer mode

is limited. The streamer mode is suitable for low count rate experiments. The CMS RPC

working in avalanche mode has a high rate capability of 300 Hz/cm2.

3.1.4 The Gas Mixture for RPC

The selection of the gas mixture components play an important role in the detector operation

mode. Choosing a suitable gas mixture prevents the shift from avalanche to streamer modes.

The RPC uses a Fluorine (F) based gas as a primary component of the gas mixture and uses

quenching gas which absorbs the photons and restricts the formation of secondary avalanches

and electronegative gas to limit the avalanche development to the streamer. The CMS RPC

operates with a humidified gas mixture composed by 95.2% C2H2F4 (Freon-R134a) which is

the charge carrier gas and has to be ionized by the incident charged particles, 4.5% iC4H10

(isobutane) which used as quencher gas to absorb UV photons from molecule de-excitation

and 0.3% of SF6 (Sulphur Hexafluoride) the electronegative gas absorbing any excess of

electrons which will result in streamer mode [20, 138, 139]. The standard gas mixture used

in RPC has high Global Warming Potential; based on CERN strategy to reduce green house

gases emissions, an intensive R&D is carried to find new environmentally friendly gases to

replace the present RPC gas and ensure high detector performance [140,141].

3.2 RPC Aging study

Gas detectors can suffer from aging effects when exposed to high radiation for long time which

result in a degradation of detector performance appearing as loss in detector efficiency, in-
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crease in dark current2 and rise in noise rates. The main reason for this detector performance

degradation are the chemical processes that happen inside the electron multiplication region

where the gas fragments produced inside avalanches could form polymers accumulating on

the electrodes’ surface [142]. During Run I and Run II the CMS RPC system provided stable

operation, excellent performance and did not show any evident aging effects after collecting

≈ 10 mC/cm2 of integrated charge. Nevertheless, the expected conditions during HL-LHC,

in terms of background, pile-up and the probable aging of the present detectors, will make

the muon identification and correct pT assignment a challenge.

3.2.1 Goals of the longevity study

During 10 years of LHC operation, the present CMS RPC system has been certified at a max-

imum background rate of 300 Hz/cm2 and a total integrated charge of 50 mC/cm2 [143–145].

Based on the data collected by CMS during LHC Run II and assuming a linear dependence

of the background rates as a function of the instantaneous luminosity, the expected back-

ground rates and integrated charge at HL-LHC will be about 600 Hz/cm2 and 840 mC/cm2,

respectively (including a safety factor of three) [146]. Those operating conditions are much

harder with respect to those for which the detectors have been designed and can induce

non-recoverable aging effects due to the higher collision rates and pile-up, that can affect

the detector performance and properties. Therefore, a long term irradiation test has been

carried out in Gamma Irradiation Facility (GIF++) to accumulate the charge expected at

the end of HL-LHC and hence study whether the present RPC detectors can survive the hard

background conditions during the HL-LHC running period. During the longevity studies, I’m

continuously monitoring the main detector parameters and performance as a function of the

integrated charge to spot any possible aging effects [50,147]

3.2.2 The Gamma Irradiation Facility

The Gamma Irradiation Facility known as ”GIF++” was designed and built at CERN dur-

ing the Long Shutdown1 (LS1) period in spring 2015 to allow irradiate and test large size

detectors. The GIF++ is a unique place equipped by a gamma source (13 TBq Cs-137) and

a system of movable filters for varying the gamma flux which allow to test the detectors in a

background condition similar to the ones at LHC/HL-LHC [148]. In addition to the gamma

source, a 100 GeV muon beam is provided 3-4 times per year for detector performance stud-

ies. The GIF++ provides a fairly realistic simulation of the LHC/HL-LHC conditions. The

GIF++ facility provides also a controlled monitor of the environmental parameters during

irradiation such as temperature and pressure. The GIF++ layout is reported in Figure 3.6

2Dark current is the current produced in the chamber when applying high voltage in the absence of

background radiation.
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Figure 3.6: CERN Gamma Irradiation Facility (GIF++) layout.

3.2.3 The Longevity test setup and procedure

A long term irradiation test is ongoing since 2016 at GIF++ on four spare end-cap chambers

(two RE2/2 and two RE4/2) since the maximum background rate is expected in the end-cap

region. The detectors are trapezoidally shaped with height = 1687 mm , long side = 979

mm and short side = 684 mm. Since the endcap RPC production has been done in two

periods (all RPCs in the endcap system have been done in 2015, except RE4/2 and RE4/3

chambers, which were made in 2012 - 2013) we irradiate both types in the test. To spot

any possible aging effect due to long term irradiation, two chambers (one RE2 and one RE4)

are continuously under irradiation while the other two chambers of the same type are kept

as reference and switched on from time to time. The setup in GIF++ is shown in Figure

3.7 left while a sketch shows the chambers position with respect to the source (Figure 3.7

right). All the detectors are flushed continuously with the standard gas mixture where the

detectors are currently running with gas humidity ≈ 60% and 3 gas volume exchange per

hour for irradiated chambers and one gas volume exchange per hour for reference chambers.

The gas flow and gas humidity were changed during irradiation period as shown in section

3.3.2. The irradiated chambers are continuously operated at high voltage ( ≈ 9.8 kV ) and

under gamma radiation of ≈ 600 Hz/cm2. The applied High voltage (HVapp) is not exactly

equal to the effective high voltage (HVeff ) in the gas volume due to the small variations of

GIF++ environmental temperature and pressure.

The high voltage applied (HVapp) to the detector is calculated by normalizing the effective

high voltage (HVeff ) wanted in the gas volume at the standard temperature and pressure

(T0 = 293.15 K, and P0= 990 mbar, and the coefficients α = 0.8 ) using the formula [149]:

HVapp = HVeff

(
1− α+ α

P0

P

)
T

T0
(3.3)

During irradiation the accumulated integrated charged (Qint) is calculated as the average
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Figure 3.7: The longevity setup at GIF++ (left), a sketch of the chambers’ position with

respect to the source (right).

current density (Jmon) accumulated in time in the three gaps that constitute the detectors

as shown in the formula:

Qint =

∫ tf

ti

Jmondt

Jmon =
ITW + ITN + IBOT

ATW +ATN +ABOT

(3.4)

where ITW , ITN and IBOT are the current measured in top wide, top narrow and bottom

gaps, ATW , ATN and ABOT are the surface area of each gas gap. The accumulated integrated

charge versus time for both RE2/2 and RE4/2 irradiated chambers from the beginning of

irradiation up to now is shown in Figure 3.8. At present, about 748mC/cm2 and 428mC/cm2

integrated charge has been accumulated for RE2/2 and RE4/2 irradiated chambers, which

correspond at around 89% and 51% respectively of the expected integrated charge at HL-

LHC (840 mC/cm2). The accumulated integrated charge for RE4/2 chamber is lower than

RE2/2 chamber because the RE4/2 chamber has been irradiated a few months later due to

limitation in the total gas flow. Taking into account that the detector validation includes a

safety factor of three, it means that the present accumulated charge in RE4/2 and RE2/2

already correspond to the maximum expected integrated charge, and twice the maximum

expected integrated charge at HL-LHC, respectively.

56



3.3. MONITORING THE DETECTOR PARAMETERS

Figure 3.8: Integrated charge versus time, accumulated during the longevity test at GIF++

for RE2/2 (solid red line) and RE4/2 (dashed blue line) chambers.

3.3 Monitoring the detector parameters

The detector parameters (such as dark current, noise rate, current and count rates at several

background conditions) are monitored continuously and compared with the measurements

from the reference chambers to spot any degradation in the detector parameters due to long

term irradiation. Moreover, the detector performance is studied at different irradiation fluxes

when the muon beam at GIF++ is available.

3.3.1 Dark current and noise rate

The dark current and noise rate are measured periodically, without background radiation

(source is off) in order to spot any possible degradations on the surface of the electrodes due

to irradiation. Figure 3.9 (top) shows the dark current density (current normalized to the

surface area of the detector) monitored as function of the effective high voltage at different

values of collected integrated charge. The dark current density for RE2 both irradiated

and reference chambers as a function of collected integrated charge is shown in Figure 3.9

(bottom). The dark current values were measured at 6.5 kV (left), which represent the

ohmic current, and at 9.6 kV (right), which includes the gas amplification. The dark current

is almost stable with time with small acceptable variations of dark current level since the

beginning of irradiation. The dark current values remain low as measured during the chamber

production certification. Figure 3.10 shows the average noise rate for RE2 irradiated (blue)

and reference (red) chamber as a function of collected integrated charge where the mean

noise rate is calculated as the average among all 96 strips distributed over the three detector

η partitions, the average noise rate is stable with time and less than 1 Hz/cm2. The low and

stable dark current and noise rate indicate a good state and quality of the inner gaps surface,

excluding any possible aging damaging so far.
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Figure 3.9: Top: Dark current density monitored as a function of the effective high voltage

at different values of collected integrated charge for RE2 irradiated chamber. Bottom: Dark

current density for RE2 irradiated (blue squares) and reference (red circles) chambers as a

function of collected integrated charge at 6.5 kV (left) and at 9.6 kV (right).
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Figure 3.10: Average noise rate as a function of collected integrated charge for RE2 irradiated

(blue squares) and reference chambers (red circles).

3.3.2 The Resistivity and the current

The current with the presence of background radiation ”source on” is measured periodically

as well. In addition, the electrode’s resistivity is measured several times per year since it is

a crucial parameter that influences the detector performance.

The resistivity is measured by irradiating the detector while filled up with pure argon and

operating in a self-sustaining streamer mode (Argon is characterized by a sufficiently high

Townsend coefficient even when the applied electric field is relatively low around 2 kV) [150].

The gas is ionized and when the gas quenching components such as the isobutane are removed

the streamers propagate over all the detector area causing the appearance of a discharge and

so a kind of short circuit is created between the resistive anode and cathode. By measuring

the current and the applied high voltage the resistance (R) can be calculated and hence the

resistivity (ρ) using the Formula:

ρ =
R× S
L

(3.5)

where R is the resistance measured, S is the bakelite plate surface area and L is the bakelite

plate thickness ≈ 4 mm. The resistivity for each chamber is calculated as the average with

respect to the three gaps which made up a chamber. The measured resistivity values are nor-

malized to 20 oC to allow comparing the measured resistivity values at different temperature

conditions and at different time [151]. Figure 3.11 (left) shows the resistivity measured as a

function of the accumulated integrated charge for RE2/2 irradiated (blue) and reference (red)

chambers. Both chambers have the same trend which depends on the GIF++ environmental

temperature and humidity variation.

Figure 3.11 shows the resistivity ratio and the current ratio ”current measured with the
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Figure 3.11: Left: Average measured resistivity for RE2/2 irradiated (blue) and reference

(red) chambers as a function of the collected integrated charge, Right: Resistivity ratio (blue

squares) and current ratio (red circles) between RE2 irradiated and reference chambers as a

function of collected integrated charge.

presence of gamma background ” between irradiated and reference chambers, taking these

ratios to exclude the effect of external parameters. In the first irradiation period up to ≈ 300

mC/cm2 an increase of resistivity has been observed. At this irradiation period the detectors

operated in similar conditions as in CMS, the gas flow is one gas volume exchange per hour

and the gas humidity is ≈ 35-45%. Those operating conditions were optimized for CMS,

but they are not optimal with respect to the high gamma background rate ( ≈ 600 Hz/cm2)

at GIF++. Those operating conditions led to a drying up of the bakelite plates and hence

resistivity increase, which is also observed in the decrease of the current. At ≈ 300 mC/cm2

the detectors operated with new conditions, the relative gas humidity was increased and

maintained at ≈ 60%, and the gas flow was increased in the irradiated chamber to three gas

volume exchanges per hour. After applying those conditions the bakelite resistivity reduced

(observed also in the current increase) proving that the observed resistivity increase was

related to the operating conditions and it is a recoverable effect.

3.4 Monitoring of the detector performance

The detector performance has been measured during test beams before irradiating the cham-

ber and at different periods of irradiation. The last measurement was done at 479 mC/cm2

at the last muon beam in GIF++ in 2018. Figure 3.12 shows the RE2 irradiated chamber

efficiency measured as a function of the effective high voltage without background radiation

(left) and in the presence of 600 Hz/cm2 background (right) at different values of collected

integrated charge [152]. The efficiency is stable in time in the absence of the background
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radiation, while in the case of presence of background, the efficiency is stable at the working

point but we observe a working point shift of 100 V after collecting 260 mC/cm2 of integrated

charge. The working point shift is related to the increase of the electrode’s resistance (R)

observed at 300 mC/cm2 of integrated charge as shown in Fig. 3.11. This increase of R causes

an increase of the voltage drop (RI) on the effective voltage (HV) applied to the electrodes,

and the effective voltage on the gas (HVgas) is no longer the same [150,151,153]. The HVgas

is defined as:

HVgas = HV −RI (3.6)

where R is the bakelite resistance and I is the total current.

Figure 3.12: RE2/2 irradiated chamber efficiency as a function of the effective HV, with

no irradiation (left) and under a gamma background rate of about 600 Hz/cm2 (right) at

different irradiation periods.

The detector operation regime is invariant with respect to HVgas, therefore the efficiency

as a function of HVgas does not depend anymore on the bakelite resistance as shown in

Fig. 3.13 (left) which represents the efficiency at different irradiation periods and different

background rates up to 600 Hz/cm2. All the efficiency curves overlap and we do not observe

anymore the working point shift, since the R increase effect on the electrodes has been

removed.

The RE2 irradiated chamber efficiency at working point is measured at different back-

ground rates (up to 600 Hz/cm2) and at different integrated charge values as shown in Fig.

3.13 (right). The efficiency is stable in time up to the highest background rate expected at

HL-LHC (600 Hz/cm2 ).

This result shows no evidence of any aging effect. The main detector parameters and

performance are stable. The integrated charge collected up to now represents 89% of the

expected integrated charge at High Luminosity Large Hadron Collider. The present accu-

mulated charge in RE2/2 already corresponds to twice the maximum expected integrated
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Figure 3.13: RE2/2 irradiated chamber efficiency as a function of the HVgas (left) at different

background irradiation rates and different integrated charge values. The RE2 irradiated

chamber efficiency at working point as a function of the background rate at different values

of collected integrated charge (right) .

charge at HL-LHC, and more irradiation is needed to reach the desired accumulated charge

including safety factor three.

This chapter summarized the layout of RPC detector in CMS, the RPCs working principle

and design, besides the aging study performed in GIF++ on spare RPC chambers that are

currently used in CMS detector. The results show that the main detector parameters and

performance are stable and no any evidence of aging effect is observed. After describing

the CMS detector and the working principles of its sub-detectors, in the next chapter we

will provide a description of how the physics objects are reconstructed from the informations

collected by the sub-detectors. Besides, the next chapter includes a description of how the

physics processes can be generated and simulated in a monte-carlo simulation program such

as the experimental events that happen in real experiments.
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4 Event Generators, Simulation and Physics

Objects Reconstruction

This Chapter provides the description of the event generation, simulation of the interaction

of the particles in the CMS detector and the reconstruction of physics objects used in the

analysis.

4.1 Event Generation

The generation of events is the first step of the simulation process chain which uses the monte-

carlo (MC) technique to simulate experimental events that happen in real experiments. At

LHC, the protons are accelerated to high energy moving in opposite directions to collide at

the center of the detector. The interaction takes place between the proton constituents “the

partons”, which is a term that globally indicates quarks and gluons inside the proton. In

each collision, not all the interactions produce high energy particles in the detector. However,

sometimes two partons from separate protons interact very strongly and produce an inter-

esting event for the study. The types of the interactions that can take place in the collision

are shown in figure 4.1 and are described in the following:

• Hard Scattering: Hard processes resulting from the interaction between the con-

stituents of two colliding partons having high momentum exchange between them and

having product particles with high momentum in direction perpendicular to the protons’

original direction of motion. The incoming and outgoing partons of the hard scattering

process may also emit initial and final state radiations, creating Parton Showers (PS)

which is taken into account in the event generation process.

• Underlying Events: This is a soft scattering process panying the hard process. This

process happens between the proton’s remnants that were not involved in the hard

scattering. These partons may do relevant soft scattering between themselves (called

Multiple Parton Scattering), may also radiate gauge boson before or after colliding

with each other called ”Initial State Radiation” (ISR) and ”Final State radiation”
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Figure 4.1: Scheme of a proton proton collision.

(FSR) respectively. ISR and FSR result in the creation of jets close to the direction of

incoming and outcoming hadrons.

• Pileup Process: The LHC accelerates and collides bunches of protons and each bunch

contains ≈ 1011 protons. Pileup refers to any interactions that happen between pro-

tons which were not involved in the hard scattering within the bunch crossing. LHC

is running with an increase of the instantaneous peak luminosity which increases the

chance of the number of interactions per bunch crossing and hence the pileup inter-

actions. Figure 4.2 shows the distribution of the average number of interactions per

bunch crossing (pileup) in Run II.

• Hadronization: After the interaction, the process of combining quarks and gluons

forming colorless hadrons that are observed in the final state is known as hadronization

process. This process happens when the partons reach hadronization scale of ≈ 1

GeV. There are two models describing the transition of a colored partonic system into

colorless primary hadrons:

– The Cluster Model: In this model, gluons are split into qq̄ pairs where quarks

are clustered together into colorless groups. Clusters formed in this way have

large invariant mass which further decay to smaller mass scales suitable to form

hadrons [154].

– The String Model: In this model, gluons are split into quarks, the produced quark

and antiquark move out in opposite directions from their production vertex and

lose their energy. During the motion, a string like configuration between them is

formed. On stretching the string, the potential energy stored in the string increases

and the kinetic energy decreases, which breaks the string into two parts forming
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Figure 4.2: Mean number of interactions per bunch crossing for the proton-proton collision

in Run II at 13 TeV [11].

qq̄ pairs. The process is continued till the energy left to create another such pair

is low [155].

The CMS Collaboration uses different MC event generators to generate physics processes for

different purposes such as PYTHIA [156], Madgraph [157] and POWHEG [158].

4.2 The Detector Simulation

The detector simulation step is an essential part of each high energy experiment as much as the

detectors themselves. The detector simulation is the way to mimic the interaction of particles

with detector material such as it realistically happens in the detector. This step comes after

the MC event generation, by passing the final state particles through the CMS detector for the

reconstruction of an event. The detector simulation is based on a full description of the CMS

detector geometry which is implemented in the GEANT4 (GEometry ANd Tracking) [159]

simulation toolkit. An accurate description of the full geometry of the detector and the

materials of the detecting devices are provided to GEANT4 to simulate the particle response.

The particles from the generator level are propagated through the detector materials taking

into account the measured magnetic field map (for charged particles) and the interactions

processes between the particle and the detector material such as the bremmstralung, the

multiple scattering and the photon conversions. As a result of the interactions, GEANT4

produces a set of simulated hits in the active material such as the energy loss of a particle in

the sensitive volume of a detector. Then those set of informations ”hits, energy deposit, etc”

from various sub-detectors are used to reconstruct high-level objects such as jets and leptons

in a process known as ”Reconstruction”.
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4.3 The Object reconstruction

The reconstruction process starts with the raw information collected from all sub detectors

“such as the hits in the tracker and the muon system and the energy deposit in the calorime-

ters” to build up high-level objects such as jets, tracks, vertices and leptons etc.. For each

collision, a list of final-state particles are identified and reconstructed by an algorithm called

Particle Flow (PF) algorithm [160]. Before describing the PF algorithm it is important

to describe briefly the tracking and clustering processes done in the tracking systems and

calorimeters respectively to define tracks and clusters.

4.3.1 The Tracking and Clustering

After the collision, the outgoing particles leave their signatures in various sub-detectors. The

charged particles leave hits in the silicon detector and deposit an amount of energy in the

calorimeters, while the neutral particles deposit energy only in the calorimeters without hits

in the tracker. The muons are the only particles that can reach the muon system leaving hits

in the muon chambers which help in the identification and the reconstruction of the muons.

4.3.1.1 The Tracking Sequence

The tracking process aims to build tracks from hits inside the silicon detector and hence

momentum measurement. CMS uses a Combinatorial Track Finder algorithm (CTF) based

on Kalman Filtering (KF) [161,162] to reconstruct the tracks across a wide range of particle

momentum (100 MeV to 1 TeV). The tracking process starts with generating initial seeds from

few hits compatible with charged-particle trajectory, then building a trajectory by gathering

hits from all tracker layers along the charged-particle trajectory. Then fitting all the hits to

build a track and determine the charged particle’s properties such as the origin, the transverse

momentum, and the direction.The reconstructed tracks are required to have at least eight

hits in total and in a distance of few mm from the beam axis. This process is iterated many

times and in each time the hits used in the selected tracks are masked and the remaining hits

are used to form new seeds and tracks. At the end, all the reconstructed tracks should pass

quality requirements based on number of hits, the track fit χ2 and the track compatibility to

originate from primary vertex [163,164].

4.3.1.2 The Clustering Sequence

The clustering process done in the calorimeters is used to:

• measure the energy of electrons with their bremsstrahlung photons;

• measure the energy of photons and neutral hadrons;

• measure the energy of charged hadrons;
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The clustering process starts with defining a cluster seed which is a calorimeter cell with

energy deposit higher than threshold and higher than the energy deposit of neighboring cells.

Then the neighboring cells are added to the cluster until reaching a cell without any signal

or have energy deposit lower than the threshold ”noise level”. For a cell to be added to the

cluster, it should not have been already assigned to another cluster and the previous crystal

added (in the same direction) has higher energy. Then the formed clusters are combined to

form superclusters (clusters of clusters) to initiate the building of the trajectories in the inner

tracker. The clustering process is done separately for ECAL and HCAL and separately for

the barrel and endcap regions. The energy response of the calorimeter clusters is calibrated

from test beam data, radioactive sources, and early collision data events [165].

4.3.2 Particle Flow Algorithm

The particle flow (PF) algorithm [160] is developed by the CMS experiment and used to

reconstruct and identify all the outgoing particles from the collision. Since the particles

interact with various subdectors leaving a signature in a form of hit or energy deposit, the

idea of the PF algorithm is to link the information from all subdectors related to single

particle. The identification and reconstruction sequence proceeds in the following order:

1. muon candidates are identified and reconstructed firstly before other particles. The

PF muon is reconstructed if the momentum of the global muon track matches the

momentum of the muon track in the tracker within three standard deviations. If the

tracks pass the criteria for PF muon they are removed from the PF block. Detailed

description of global and tracker muons is provided in section 4.3.4;

2. electron candidates are identified and reconstructed by carefully taking into account the

energy of all bremsstrahlung photons accompanied with electrons. Energetic photons

are identified also in this step. If a track in the tracker matches an ECAL cluster it will

be identified as an electron but if the ECAl cluster has no track in the tracker this will

correspond to a photon. Again the associated tracks and ECAL clusters are excluded

from PF block.

3. The remaining tracks in the PF block that are linked to energy deposit in the HCAL

are used to create the charged hadron candidates.

4. The left-over cluster in the ECAL without tracks in the tracker gets assigned to photons

and similarly to the neutral hadrons in the HCAL.

The output of the particle flow algorithm is a list of PF candidates with their four-

momenta, which are then used for further processing to reconstruct jets and to calculate the

missing transverse energy from the unbalance of the vectorial sum of the transverse momenta

of all reconstructed particles. The reconstruction of leptons “electrons and muons” and

missing transverse energy will be described in the next sections since they are key ingredients

for the analysis.
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4.3.3 The Primary Vertex Reconstruction

The aim of the vertex reconstruction [166] is to measure the location of all proton-proton

interaction vertices in each event, including the primary vertex (PV) and all the vertices from

pileup collisions, using the available reconstructed tracks. The PV refers to the exact point

where the hard scattering or proton-proton collisions happen while the secondary vertices

arise from the decay of long lived particles that originated from PV such as b-jets. The

vertex reconstruction consists of three steps:

• the selection of the tracks consistent with being produced in the primary interaction

region by imposing some requirements on the tracks such as on the track impact pa-

rameter relative to the centre of the beam spot, on the number of strips and pixel hits

associated with a track and on the track fit χ2.

• the clustering of the tracks that appear to originate from the same interaction vertex

based on the basis of z-coordinates at their point of closest approach to the centre

of the beam spot. The clustering is performed using a deterministic annealing (DA)

algorithm [16].

• the fitting of the position of each vertex using its associated tracks.

All the reconstructed vertices should have high number of degree of freedom (NPV ). All

the reconstructed vertices get stored and further requirements are imposed on the primary

vertex:

• its z position should be within 24 cm of the nominal detector center;

• a small radius of the PV (rPV <2 cm).

If more than one primary vertex is reconstructed, the vertex with associated tracks with

the highest sum of the square of the transverse momenta is considered as the primary vertex.

4.3.4 The Muon Reconstruction

Muons are the only charged particles that can reach to the muon system leaving signature

in the muon chamber. Combining the information from the inner tracker and the muon sys-

tem provides highly efficient reconstructed muon tracks with good resolution for momentum

measurement. Figure 4.3 shows a schematic view for the muon reconstruction algorithms.

The muon reconstruction [167–169] chain starts with the local reconstruction of the muon

tracks independently in the inner tracking (tracker track) and in the muon systems (stand

alone muon track) as follow:

• Stand-alone tracks: Those are muons reconstructed using the informations from

muon system only. The hits from DT and CSC chambers are clustered to form track

segment “track stubs” then the segments are matched together to form seeds. Then
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by matchings the seeds with the RPC hits to form the muon track a standalone muon

track is built.

• Tracker-tracks: Those are muons reconstructed using the informations from inner

tracker only. The hits in the silicon tracker are clustered to form a tracker track ”also

called a inner track or a silicon track”.

Based on those two local reconstruction processes two reconstruction algorithms are de-

fined:

• Global Muon Reconstruction (outside-in): For each standalone muon track, a

search for matching tracker track reconstructed in the inner tracking system is per-

formed, and the best-matching tracker track is selected. For each ”standalone muon” -

”tracker track” pair, the track fit using all hits in both tracks is performed based on the

Kalman filter technique. For muons with pT > 200 GeV, the global muon reconstruction

provides better momentum resolution than tracker muon reconstruction.

• Tracker Muon Reconstruction (inside-out): In this approach, all tracker tracks

with pT > 0.5 GeV and total momentum p > 2.5 GeV are considered to be potential

muon candidates by searching for at least one compatible segment in the muon stations.

Tracker tracks identified as muons by this method are referred to as ”tracker muons”.

This method has a better energy resolution for low momentum muons having pT < 5

GeV, those muons do not always able to traverse the CMS detector up to the muon

system. This criteria used to define a tracker track as ”tracker muon” are very loose

and should not be used without further requirements.

The selection of muons used in the analysis will be discussed in section 5.3.2.

4.3.5 Electron Reconstruction

Electrons are reconstructed by combining the informations from the tracker and the ECAL

sub-detectors by associating a track reconstructed in the silicon detector with a cluster of

energy deposited in the ECAL. Electrons loose part of their energy when passing the silicon

material by Bremsstrahlung radiation and ionization process. To measure accurately the en-

ergy of the electron, it is necessary to collect the energy of the radiated photons. The radiated

photon spreads its energy on various crystals along the φ direction because of the bending of

the electron trajectory in the magnetic field with negligible spread in η direction. The clus-

tering of the energy of the electrons and the photons is done by two clustering algorithms: the

“hybrid” and the “multi-5×5” algorithms in barrel and endcap regions respectively [29,165].

The hybrid algorithm starts by finding a seed crystal, defined as the one containing most of

the energy deposited in any considered region and had energy greater than threshold value.

An arrays of 5 x 1 crystals in η × φ are added around the seed crystal, in a range of Nsteps
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Figure 4.3: Reconstruction of muon objects at the CMS experiment. Tracker track (red box),

stand-alone track (green box) and global muon (blue box).

crystals in both directions of φ if their energies exceed a minimum threshold as shown in Fig-

ure 4.4. The contiguous arrays are grouped into clusters, with each distinct cluster required

to have a seed array with energy greater than a threshold in order to be collected in the final

global cluster, called the supercluster seed-array (SC).

In the endcap region the multi-5×5 algorithm is used where crystals are not arranged

in an η × φ geometry. In the same way the algorithm starts with finding the seed crystals

defined as the ones with local maximal energy relative to their four direct neighbors and

exceeds a threshold value. Around these seeds and beginning with the largest ET , the

energy is collected in clusters of 5 × 5 crystals, that can partly overlap. These clusters are

then grouped into an SC if their total transverse energy is greater than a threshold energy in

a range of η and φ around each seed crystal. The SC energy corresponds to the sum of the

energies of all its clusters. The SC position is calculated as the energy-weighted mean of the

cluster positions.

When the electron crosses the tracker detector it loses an amount of its energy because

of the significant amount of material budget in the pixel detector. This loss of energy, espe-

cially for bremsstrahlung photon emission, causes a kink in the electron trajectory making

the electron track reconstruction by KF approach not suitable. If the standard KF approach

succeeds to follow the electron path the quality of the track fit can be poor. For this reason a

dedicated track algorithm is used for electrons track reconstructions. The Gaussian Sum Fil-

ter (GSF) tracking [170], based on the KF approach, is used for the electron tracking. The KF

approach relies only on the Gaussian probability density functions while the bremsstrahlung

energy loss distribution is highly non Gaussian which is used in the GSF algorithm. The GSF

algorithm models the bremsstrahlung energy loss distribution by a Gaussian mixture rather

than a single Gaussian function. In this way the GSF track fit takes into account the sudden
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Figure 4.4: The hybrid algorithm with seed crystal shown.

curvature in the electron track caused by the Bremsstrahlung photon emission. A final step

in the electron reconstruction is the association of a GSF track with a cluster in the ECAL

reconstructed by the hybrid or the multi 5 × 5 algorithms. The selection of electrons used

in the analysis will be discussed in section 5.3.1.

4.3.6 Missing Transverse Energy

All the outgoing particles, ”charged and neutral”, produced from the collision leave a signa-

ture in the detector’s material except neutrinos “or hypothetical neutral weakly interacting

particles” which leave the detector without interacting. Their presence can be inferred from

the momentum imbalance in the transverse plane (plan perpendicular to the beam direction),

this quantity known as missing transverse energy [171, 172] and denoted by EmissT or MET.

The MET is not only playing an important role for the SM physics such as the measurements

of W boson, top quark, and tau lepton decays where the MET is interpreted as originated by

neutrinos but it is a key variable in many searches for physics beyond the standard model such

dark matter search and search for supersymmetric particles where the MET is interpreted

as new particle due to the presence of hypothetical neutral weakly interacting particles. The

MET is defined as the magnitude of the negative vector sum of the transverse momentum of

all PF reconstructed particles in an event as shown in equation 4.1. This definition of MET

is called ”Raw MET”.

6
−→
E
raw

T = −
∑
iε all

−→p T,i (4.1)

where the index i runs over all particle flow candidates.

The raw MET is different from the true MET, i.e., the transverse momentum carried by

invisible particles, for many reasons including the non-compensating nature of the calorime-
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ters and detector misalignment. To make the MET a better estimate of the true MET, some

corrections need to be applied. In addition a set of filters has been derived by CMS to remove

some of detector noise, cosmic rays, and beam-halo particles which can cause a fake MET.

The MET used in the analysis with the applied correction and filters will be discussed in

section 5.3.4.

This chapter provided the basic information about the algorithms used to reconstruct the

physics objects for the thesis, besides an overview of how physics events are generated and

simulated in the detector. The next chapter will describe all the building blocks required to

perform the analysis.
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This chapter describes the building blocks of the monoHiggs analysis: the list of data sets

used and of the simulated signal and background samples beside the object selection used to

perform the analysis.

5.1 Data-Sets and Triggers

The analysis presented in the thesis uses the data sets recorded by the CMS experiment

during run II (2016, 2017, 2018) at
√
s = 13 TeV. All the used data are certified by a CMS

Official Group, which ensures high data quality with a good functioning operation of the

various sub-detectors. The recorded data during Run II correspond to a total integrated

luminosity of 137 fb−1. Table 5.1 lists the integrated luminosity recorded in each year of data

taken and the corresponding files which contain the certified runs [173].

The analysis used five primary datasets1 (DoubleMuon - DoubleEG - MuonEG - Single-

Electron - SingleMuon) in 2016 and 2017 and four primary datasets (DoubleMuon - EGamma

- MuonEG - SingleMuon) in 2018 where DoubelEG and SingleElectron datasets are merged

together in one dataset (EGamma). The data sets are collected by passing single-lepton,

dilepton, or trilepton triggers (as noticed in the name of the dataset, as example DoubleMuon

(DoubleEG) data set means that this set contains the data passing di-muon (di-electron) or

tri-muon (tri-electron) filters with specific pT thresholds and loose lepton identification and

isolation requirements). The High Level Trigger is used to decide whether an event should

Table 5.1: Integrated luminosity recorded in each year of data taken and the certified files.

Year L (fb−1) ReReco Json file

2016 35.9 17Jul2018 Cert 271036-284044 13TeV ReReco 07Aug2017 Collisions16 JSON.txt

2017 41.5 31Mar2018 Cert 294927-306462 13TeV EOY2017ReReco Collisions17 JSON.txt

2018 59.7 17Sep2018 Cert 314472-25175 13TeV PromptReco Collisions18 JSON.txt

1Primary data sets are Analysis Object Data files (AOD) that contain all the information about the full

reconstructed collision data with no other selections. Those files contain all the informations needed to perform

the analysis, such as the high level physics objects (muons. electrons, missing energy ,.... ), tracks, calorimeter

clusters, vertices and identification criteria for the physics objects.
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be kept for an offline analysis or not and hence reduce the number of events to be analyzed

instead of repeating the analysis million times on uninteresting events (as described in section

2.11.1). The list of data sets used in the 3 years are reported in Table 5.2. The data used in

the 3 years have been re-reconstructed (called ReReco) with the most recent detector cali-

brations, alignment and fine-tunes with respect to those used during the data taking (except

Run period D in 2018 data which used prompt reconstruction “promptReco” workflow with

preliminary detector calibrations).

In this analysis we rely on multi-lepton HLT paths (single, Di and tri-leptons HLT paths)

as listed in Table 5.32 for each year. The events are required to pass at least one of those

HLT paths. To avoid the duplication of events from different primary datasets, events are

taken in the following sequence:

• from DoubleEG dataset if they pass the diElectron or triElectron trigger paths in 2016

and 2017 analysis while in 2018 the events are taken from EGamma if they pass the

diElectron or triElectron or singleElectron triggers;

• from DoubleMuon dataset if they pass the diMuon or triMuon trigger paths and fail

the above triggers;

• from MuonEG dataset if they pass the MuEle or MuDiEle or DiMuEle trigger paths

and fail all the above triggers;

• from SingleElectron dataset if they pass the singleElectron trigger path and fail all the

above triggers in case of 2016 & 2017 data while in 2018 the SingleElectron trigger is

already used in EGamma dataset in first step;

• finally from SingleMuon dataset if they pass the singleMuon trigger paths and fail all

the above triggers;

This trigger menu is also applied in all simulated samples as on data in order to correct

any possible mismatches. The trigger efficiency measured using 4l events is found to be >

99% for each final state [21].

2For an event to pass the HLT-Mu17-TrkIsoVVL-Mu8-TrkIsoVVL-DZ-Mass3p8, as example, it is required

that the event has at least two muons with pT threshold of 17 and 8 GeV passing very loose tracker isolation and

transverse impact parameter condition. The definition of isolation and impact parameter will be introduced

in 5.3
3MiniAOD format, introduced by CMS experiment, is a small and quickly derived data format where the

majority of CMS analysis users can start their analysis work. The format has size smaller than the AOD

format. It has a sufficient information to serve the CMS analysis, while dramatically simplifying the disk and

resources needed for analysis.
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Table 5.2: Datasets used in the analysis for full Run II.

DataSets

2016 2017 2018

/DoubleMuon/Run2016B-17Jul2018 ver2 v1/

/DoubleEG/Run2016B-17Jul2018 ver2 v1/

/MuonEG/Run2016B-17Jul2018 ver2 v1/

/SingleElectron/Run2016B-17Jul2018 ver2 v1/

/SingleMuon/Run2016B-17Jul2018 ver2 v1/

/DoubleMuon/Run2017B-31Mar2018 v1/

/DoubleEG/Run2017B-31Mar2018 v1/

/MuonEG/Run2017B-31Mar2018 v1/

/SingleElectron/Run2017B-31Mar2018 v1/

/SingleMuon/Run2017B-31Mar2018 v1/

/DoubleMuon/Run2018A-17Sep2018 v2/

/MuonEG/Run2018A-17Sep2018 v1/

/SingleMuon/Run2018A-17Sep2018 v2/

/EGamma/Run2018A-17Sep2018 v2/

/DoubleMuon/Run2016C-17Jul2018 v1/

/DoubleEG/Run2016C-17Jul2018 v1/

/MuonEG/Run2016C-17Jul2018 v1/

/SingleElectron/Run2016C-17Jul2018 v1/

/SingleMuon/Run2016C-17Jul2018 v1/

/DoubleMuon/Run2017C-31Mar2018 v1/

/DoubleEG/Run2017C-31Mar2018 v1/

/MuonEG/Run2017C-31Mar2018 v1/

/SingleElectron/Run2017C-31Mar2018 v1/

/SingleMuon/Run2017C-31Mar2018 v1/

/DoubleMuon/Run2018B-17Sep2018 v1/

/MuonEG/Run2018B-17Sep2018 v1/

/SingleMuon/Run2018B-17Sep2018 v1/

/EGamma/Run2018B-17Sep2018 v1/

/DoubleMuon/Run2016D-17Jul2018 v1/

/DoubleEG/Run2016D-17Jul2018 v1/

/MuonEG/Run2016D-17Jul2018 v1/

/SingleElectron/Run2016D-17Jul2018 v1/

/SingleMuon/Run2016D-17Jul2018 v1/

/DoubleMuon/Run2017D-31Mar2018 v1/

/DoubleEG/Run2017D-31Mar2018 v1/

/MuonEG/Run2017D-31Mar2018 v1/

/SingleElectron/Run2017D-31Mar2018 v1/

/SingleMuon/Run2017D-31Mar2018 v1/

/DoubleMuon/Run2018C-17Sep2018 v1/

/MuonEG/Run2018C-17Sep2018 v1/

/SingleMuon/Run2018C-17Sep2018 v1/

/EGamma/Run2018C-17Sep2018 v1/

/DoubleMuon/Run2016E-17Jul2018 v1/

/DoubleEG/Run2016E-17Jul2018 v1/

/MuonEG/Run2016E-17Jul2018 v1/

/SingleElectron/Run2016E-17Jul2018 v1/

/SingleMuon/Run2016E-17Jul2018 v1/

/DoubleMuon/Run2017E-31Mar2018 v1/

/DoubleEG/Run2017E-31Mar2018 v1/

/MuonEG/Run2017E-31Mar2018 v1/

/SingleElectron/Run2017E-31Mar2018 v1/

/SingleMuon/Run2017E-31Mar2018 v1/

/DoubleMuon/Run2018D-PromptReco v2/

/MuonEG/Run2018D-PromptReco v2/

/SingleMuon/Run2018D-PromptReco v2/

/EGamma/Run2018D-PromptReco v2/

/DoubleMuon/Run2016F-17Jul2018 v1/

/DoubleEG/Run2016F-17Jul2018 v1/

/MuonEG/Run2016F-17Jul2018 v1/

/SingleElectron/Run2016F-17Jul2018 v1/

/SingleMuon/Run2016F-17Jul2018 v1

/DoubleMuon/Run2017F-31Mar2018 v1/

/DoubleEG/Run2017F-31Mar2018 v1/

/MuonEG/Run2017F-31Mar2018 v1/

/SingleElectron/Run2017F-31Mar2018 v1/

/SingleMuon/Run2017F-31Mar2018 v1/

/DoubleMuon/Run2016G-17Jul2018 v1/

/DoubleEG/Run2016G-17Jul2018 v1/

/MuonEG/Run2016G-17Jul2018 v1/

/SingleElectron/Run2016G-17Jul2018 v1/

/SingleMuon/Run2016G-17Jul2018 v1/

/DoubleMuon/Run2016H-17Jul2018 v1/

/DoubleEG/Run2016H-17Jul2018 v1/

/MuonEG/Run2016H-17Jul2018 v1/

/SingleElectron/Run2016H-17Jul2018 v1/

/SingleMuon/Run2016H-17Jul2018 v1/

*All datasets used are MINIAOD3

Table 5.3: Trigger paths used in the analysis for full full Run II.

Trigger paths

2016 2017 2018

HLT-Ele17-Ele12-CaloIdL-TrackIdL-IsoVL-DZ

HLT-Ele23-Ele12-CaloIdL-TrackIdL-IsoVL-DZ

HLT-DoubleEle33-CaloIdL-GsfTrkIdVL

HLT-Ele16-Ele12-Ele8-CaloIdL-TrackIdL

HLT-Mu17-TrkIsoVVL-Mu8-TrkIsoVVL

HLT-TripleMu-12-10-5

HLT-Mu8-TrkIsoVVL-Ele17-CaloIdL-TrackIdL-IsoVL

HLT-Mu8-TrkIsoVVL-Ele23-CaloIdL-TrackIdL-IsoVL

HLT-Mu17-TrkIsoVVL-Ele12-CaloIdL-TrackIdL-IsoVL

HLT-Mu23-TrkIsoVVL-Ele12-CaloIdL-TrackIdL-IsoVL

HLT-Mu23-TrkIsoVVL-Ele8-CaloIdL-TrackIdL-IsoVL

HLT-Mu8-DiEle12-CaloIdL-TrackIdL

HLT-DiMu9-Ele9-CaloIdL-TrackIdL

HLT-Ele25-eta2p1-WPTight

HLT-Ele27-WPTight

HLT-Ele27-eta2p1-WPLoose-Gsf

HLT-IsoMu20 OR HLT-IsoTkMu20

HLT-IsoMu22 OR HLT-IsoTkMu22

HLT-Ele23-Ele12-CaloIdL-TrackIdL-IsoVL

HLT-DoubleEle33-CaloIdL-GsfTrkIdVL

HLT-Ele16-Ele12-Ele8-CaloIdL-TrackIdL

HLT-Mu17-TrkIsoVVL-Mu8-TrkIsoVVL-DZ-Mass3p8

HLT-Mu17-TrkIsoVVL-Mu8-TrkIsoVVL-DZ-Mass8

HLT-TripleMu-12-10-5

HLT-TripleMu-10-5-5-D2

HLT-Mu23-TrkIsoVVL-Ele12-CaloIdL-TrackIdL-IsoVL

HLT-Mu8-TrkIsoVVL-Ele23-CaloIdL-TrackIdL-IsoVL-DZ

HLT-Mu12-TrkIsoVVL-Ele23-CaloIdL-TrackIdL-IsoVL-DZ

HLT-Mu23-TrkIsoVVL-Ele12-CaloIdL-TrackIdL-IsoVL-DZ

HLT-DiMu9-Ele9-CaloIdL-TrackIdL-DZ

HLT-Mu8-DiEle12-CaloIdL-TrackIdL

HLT-Mu8-DiEle12-CaloIdL-TrackIdL-DZ

HLT-Ele35-WPTight-Gsf-v

HLT-Ele38-WPTight-Gsf-v

HLT-Ele40-WPTight-Gsf-v

HLT-IsoMu27

HLT-Ele23-Ele12-CaloIdL-TrackIdL-IsoVL-v

HLT-DoubleEle25-CaloIdL-MW-v

HLT-Ele32-WPTight-Gsf-v

HLT-Mu17-TrkIsoVVL-Mu8-TrkIsoVVL-DZ Mass3p8-v

HLT-TripleMu-10-5-5-DZ-v

HLT-TripleMu-12-10-5-v

HLT-Mu23-TrkIsoVVL-Ele12-CaloIdL-TrackIdL-IsoVL-v

HLT-Mu8-TrkIsoVVL-Ele23-CaloIdL-TrackIdL-IsoVL-DZ-v

HLT-Mu12-TrkIsoVVL-Ele23-CaloIdL-TrackIdL-IsoVL-DZ-v

HLT-Mu23-TrkIsoVVL-Ele12-CaloIdL-TrackIdL-IsoVL-DZ-v

HLT-DiMu9-Ele9-CaloIdL-TrackIdL-DZ-v

HLT-Mu8-DiEle12-CaloIdL-TrackIdL-DZ-v

HLT-IsoMu24-v

75



CHAPTER 5. BUILDING BLOCKS FOR MONO-HIGGS ANALYSIS

Figure 5.1: Feynman diagrams for the 2HDM+a for gluon-gluon fusion (left) and qq̄ annihi-

lation (right).

5.2 The Simulated Samples

The Monte Carlo (MC) simulation plays an important role in every analysis since it is used to

simulate the signal and background processes. Also, it is used in various steps in the analysis

starting from the event selection optimization, the estimation of the background rates, the

comparisons with the real measurements from data, computation of the expected yields up to

the production of final results. This section describes the signal and the background samples

used in the analysis.

5.2.1 Signal Samples

The Two Higgs doublet model extended by light pseudoscalar a, “2HDM+a”, is the first time

inspected in the Higgs to ZZ to 4 leptons decay channel in CMS in this thesis. Although

the Higgs decay to ZZ channel suffers from a low branching ratio, but it has the advantage

of clean final state with relatively small background contamination. Therefore, this Higgs

decay channel can provide a contribution in the sensitivity of the Mono-Higgs search when

combined with all the possible Higgs boson decay channels. The model is schematically rep-

resented by the Feynman diagram in Figure 5.1. Here a heavy pseudoscalar A is produced

from proton proton collision by gluon gluon fusion or quark-antiquark annihilation and sub-

sequently decays to SM Higgs boson and a light pseudoscalar a, which on turn decays to a

pair of DM particles χ. The resonant decay of the heavy mediator A affects the kinematics

associated with the model which can be different from SM processes such as Higgs to ZZ to 4

leptons as shown in Figure 5.2. Moreover, in the heavy mass mediator the missing transverse

energy has harder spectrum.

In this search different model parameters have been scanned over while other parameters

are fixed. The following parameters have been scanned:

• the heavy pseudoscalar mass mA;
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Figure 5.2: Comparison of the pmissT distribution of low and high mass of heavy pseudoscalar

mediator A for the signal model and Higgs to ZZ background.

• the light pseudoscalar mass ma;

• the ratio of the vacuum expectation values of the light and heavy scalar h and H: tanβ;

• the angle sinθ associated with the mixing between the light and heavy pseudoscalar a

and A;

To study the dependence of the kinematics on the model parameters, different signal sam-

ples have been produced using MADGRAPH5 AMC@NLO [157] generator and PYTHIA8

[156] for parton shower. Tables 5.4, 5.5 and 5.6 summarize the different scans considered

in the thesis and the corresponding cross-section values. The missing energy distributions

for different signal parameters are shown in Figures 5.3, 5.4. Figure 5.3 shows a kinematic

dependence on the mass of the heavy pseudoscalar A (left) and on the mass of the light pseu-

doscalar a (right). The heavier the mass of the pseudoscalar, the harder the missing energy

spectrum. While Figure 5.4 (left) shows no kinematic dependence on the choice of the tanβ

value, only the production cross section scales as a function of tanβ. Similarly, the value of

the sinθ doesn’t affect the kinematic distributions, but only the production cross sections, as

shown in Figure 5.4 (right). No significant change in the kinematics is observed by varying

the mass of the DM mχ as shown in Figure 5.5, so the mass of the DM particle mχ is fixed

to 10 GeV in this search. Also the mass of the charged Higgs and heavy scalar Higgs are

assumed equal to the mass of the heavy pseudoscalar mH = mH± = mA. The search in the

context of the thesis has been performed using the scans of the heavy and light pseudoscalar

masses with low values since the production cross section is very suppressed with the increase
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Table 5.4: Cross section values in pb for different mass points of light and heavy pseudoscalars

considering tanβ =1 and sinθ = 0.35 . The branching ratio of H → ZZ → 4l is included in

the calculation.

MA [GeV]

Ma [GeV] 200 300 400 500 600 700 800

gg fusion

150 8.7× 10−5 4.3× 10−4 2.6× 10−4 1.3× 10−4 7.9× 10−5 - 3.1× 10−5

250 - 3.5× 10−5 6.1× 10−5 6.3× 10−5 4.4× 10−5 2.9× 10−5 1.9× 10−5

350 - - 9.4× 10−6 1.4× 10−5 2.0× 10−5 1.8× 10−5 1.3× 10−5

qq̄ annihilation

150 6.47× 10−7 8.28× 10−7 2.5× 10−7 2.0× 10−7 1.82× 10−7 - 1.6× 10−7

250 - 2.6× 10−7 7.95× 10−8 7.5× 10−8 6.78× 10−8 6.2× 10−8 5.8× 10−8

350 - - 2.82× 10−8 2.48× 10−8 2.6× 10−8 2.4× 10−8 2.3× 10−8

Table 5.5: Summary of cross sections in pb for different tanβ values vs light pseudoscalar

mass considering MA = 300 GeV and sinθ = 0.35. The branching ratio of H → ZZ → 4l is

included in the calculation.

tanβ

Ma [GeV] 0.5 1.0 2.0 4.0 8.0

gg fusion

150 1.7× 10−3 4.3× 10−4 - 1.8× 10−5 2.3× 10−6

250 1.4× 10−4 3.5× 10−5 8.2× 10−6 1.6× 10−6 2.7× 10−7

qq̄ annihilation

150 2.0× 10−7 8.28× 10−7 - 1.2× 10−5 3.9× 10−5

250 6.5× 10−8 2.6× 10−7 1.0× 10−6 3.8× 10−6 1.2× 10−5

of the heavy and light pseudoscalar masses, as summarized in table 5.4. Also the analysis

includes the tanβ scan with two scenarios of the mass of the light pseudoscalar and two

scenarios of sinθ, as summarized in tables 5.5 and 5.6.

5.2.2 The Background Samples

Backgrounds are all processes which can mimic the signal process under the study. All

the physics processes which can give the same signature as the Mono-Higgs signal process

(four leptons plus Missing Energy) are considered as background. We can have four leptons

in the final state which could be real leptons coming from decay of particles like ZZ or

fake reconstructed objects plus missing transverse energy that could be real object “such

as neutrinos or hypothetical dark matter particle” or fake object coming from uninteresting

source from the detector. All the background samples are officially produced in CMS and

listed below:
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Table 5.6: Summary of cross sections in pb for different tanβ values vs light pseudoscalar

mass considering MA = 300 GeV and sinθ = 0.7. The branching ratio of H → ZZ → 4l is

included in the calculation.

tanβ

Ma [GeV] 0.5 1.0 1.5 2.0 4.0 8.0

gg fusion

150 6.9× 10−4 1.7× 10−4 7.4× 10−5 4.0× 10−5 7.8× 10−6 1.4× 10−6

qq̄ annihilation

150 4.0× 10−7 1.6× 10−6 3.6× 10−6 6.4× 10−6 2.5× 10−5 9.3× 10−5

Figure 5.3: pmissT distributions for signal samples with varying the mass of the heavy pseu-

doscalar A (left) and the light pseudoscalar a (right).

Figure 5.4: pmissT distributions for signal samples with varying the tanβ value (left) and the

sinθ value (right).
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Figure 5.5: pmissT distributions for signal samples with varying the mass of the DM particle.

• SM Higgs background:

The SM Higgs process is one of the major backgrounds “irreducible” in the analysis

considered in the thesis, in particular when the Higgs is produced in association with

a Z boson decaying to neutrinos; in this case the undetectable neutrinos mimic the

presence of dark matter particles, leading to a kinematics very close to the signal one.

This background will survive up to the final step of the analysis. We consider two Higgs

decays, the Higgs decay to ZZ which decay to 4l and Higgs decay to WW which decay

to 2l2ν.

The SM Higgs simulated samples are produced at NLO accuracy using the POWHEG

2.0 [174–176] generator for the five main production modes (gluon gluon fusion [177]

- Vector Boson fusion [178] - associated production of Higgs with W, Z and tt̄ [179])

shown in Figure 5.6. For the associated production of Higgs with W and Z the MINLO

HVJ [180] extension of POWHEG 2.0 is used for preserving more accuracy in the

production of hard jet. All the samples are generated with Higgs mass of 125 GeV.

The Higgs boson decay to four leptons is handled by using the JHUGEN4 generator

[181,182] which properly accounts for interference effects associated with permutations

of identical leptons in the 4e, 4µ and 4τ final states. In the case of associated production

of Higgs with W, Z and tt̄H processes, the Higgs boson decay to H → ZZ → 2l2X is

allowed such that two leptons in the final state can come from the decay of associated

Z, W bosons, or top quarks. On the other hand, the decay of Higgs boson to 2l2ν is

done via PYTHIA 8.1 except for vector-boson-fusion (VBF) done via JHUGen v5.2.

All the SM Higgs samples with their corresponding cross sections [183, 184] are listed

in Table 5.7.

4The JHU generator is a model-independent generator for studying spin-parity properties of resonances

such as the Higgs boson.
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Figure 5.6: Feynam diagrams representing the five SM Higgs production modes at LHC:

(a) gluon-gluon fusion; (b) vector boson fusion; (c) W and Z associated production; (d) tt̄

associated production.

• Non-resonant ZZ background:

The non-resonant ZZ background represents an important source of reducible back-

ground for the analysis. The ZZ background sample coming from qq̄ annihilation is

generated at NLO with POWHEG 2.0 and PYTHIA8 (used for the parton shower and

hadronization) while the ZZ process coming from the gluon gluon fusion is generated

at LO with MCFM [185] as shown in Figure 5.7. The ZZ background samples are listed

with their corresponding cross sections in Table 5.7 [186,187].

• Additional background:

Additional background samples such as di-bosons (WZ, WW), Drell-Yan+jets, W+jets,

tt̄, tt̄V (V = W,Z) and tri-bosons (ZZZ, WWZ, ZZW) have small contribution in the

analysis. The production of those backgrounds at LHC is shown in Figure 5.8. The

samples are generated using either POWHEG 2.0 or MADGRAPH5 AMC@NLO [157].

Apart from tri-bosons and tt̄V , the other backgrounds will be estimated from data as

will be explained in section 6.4 but they are used to validate the method and also used

in the early step of the analysis. Those background samples are listed in Table 5.7 with

their corresponding cross sections.

5.2.3 Event Reweighting

The MC samples are generated with a reasonable idea of pileup distributions but do not

exactly match the pileup distribution during data taking which depends on experimental
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(a) (b)

Figure 5.7: Feynman diagrams for ZZ background production from (a) gg → ZZ process and

from (b) qq̄ → ZZ process.

parameters such as the beam conditions and the instantaneous luminosity. The pile-up dis-

tribution in data and MC is used to compute pileup weights to weight the MC events and

hence match the pile up distribution in data. Figure 5.9 shows the distribution of the num-

ber of the pileup interactions in 2016 (left), 2017 (middle) and 2018 (right) in data and MC

simulation before and after pileup reweighing application.

In addition to the pileup weight, each MC event needs to be assigned a weight according

to the process production cross section (σ) and data the integrated luminosity (L). The MC

event is weighted by a factor (w) given by

w =
σ.L

N
(5.1)

where N represents the total number of MC simulated events for the corresponding pro-

cess.

5.3 The Object selection for the analysis

The analysis relies on the following physics objects: muons, electrons, photons and missing

energy. A selection criteria is applied to those reconstructed objects to identify a set of

selected objects for the analysis. The description of the main selection criteria is reported in

the following sections.

5.3.1 Electron selection

After the reconstruction process of the electrons, we end up with set of electrons that could

be real electrons or fake objects that pass the electron reconstruction process and hence

are considered as electron candidates. The electron reconstruction efficiency [22] is very high

which means that we only miss a small fraction of real electrons but we could have an amount

of fake electrons. Therefore, a set of selection cuts are applied to the reconstructed electrons
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(a)

(b)

(c)

Figure 5.8: Feynam diagrams for backgrounds production at LHC: (a) tt̄ production in

left and Z + Jets in right (b) Di-Boson production: WW in left and WZ in right (c) tt̄V

production: tt̄W in left and tt̄Z in right.
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Table 5.7: Background Monte Carlo samples and cross sections.

Process Dataset Name σ× BR

Higgs boson H → ZZ∗ → 4l

gg → H → ZZ → 4l /GluGluHToZZTo4L M125 13TeV powheg2 JHUgenV709 pythia8/[1] 12.18 fb

qq̄ → Hqq → ZZqq → 4lqq /VBF HToZZTo4L M125 13TeV powheg2 JHUgenV709 pythia8/[1] 1.044 fb

qq̄ →W+H →W+ZZ → 4l +X /WplusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUgenV709 pythia8/[1] 0.232 fb

qq̄ →W−H →W−ZZ → 4l +X /WminusH HToZZTo4L M125 13TeV powheg2-minlo-HWJ JHUgenV709 pythia8/[1] 0.147 fb

qq̄ → ZH → ZZZ → 4l +X /ZH HToZZ 4LFilter M125 13TeV powheg2-minlo-HZJ JHUgenV709 pythia8/[1] 0.668 fb

gg → ttH → ttZZ → 4l +X /ttH HToZZ 4LFilter M125 13TeV powheg JHUgenV709 pythia8/[1] 0.393 fb

Higgs boson H →WW → 2l2ν

gg → H →WW → 2l2ν /GluGluHToWWTo2L2Nu M125 13TeV powheg JHUgen pythia8/[1] 1101.790 fb

qq̄ → Hqq →WWqq → 2l2νqq /VBFHToWWTo2L2Nu M125 13TeV powheg JHUgen pythia8/[1] 85.776 fb

qq̄ →W+H →W+WW → lν2l2ν /HWplusJ HToWWTo2L2Nu WToLNu M125 13TeV powheg pythia8/ [1] 2.138 fb

qq̄ →W−H →W−WW → lν2l2ν /HWminusJ HToWWTo2L2Nu WToLNu M125 13TeV powheg pythia8/ [1] 1.357 fb

qq̄ → ZH → ZWW → 2l2l2ν /HZJ HToWWTo2L2Nu ZTo2L M125 13TeV powheg pythia8/[1] 2.029 fb

ZZ background samples

qq → ZZ → 4l /ZZTo4L 13TeV powheg pythia8/[1] 1.256 pb

qq → ZZ → 2l2ν /ZZTo2L2ν 13TeV powheg pythia8/[1] 0.564 pb

qq → ZZ → 4e /GluGluToContinToZZTo4e 13TeV MCFM701/[1] 0.00159 pb

qq → ZZ → 4µ /GluGluToContinToZZTo4µ 13TeV MCFM701/[1] 0.00159 pb

gg → ZZ → 4τ /GluGluToContinToZZTo4τ 13TeV MCFM701/[1] 0.00159 pb

gg → ZZ → 2e2µ /GluGluToContinToZZTo2e2µ 13TeV MCFM701/[1] 0.00159 pb

gg → ZZ → 2e2τ /GluGluToContinToZZTo2e2τ 13TeV MCFM701/[1] 0.00159 pb

gg → ZZ → 2µ2τ /GluGluToContinToZZTo2µ2τ 13TeV MCFM701/[1] 0.00159 pb

Other backgrounds

Z → ll + jets /DYJetsToLL M-50 TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8/[1] 6104 pb

Z → ll + jets /DYJetsToLL M-10to50 TuneCUETP8M1 13TeV-amcatnloFXFX-pythia8/[1] 18610 pb

WZ → 3lν /WZTo3LNu TuneCUETP8M1 13TeV-powheg-pythia8/[1] 4.430 pb

tt̄→ 2l2νb /TTTo2L2Nu 13TeV-powheg/[1] 87.31pb

WW → 2l2ν /WWTo2L2Nu NNPDF31 TuneCP5 13TeV-powheg-pythia8/[1] 12.178 pb

W + jets→ 2l2ν /WJetsToLNu TuneCP5 13TeV-madgraphMLM-pythia8/[1] 61526.7 pb

ZZZ /ZZZ TuneCUETP8M1 13TeV-amcatnlo-pythia8/[1] 0.01398 pb

WZZ /WZZ TuneCUETP8M1 13TeV-amcatnlo-pythia8/[1] 0.05565 pb

WWZ /WWZ TuneCUETP8M1 13TeV-amcatnlo-pythia8/[1] 0.1651 pb

tt̄Z /TTZToLLNuNu M-10 TuneCUETP8M1 13TeV-amcatnlo-pythia8/[1] 0.2529 pb

tt̄W /TTWJetsToLNu TuneCUETP8M113TeV amcatnloFXFX madspin pythia8/[1] 0.2043 pb

ST t− channel top /ST t-channel top 4f inclusiveDecays TuneCP5 13TeV-powhegV2-madspin-pythia8/[1] 44.33pb

ST t− channel antitop /ST t-channel antitop 4f inclusiveDecays TuneCP5 13TeV-powhegV2-madspin-pythia8/[1] 26.38 pb

ST tW top /ST tW top 5f inclusiveDecays TuneCP5 13TeV-powheg-pythia8/[1] 35.85 pb

ST tW antitop /ST tW antitop 5f inclusiveDecays TuneCP5 13TeV-powheg-pythia8/[1] 35.85 pb

*[1]= RunIISummer16MiniAODv3-PUMoriond17 94X mcRun2 asymptotic v* for 2016,

*[1]= RunIIFall17MiniAODv2-PU2017 12Apr2018 94X mc2017 realistic v* for 2017,

*[1]= RunIIAutumn18MiniAOD-102X upgrade2018 realistic v1* for 2018.
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Figure 5.9: The distribution of the number of pileup interactions in 2016 (left) and 2017

(middle) and 2018 (right) in simulation before and after pileup reweighing and compared to

that in data.

Figure 5.10: Shows a schematic view of a b hadron coming from primary vertex and decay to

b jet in a secondary vertex (SV) resulting in charged-particle tracks that are displaced with

respect to the primary vertex (PV) with an impact parameter (d0).

in order to decrease the amount of fake objects while keeping as much as possible the real

electrons. The criteria applied to the electrons are detailed below.

5.3.1.1 Electron kinematics and impact parameter cuts

All the electrons should satisfy a pseudorapidity cut |ηe| < 2.5 to be in the detector accep-

tance and have a transverse momentum (peT >7 GeV). Those criteria are used to reduce the

contribution of the QCD background while preserving the highest possible signal efficiency.

To identify the electrons coming from the primary vertex or from a secondary vertex (such as

electrons coming from B meson decay or photon conversion) a cut on the electron’s impact

parameter is required. The impact parameter is defined as the distance of closest approach

between the electron’s measured track and the event’s primary vertex as shown in figure 5.10.

The electrons should satisfy the following constraints:

dxy < 0.5 cm and dz < 1 cm (5.2)
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Figure 5.11: Shows the distributions of electron impact parameter variables dxy (left), dz

(middle) and SIP3D (right) for signal and background electrons. Vertical lines represent the

cuts used.

where dxy and dz are the electron transverse and longitudinal impact parameters with respect

to the primary vertex respectively. The electrons passing the above cuts are defined as “loose

electrons”. An additional cut on the three-dimensional significance of impact parameter is

required for the selected electrons for the analysis:

SIP3D =
|IP3D|
σIP3D

< 4 (5.3)

where σIP3D
is the uncertainty in the measurement of the three-dimensional impact param-

eter. By applying those cuts we can remove some of background electrons coming from the

displaced vertices. Figure 5.11 shows the impact parameter distribution used in the electron

selection. The plots use signal electrons from one of the signal samples which are geometrically

matched to the generated electrons originating from the Higgs boson while electrons from

one of background samples are geometrically separated from the generated electrons. The

plots show the clear separation between the signal and background electron at the selected

cut.

5.3.1.2 Electron Isolation

The idea of the isolation variable is to identify the real electron from fake electron (mostly

coming from hadronic jet) by requiring that a real electron is not surrounded by other activity

within a cone as shown in Figure 5.11. The PF isolation computes the contribution of all

the charged and neutral particles energy surrounding the electron in a cone of ∆R < 0.3 and

compare their sum to the electron’s energy as follows:

IPFiso =

∑
P chargedT +

∑
EγT +

∑
EneutralT

P lT
(5.4)

where PchargedT is the charged hadron transverse momentum, EγT and EneutralT are the photon
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Figure 5.12: Distribution of electron isolation variable for signal and background electrons.

(exclude FSR as will be described in 5.3.3) and neutral hadron transverse energies respectively

and plT represents the transverse momentum of the lepton. The isolation variable is sensitive

to the pileup since the pileup events give rise to extra energy deposits that affect this quantity.

The effect of pile-up in isolation variable can be decreased by associating the charged particle

candidates to the primary vertex while discarding the charged particle candidates associated

with the other vertices. The assignment of charged particles to a vertex is more reliable

than for neutral particles (photons, neutral hadrons) which makes their contributions highly

affected by the amount of pileup in the event. So the neutral component of the isolation

variable needs to be corrected to take into account the pileup effect:

IPFiso =

∑
P chargedT +max

[
0,
∑
EγT +

∑
EneutralT − pPUT

]
P lT

(5.5)

The pileup contribution in equation 5.5 is defined as:

pPUT = ρ.Aeff (5.6)

where the effective area Aeff is defined as the geometric area of the isolation cone and ρ is

the mean of the energy density distribution for the neutral particles in the event. Figure

5.12 shows the isolation variable for the signal and background electron with clear separation

between them. The optimal working point (the cut and the cone size) is chosen to ensure

higher signal efficiency. The working point for the isolation is

IPFiso < 0.35 (5.7)

5.3.1.3 Electron Identification

The Identification is another procedure used to distinguish between a good electron and

hadronic jets that can mimic the electron signature in the detector. The electron identification
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Table 5.8: List of the input variables used for the electron identification BDT classifier [29].

Obsevable Type Observable symbole Description

Cluster shape variables

σiηiη Energy-weighted standard deviation of single crystal η within a 5× 5 block of crystals centered on the highest energy

crystal of the cluster seed.

σiφiφ Similar to σiηiη but in φ direction.

η width Supercluster width along η.

φ width Supercluster width along φ.

Shower Circularity

(E5×5 − E5×1)/E5×5

E5×5 is the energy computed in the 5× 5 block of crystals centered on the highest energy crystal

of the cluster seed, and E5×1 is the energy computed in the strip of crystals containing it.

E9 = E3×3/Esupercluster Energy sum of the 3× 3 block of crystals centered on the highest energy crystal, divided by the supercluster energy.

H/E Ratio of the hadronic energy behind the electron supercluster to the supercluster energy.

Eps/Eraw Energy fraction deposited in pre-shower detectors divided by the untransformed supercluster energy.

Tracking variables

fbrem = 1− pout/pin Fractional momentum loss of the GSF track which measures the amount of bremsstrahlung emission.

NKF Number of hits of the KF track

NGSF Number of hits of the GSF track

χ2
KF Goodness of fit of the KF track

χ2
GSF Goodness of fit of the GSF track

Nmiss hits Number of expected missing inner hits in the first tracker layers

Pconv Fit probability for a conversion vertex associated with the electron track

Track-cluster matching variables

Ee/pout Ratio between the energy of the ECAL cluster closest to the electron track extrapolated to ECAL and the track momentum

at the outermost track position

Esc/pin Ratio between the supercluster energy and the track momentum at the innermost track position.
1

Etot
− 1

pin
Deviation of the supercluster energy from the electron momentum obtained by combining ECAL and tracker information.

∆ηin = |ηSC − ηin| Pseudorapidity distance between the energy weighted position of the supercluster and the track position extrapolated

from the innermost track position

∆φin = |φSC − φin| Similar to ∆ηin but in the φ direction

∆ηseed = |ηseed − ηout| Pseudorapidity distance between the seed cluster position and the electron track extrapolation to the ECAL.

Isolation

∑
P chargedT Sum of all PF charged hadron momentum in a cone with ∆R < 0.3 around the electron∑
EneutralT Sum of all PF neutral hadron momentum in a cone with ∆R < 0.3 around the electron∑
EγT Sum of all PF photons energy in a cone with ∆R < 0.3 around the electron

exploits a wide range of observables such as the shape of the electromagnetic cluster, the

tracking information, the matching between the cluster and the electron track as well as the

electron isolation variable. All the electron variables together are fed into a single multivariate

classifier using eXtreme Gradient Boosting (XGBoost) techniques. This technique has the

advantage over using several cuts on the electron variables “cut-based identification” that

have the ability to reduce the amount of fake electrons especially in low pT region without

large impact on the signal efficiency. The list of the variables used is reported in Table 5.8.

The classifier is trained on a Drell-Yan+jets MC sample for both signal and background

where the real electrons are reconstructed electrons with a geometrical match with generated

electrons originating from Z while the background or fake electrons are reconstructed electrons

that are geometrically separated from the generated electrons originating from the Z. The

signal electrons from the Higgs sample and the DY sample have the same kinematics since in

both samples the electrons come from Z decay. The training is done in two bins of electron’s

pT (7 < pT < 10 and pT > 10 GeV) to improve the identification performance in the low pT

region. Also the training is done separately for electrons in the barrel, the endcap, and the

transition region between barrel in endcap in three η bins (|η| < 0.8, 0.8 > |η| > 1.479, |η| >
1.479 ) since the electron reconstruction is done separately for barrel and endcap regions, as

discussed in 4.3.5. An example of the output classifier is shown in Figure 5.13 where blue

(red) region represents signal (fake) electrons [21]. A cut on the output of the classifier score

has been chosen to distinguish between the signal and the fake electrons while preserving
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Figure 5.13: The Output of the multiclassifier discriminant for signal electrons (blue) and for

fake electrons (red) [21].

a high signal electron efficiency. The values of the score for the different years (2016 -2017

-2018) are given in Table 5.9. Loose electrons passing the identification cut are defined as

“tight” electrons for the analysis in this thesis.

5.3.1.4 Electron Efficiency

When applying a set of selections cuts on an object, it is applied to both data and simulation.

The efficiency of the cuts could behave differently for data and simulation due to the lack of

understanding of the detector in simulation and hence those differences in efficiency need to be

studied and quantified. First, we need an accurate and reliable measurement of the efficiency

of the object reconstruction, the identification, the isolation and the impact parameter cuts

with both data and MC. These measurements are then used to build data/MC scale factors

to correct the simulation, by using the tag and probe technique [188]. In the analysis, we

have four leptons in the final state which means that the scale factors participate with the

power of four in the final event selection therefore it is important to measure them precisely.

The Tag & Probe method uses a mass resonance (e.g. J/ψ, Z) to probe the efficiency of

a particular selection criterion on the object. The Z boson is used as a source of electrons

and muons while J/ψ is used as a source of low transverse momentum in case of muons. A

sample of Z bosons is selected, by finding opposite sign, same flavor leptons with invariant

mass consistent with that of a Z boson. One lepton (called the tag) is required to pass a

very tight selection criteria to ensure the purity of the Z sample. The other leg, called the

probe is initially selected using only a loose criteria and the invariant mass of the tag and
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Table 5.9: BDT score required for passing the electron identification, for every year of full

Run II samples.

BDT score |η| < 0.8 0.8 < |η| < 1.479 |η| > 1.479

2016

5 < pT < 10 GeV 0.9503 0.9461 0.9387

5 < pT < 10 GeV 0.3782 0.3587 -0.5745

2017

5 < pT < 10 GeV 0.8521 0.8268 0.8694

5 < pT < 10 GeV 0.9825 0.9692 0.7935

2018

5 < pT < 10 GeV 0.896 0.911 0.94

5 < pT < 10 GeV 0.0424 0.0047 -0.6042

that probe should fit the Z (60 < MZ < 120 GeV). The probe is then passed through the

selection criteria and the candidates are sorted into passing and failing collections.

The selection efficiency of a given criteria is measured as the ratio of the number of probes

Ppass passing the criteria to the total number of probes (Pall):

ε =
Ppass
Pall

(5.8)

Those numbers are extracted from fitting the Z peak for the passing and failing probes.

The overall electron efficiency can be defined as:

ε = εreco · εsel | reco (5.9)

where εreco is the probe reconstruction efficiency, εsel | reco represents the probe selection

efficiency given that it passes the reconstruction step. After extracting the efficiency, the

scale factor is built by the ratio of the measured efficiency from data and simulation. The

data/MC scale factors can be defined as the overall efficiency measured in data over the

overall efficiency measured in MC

The scale factor = C =
εTnP (Data)

εTnP (MC)
(5.10)

The electron efficiencies are measured as a function of electron pT and η in data and

MC then a set of scale factors are derived. The electron efficiency is measured in two steps:

first, the electron reconstruction efficiency εreco is the GSF tracking efficiency (as defined

in 4.3.5). It is measured as the ratio of superclusters that are reconstructed as electrons

(passing probes) to the superclusters (all probes). The electron reconstruction efficiency and
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Figure 5.14: Shows the electron reconstruction efficiency measured in data (solid) and MC

(dashed) as a function of electron pseudorapidity [22].

the corresponding scale factors are derived centrally by the CMS EGamma physics object

group as all the analyses start with the same set of reconstructed electrons. Second, the

electron selection efficiency εsel | reco that depends on each specific analysis, it is measured as

the selection cut efficiency on the electrons that already passed the reconstruction step. The

tag needs to satisfy the following quality requirements to ensure high purity:

• pT > 30 GeV, ηSC < 2.17;

• the tag and the probe need to have opposite charge;

• trigger matched to single electron trigger.

Probe electrons only need to be reconstructed as GSF Electron. The electron selection

efficiency is measured as a function of the probe electron pT and its ηSC , and separately for

electrons falling in the ECAL gaps and non gap. Figure 5.14 shows the electron reconstruction

efficiency in data (solid) and MC (dashed) as a function of electron pseudorapidity η for 2017

as an example [22]. Figure 5.15 shows the electron selection efficiency as a function of probe

pT for non-gap electrons (left) and gap electrons (right), together with the corresponding

data/MC ratio (bottom), for 2016 (top), 2017 (middle) and 2018 (bottom) samples. Every

year of data taken has the corresponding efficiency curves and the scale factors that are used

to scale the MC events to data in order to remove any possible discrepancies [21], as shown

in Figure 5.16.

5.3.2 Muon selection

The muon reconstruction efficiency [167] is very high which means that we only miss small

fraction of muons but we could have an amount of fake muons. A set of selection cuts are

applied to the reconstructed muons in order to reduce the amount of fake objects while
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Figure 5.15: Shows the electron selection efficiency as a function of probe pT for non-gap

electrons (left) and gap electrons (right), together with the corresponding data/MC ratio

(bottom) for 2016 (top), 2017 (middle) and 2018 (bottom) [21].
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Figure 5.16: Shows the scale factors for non- gap (left) and gap (right) electrons in 2016

(top), 2017 (middle) and 2018 (bottom) data taken [21].

93



CHAPTER 5. BUILDING BLOCKS FOR MONO-HIGGS ANALYSIS

keeping as much as possible the real muons. The criteria applied to the muons are listed

below.

5.3.2.1 Muon kinematics and impact parameter cuts

As for the electrons, all muons should be in the detector acceptance |η| <2.4 and have pT > 5

GeV. The muon pT cut is slightly lower than for electrons because the low pT reconstruction of

muons is slightly more efficient, allowing to reach lower values of momentum. To distinguish

between real and fake muons (coming from cosmic rays or from in-flight decays of hadrons)

the muons should pass the impact parameter cuts listed below:

dxy < 0.5 cm and dz < 1 cm and SIP3D < 4 (5.11)

where dxy and dz are the muon transverse and longitudinal impact parameters with respect to

the primary vertex respectively and SIP3D is the 3D muon’s significance of impact parameter.

5.3.2.2 Muon Isolation

As already mentioned in 5.3.1 the lepton isolation is a powerful variable to distinguish between

real leptons and fake leptons (leptons embedded in jets). The muon isolation can be defined

as in equation 5.5 with the difference of the pileup correction of the photons and neutral

hadrons. For the muon, the pileup correction is defined by means of the ∆β correction:

∆β =
1

2
.

chhad∑
PU

pT (5.12)

where the summation is over all the transverse momentum of the PF charged hadrons not

originating from the primary vertex. In this equation, the pileup contribution in the isolation

cone from the neutral particles is considered as half of the charged particles contribution

associated to pileup. The isolation cut for muon is the same as for electron (IPFiso < 0.35).

The final pileup isolation for muons can be defined as:

IPFiso =

∑
P chhadT +max

[
0,
∑
EneuthadT +

∑
EγT −∆β

]
P lT

(5.13)

5.3.2.3 Muon Identification

Since the muon reconstruction is easier than for the electrons, the muons can be identified

efficiently by using some cuts and without using a multivariable classifier as in the electron

case. The muon has to be reconstructed as a Global Muon or TrackerMuon as described in

section 4.3.4. If a non global muon is classified as a Tracker muon, it must be “arbitrated”

(i.e. tracker track matched with at least one muon segment). Standalone Muon tracks which

are only reconstructed in the muon system, must be rejected.
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Table 5.10: Requirements of Tracker High pT muon ID definition.

Requirement Description

Muon station matching Muons are matched to segments in at least two muon stations

“arbitrated tracker muon”

Good pT measurement pT
σpT

< 0.3

Vertex compatibility (x-y) dxy < 2 mm

Vertex compatibility (z) dz < 5 mm

Pixel hits At least one pixel hit

Tracker hits Hits in at least six tracker layers

Muons passing those identification cuts besides the kinematic and impact parameter cuts

are marked as “loose muons”. An additional cut is added to define tight muons to be used

in the analysis. We can define two categories of muons depending on their momentum, loose

muons with pT < 200 GeV are considered tight muons if they pass the Particle Flow muon

identification criteria as described in section 4.3.2, while loose muons with pT > 200 GeV

are considered tight muons if they pass the PF identification criteria or the Tracker High pT

identification criteria as shown in Table 5.10. This high pT identification criteria is introduced

especially to increase signal efficiency for the high-mass search. For example, when a very

heavy resonance decays to two Z bosons, both bosons will be very boosted, the leptons coming

from the decay of a highly boosted Z will be nearly collinear, and hence the PF identification

loses efficiency for muons separated by approximately ∆R < 0.4 which roughly corresponds to

muons originating from Z bosons with pT > 500 GeV. So the relaxed definition is introduced

in the Tracker High pT identification instead of using only PF to keep high signal efficiency

when dealing with high pT muons. An additional requirement called ”ghost cleaning” is

performed to deal with situations when a single muon is incorrectly reconstructed as two or

more muons. If two reconstructed muons are sharing 50 % or more of their segments then

the muon with lower quality is removed.

5.3.2.4 Muon Efficiency

The same tag and probe technique as mentioned in section 5.3.1.4 is used to drive the muon

efficiencies, with the only difference that J/ψ → µ+µ− events are used as a source of low

pT muons in addition to the Z → µ+µ− sample for high pT muons. The total efficiency for

muons is factorized as the product of:

ε = εtrk × εid|trk × εsip|id × εiso|sip (5.14)

where:
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• εtrk is the efficiency to reconstruct a muon track in the tracker detector “tracking

efficiency”,

• εid|trk is the PF identification efficiency for muons that have been reconstructed in the

tracker detector,

• εsip|id is the impact parameter efficiency for muons passing the identification, the muon

tracking efficiency,

• εiso|sip3d is the isolation efficiency for muons passing all previous criteria.

The efficiency to reconstruct a muon in the inner tracker εtrack was measured centrally

by the CMS muon Tracking physics object group since all the analysis use the same tracking

algorithm. The tracking efficiency in the silicon tracker was measured using a Tag “a tight

isolated” muon matching to the HLT object corresponding to Single Muon triggers and a

probe which is required to be any stand-alone muon with valid hits in the muon system.

The efficiency is calculated by matching the probe to a track with ∆R < 0.3. The tracking

efficiency was found to be 99% or higher within the whole acceptance for full Run II and

in good agreement with the expectation from simulations as shown in Figure 5.17 for the

full Run II data [23]. The muon reconstruction and identification efficiency εid|trk have been

derived centrally by the CMS Muon physics object group since most of the analyses uses the

same reconstructed muon. The probes are defined as muon tracks successfully reconstructed

in the inner tracker, and the passing probes are those that are also reconstructed as a global

or tracker muon and passing a set of loose muon identification cuts defined by physics object

group. The efficiency is calculated for every year; for example the muon reconstruction and

identification efficiency as a function of muon η where pT > 20 GeV is shown in Figure 5.18

for three years of data taken [24–26], while the muon identification efficiency for pT < 20

GeV is derived using J/ψ as shown in [21]. The identification efficiency is greater than 99 %

for the three years. The measurement of the efficiency of the impact parameter cut εsip|id is

done by considering the probe as a muon passing the Loose identification criteria, and it is

considered a passing probe if it satisfies the SIP3D, dxy, dz cuts for this analysis. Finally the

muon isolation efficiency, the last component of the offline selection efficiency, is measured

for muons that successfully passed both the identification and the significance of the impact

parameter criteria. The calculation of the muon efficiency for impact parameter and isolation

requirements is done by using Z decays only since the J/ψ decays contain contamination of

non-prompt J/ψ’s from B hadron decays which are not expected to be isolated. The overall

data to MC simulation scale factors is shown in Figure 5.19 and defined as the product of

all scale factors components ( tracking, reconstruction, identification, impact parameter and

isolation) .
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Figure 5.17: Shows the muon tracking efficiency for full Run II data [23]

Figure 5.18: Shows the muon reconstruction and identification efficiency for 2016 (left), 2017

(middle) and 2018 (right) [24–26]

97



CHAPTER 5. BUILDING BLOCKS FOR MONO-HIGGS ANALYSIS

Figure 5.19: Shows the overall data to simulation scale factors for muons, as function of pT

and η for 2016 (top left), 2017 (top right) and 2018 (bottom) [21].
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5.3.3 Photon selection

Photons are considered in this analysis as a candidates for the final state radiation (FSR)

from the leptons. Since we have four leptons in the final state, leptons can radiate energetic

photons, and not taking into account this photon could affect the accuracy of the recon-

struction of the four leptons in the final state. Also the FSR can affect the lepton isolation

calculation if the emitted photon is located in the lepton isolation cone. In this case, the

photon needs to be subtracted from the lepton isolation cone. In the analysis we use PF

photons passing the following criteria:

• The preselection cut: The PF photons are required to satisfy a pseudorapidity cut

|ηγ | < 2.4, to have pγT > 2 GeV and PF isolation IγPF < 1.8. The photon isolation is

computed in a cone of radius R = 0.3 with the requirement that charged hadrons have

a threshold of 0.2 GeV with a veto cone of ∆R > 0.0001 and the neutral hadrons and

photons have a threshold of 0.5 GeV with a veto cone of ∆R > 0.01, also including the

contribution from pileup vertices (with the same radius and threshold).

• Supercluster veto: discard all the PF photons that match with any electron that pass

both the loose ID and SIP cuts.

• Photons leptons association: Photons are associated to the closest lepton in the event

that pass the loose ID and impact parameter cuts.

• Discard all the photons that do not satisfy the cuts ∆R(l, γ)/E2
T,γ < 0.012 and ∆R(l, γ) <

0.5.

• After passing the above cut, if more than one photon is associated to the same lepton,

we select the photon with the lowest ∆R(l, γ)/E2
T,γ .

• For each FSR photon that was selected, we exclude that photon from the isolation

calculation of all the leptons in the event that pass both the loose ID and SIP cuts

[189–192].

Studying the effect of applying the FSR algorithm on different signal samples showed that

the effect is less than 1% as shown in the four leptons invariant mass distribution before and

after applying the FSR algorithm on one signal sample in Figure 5.20. While the effect of

applying FSR algorithm on Higgs to ZZ background sample which is the main background is

less than 2 %. The muon channel has a bigger effect than electron channel where the majority

of FSR already included in the electromagnetic supercluster.

5.3.4 The Missing Transverse Energy selection

As mentioned in section 4.3.6, large MET values reconstructed in the event could be inter-

preted as a signal of new physics such as the production of dark matter particles but in

99



CHAPTER 5. BUILDING BLOCKS FOR MONO-HIGGS ANALYSIS

Figure 5.20: Distribution of four-lepton invariant mass before and after applying the FSR

algorithm on one signal sample.

reality, large MET values could come from uninteresting sources from the detector. MET

with uninteresting causes is called false MET, anomalous MET, or fake MET. The fake MET

could come from experimental or instrumental sources as explained in the next section.

5.3.4.1 The Experimental and instrumental sources of pmissT

Besides the expected missing transverse momentum from neutrinos or dark matter candidate

escaping the detector, there are other sources that can lead to reconstruction of high MET.

• Beam Halo: The protons in the LHC beam can interact with the collimators that

are installed in the LHC ring producing pions and other light hadrons which decay to

muons; those particles are called beam halo. Those particles travel nearly parallel to the

collision axis and can interact in the calorimeters, leaving energy deposits along a line

with constant φ and can leave signal in the muon system. Taking into account this fake

signal affects the reconstruction of MET. This kind of signal has different properties

with respect to the pions and muons coming from p-p interaction. The timing and the

shower shape in the calorimeter is different, moreover the muons produced in collisions

do not often leave energy in the calorimeters but they are reconstructed using the

tracker and the muon chambers. Those beam halo particles are produced in the beam

pipe far from the collision point of the detector, so their signal will be out-of-time with

respect to the bunch crossing [193].

• Cosmic rays: When high energetic particles like protons from outside the solar system

interact in the high atmosphere, they produce a cascade or shower of particles that

decay to stable particles like muons and neutrinos. Those particles live long enough to

reach the earth and can cross the detector. Neutrinos will escape the detector without
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interaction while muons can interact and leave a signal in the detector and hence can

give a wrong information in the MET calculation. Those particles arrive randomly to

the detector, so the time at which they arrive is random and is used to discriminate

them against the time of the pp bunch-crossings [193].

• Electronic Noise: Electronic noise is one of the sources that can introduce anomalous

MET. In both ECAL and HCAL, the crystals started to suffer from radiation damage

or the readout electronics don’t work as desired which lead to a high energy noise

which introduces large anomalous signals. Those signals can mimic physical signals

from particles and hence introduce fake MET. The list of such crystals has evolved

with time due to their loss of transparency. The events from those crystals are filtered

out [194,195].

• Reconstruction issue: The reconstruction algorithm can itself introduce a source

of fake MET. The poor reconstruction of muons with high momentum during muon

tracking could introduce a poorly reconstructed PF muon or a poorly reconstructed

charged hadron, in both cases it introduces fake MET to the event. The events with

low quality muon track need to be removed.

In CMS, the MET working group is dedicated to the identification of events containing

such spurious MET and design the algorithms to reject those events. Those set of algorithms

are the basic rationale for filtering the events, and are referred as ”MET filters”.

5.3.4.2 The MET Filters

A set of MET filters [196] have been introduced by CMS MET group to identify false MET.

After the identified false MET is removed by applying the filters, the agreement of the MET

spectrum with MC, for what the causes of false MET are not explicitly simulated, will

typically improve significantly. The MET filters are used for the analysis and a description

of each filter is reported below:

• “HBHENoiseFilter” & “HBHENoiseIsoFilter”: Those filters remove noisy events

from HCAL “HB, HE stands for HCAL barrel and HCAL endcap respectively” where

some scintillator produce anomalous signals with pulse shapes different from those

coming from a clean signal.

• “goodVertices filter”: This filter removes the events with noisy vertex reconstruction

produced from pileup effect. This filter requires the reconstruction of at least one good

vertex (PV) with the requirements of high number of degree of freedom (NPV > 4),

with collisions restricted along the Z- axis (ZPV < 24 cm) and with a small radius of

the primary vertex (rPV < 2 cm).

• “BadPFMuonFilter”: This filter removes events with mis-reconstructed muon. It

removes events with high pT muons of low quality (low quality means large uncertainty
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on its transverse momentum) passes the PF requirements and enters the computation

of the MET as a PF muon.

• “EcalDeadCellTriggerPrimitiveFilter”: This filter removes events with non-functioning

ECAL data links, comparing the sum of energy deposited in each supercluster cell to

the trigger primitive saturation energy.

• “globalSuperTightHalo2016Filter”: This filter removes events containing beam

halo particles flying with the beam.

• “ecalBadCalibReducedMINIAODFilter”: A few endcap ECAL crystals in the

very forward region lost their transparency and start to behave sometimes oddly, leading

to high energy noise and hence introducing fake MET. This filter dedicated to remove

such kind of events depending on a list of such crystals.

Figure 5.21 shows two event displays, the left plot shows an event where four supercrystals

in the ECAL endcap were found to produce anomalous high energy signals (red bars) leading

to fake reconstructed missing transverse momentum (violet arrow); this event has bad quality

hits with energy greater than 1 TeV in an affected ECAL supercrystal, and is rejected by

the dedicated ECAL noise filter. The right plot shows an event with mis-reconstructed muon

(muon 1) with high pT leading to fake reconstructed missing transverse momentum (violet

arrow). This event is rejected by “BadPFMuonFilter” based on the presence of a high pT

muon with a poor quality track and a large momentum measurement uncertainty [197].

Figure 5.22 left shows the MET distribution before and after the application of the filters

described above. Without applying the MET filters, the tail of the distribution is polluted

by fake MET that can be described as an excess of events from a signal of new physics while

after applying the filters those events are removed.

In the analysis, the MET filters are applied in both data and MC simulated samples, to

check if there is a difference or bias from applying the filters, and the MET filters efficiency

is calculated from data and all MC samples used in the analysis. The filters efficiency is

calculated as:

ε =
Number of events after applying the MET filters

Number of events before applying the MET filters
(5.15)

Figure 5.22 right shows the filters efficiency as a function of MET distribution at an

advanced step of the event selection where we reconstruct Higgs boson from four charged

leptons, the event selection will be discussed in details in 6.1. The filters don’t introduce any

bias between data and MC simulated samples.

5.3.4.3 Type I correction

For an accurate reconstruction of MET, it is not sufficient to reconstruct all visible particles

produced in collisions as defined for the raw MET in equation 4.1. Some corrections need to
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Figure 5.21: Event display for two rejected events by (a) ECAL noise filter due to anomalous

high energy signals in ECAL (b) BadPFMuonFilter due to mis-reconstructed high pT muon

with large measurement uncertainty.

Figure 5.22: Shows the MET distribution before and after applying the MET filters (left),

MET filters efficiency as a function of MET distribution after reconstruction of Higgs boson

from four charged leptons (right) using dataset recorded in 2017.
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be added to the raw MET. Type-I correction [198] is the recommended correction to be used

in CMS. This correction propagates the jet energy corrections (JEC)5 to the MET definition.

It replaces the vector sum of the transverse momenta of particles which can be clustered as

jets with the vector sum of the transverse momenta of the jets to which JEC is applied. We

can classify the particles into two sets: either clustered as jets or unclustered, so the raw

MET definition can be written as:

6
−→
E
raw

T = −
∑
iε jets

−→p T,i −
∑
iε uncl

−→p T,i (5.16)

where the first term is the vector sum of −→p T of all jets and can be written as:

∑
iε jets

−→p T,i =
∑
jet

−→p rawTjet (5.17)

The superscript ”raw” indicates that the JEC is not applied to the jets. The Type-I

correction replaces the raw jet −→p T with the corrected jet −→p T so it can be written as the

difference between the two vector sum:

CType−IT =
∑
jets

−→p rawTjet −
∑
jet

−→p JECTjet (5.18)

using equation 5.17 to rewrite equation 5.18 as:

CType−IT =
∑
iε jets

−→p T i −
∑
jet

−→p JECTjet (5.19)

This is a vector term which can be added to the raw MET in equation 5.16 to produce a

corrected MET.

6
−→
E
Type−I
T =6

−→
E
raw

T +CType−IT (5.20)

6
−→
E
Type−I
T = −

∑
iε jets

−→p T,i −
∑
iε uncl

−→p T,i +
∑
iε jets

−→p T i −
∑
jet

−→p JECTjet (5.21)

The first and third sums cancel with each other and as a result the Type-I corrected MET

can be written as:

6
−→
E
Type−I
T = −

∑
jet

−→p JECTjet −
∑
iε uncl

−→p T,i (5.22)

The index i runs over all particle candidates. Equation 5.22 represents the type-I corrected

MET to be used in the analysis.

5The measured jet energy is usually different than the energy of the true particle or parton energy because

of detector non-linear response. So, jets require some energy corrections. The jet corrections are a set of tools

that allows the proper mapping of the measured jet energy deposition to the particle level jet energy. JEC

applied depending on the η and pT values of jets.
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5.3.4.4 The XY-Shift correction

The distribution of MET should be independent of azimuthal angle φ because of the rota-

tional symmetry of the collisions around the beam axis. However, it was observed that the

reconstructed MET depends on φ. The MET φ distribution has a sinusoidal shape with

the period of 2π as shown in Figure 5.23 left. This modulation could be introduced from

anisotropic detector responses, some inactive calorimeter cells, the detector misalignment and

the displacement of the beam spot. The amplitude of the modulation increases roughly lin-

early with the number of the pile-up interactions. The xy-Shift correction [199] is introduced

by the MET physics object group and is used to reduce this MET φ modulation. Applying

this correction is also a mitigation for the pile-up effects.

The amplitude of the φ modulation can be reduced if the origin of the coordinate in the

transverse momentum plane is shifted

−→p T i → −→p T i −−→c (5.23)

where −→c is the shift. Therefore the xy-shift corrected EmissT becomes:

6
−→
E
missxy

T = −
∑
iε all

(−→p T i −−→c )

= −
∑
iε all

−→p T i +
∑
iε all

−→c

=6
−→
E
miss

T +n−→c

(5.24)

where n is the number of particles in the event. This φ modulation is applied per year,

depending on the run number and the number of vertices in the event; as an example Fig-

ure 5.23 shows the MET φ distribution before (left) and after (right) applying the xy-shift

correction in 2018 datasets where the difference before and after applying the correction is

clear. The type-I corrected MET is used in the analysis after applying the MET filters and

the XY- shift correction.

5.3.4.5 The L1 pre-firing

During data taken in years 2016 and 2017 the ECAL gradual timing shift was not propagated

to the L1 trigger primitives properly. This effect results in a wrong association of a large

fraction of high η trigger primitives to the previous bunch crossing. This effect is not described

in the MC simulations, therefore a weight is computed for each event and it is applied to the

MC simulation for the years 2016 and 2017. Figure 5.24 shows the impact of the L1 pre-firing

weights on one signal sample for 2016 (left) and 2017 (right) analysis. The figure shows the

pmissT distribution with (red) and without (black) L1 pre-firing weights, the effect is less than

2 %.

This chapter presented all the cornerstones to perform the analysis, the data sets, the

signal and background samples besides the physics objects selections along with their selection
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Figure 5.23: The MET φ distribution before (left) and after (light) applying the xy-shift

correction.

Figure 5.24: Comparison between one signal samples with (red) and without (black) L1

pre-firing weights in 2016 (left) and 2017 (right) analysis.
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efficiencies. Those cornerstones will be linked together to select the physics events as will be

shown in the next chapter.
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6 Analysis Strategy and Events Selection

After selecting all the objects needed to perform the analysis as detailed in the previous

chapter, all the stones have to be put together to select the events. In this chapter, we describe

the event selection strategy based on a cut based approach applied on some observables that

have the ability to separate the Mono-Higgs signal from background processes; in addition

the background estimation is presented. Event selection process is a crucial step in the

analysis, especially in the physics processes which suffer from low production cross section;

moreover without a reliable estimate of the background rates, the analysis would not be

reliable to search for new signals. This chapter is organized in the same way the analysis was

performed: the event selection along with the choice of the signal region, the estimation of

backgrounds and the data to simulation comparison in different steps.

6.1 Event selection

The event selection strategy is designed to gradually constrain the phase space, while having

a good control of background at each step. The event selection consists of five major steps:

• Trigger selection;

• Vertex selection;

• Objects selection;

• Higgs candidate selection;

• MonoHiggs selection;

A flow chart describing the selection steps is shown in Figure 6.1. Some of those selection

steps have been already discussed in the previous chapter, but I will just flash them in the

following points:

1. Trigger Selection: In this step, the events that fired at least one of the HLT trigger

paths mentioned in 5.1 are saved.
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An	event	from	Data/MC	simulation

Trigger selection
Fire	at	least	on	HLT	path
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event
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Figure 6.1: A flow chart summarizes the event selection steps.
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Table 6.1: Summary of object selection.

Object Required cuts

Electrons - kinematic cuts: peT > 7 GeV , |ηe| < 2.5

- Impact parameter cuts: dxy < 0.5 cm , dZ < 1 cm , SIP3D < 4

- Identification cut: BDT cut from table 5.9

Muons - kinematic cuts: pµT > 5 GeV , |ηµ| < 2.4

- Impact parameter cuts: dxy < 0.5 cm , dZ < 1 cm , SIP3D < 4

- Identification cut: PF Muon ID

- ISolation cut: IµPF < 0.35

FSR photons - kinematic cuts: pγT > 2 GeV , |ηγ | < 2.4

- ISolation cut: IγPF < 1.8

- ∆R cuts: ∆R(l, γ) < 0.5 , ∆R(l,γ)
(pγT )2

< 0.012

pmissT - Type: Type1 correction.

- Filters: Apply all pmissT filters discussed in 5.3.4.2.

- Correction: Apply xy correction discussed in 5.3.4.4.

2. Vertex selection: The event is required to have at least one good primary vertex

(PV) fulfilling the quality requirements described in 4.3.3.

3. Object selection: In this step we distinguish between real and fake leptons by exploit-

ing different observables as already discussed in 5.3. We end up with a set of objects

(µ, e, γ, pmissT ) to be used in building the Z candidates in the next step. Summary of

objects selection is shown in Table 3.

4. Higgs candidate selection: The first criterion to select a signal region is to define

a preselection phase space enriched with H → ZZ → 4l events. To do this the official

H → ZZ → 4l analysis for the Higgs discovery is taken as reference [21]. In this step

the Higgs candidate is built in the event from four selected leptons. The event selection

is identical for the three years (2016, 2017, 2018) analysis, and can be summarized in

the following steps:

(a) Z candidates: Build Z candidates from all possible pairs of opposite charge and

same flavor of selected leptons, such as (e+e− and µ+µ−) taking into account the

FSR photon if it exists. The distribution of Z candidates for the full run II data is

shown in Figure 6.2 left while the pmissT distribution at the same step is shown in

Figure 6.2 right. The solid color distributions in the figure 6.2 represent the dif-

ferent backgrounds stacked after being scaled by the sample cross section and the

integrated luminosity, the colored lines represent different signal samples superim-

posed and are scaled by 50 and the solid points represent the data collected. The

dominant background contributing in this step is the Drell-Yan process where we

require at least one reconstructed di-lepton pair with an invariant mass in a range

around the nominal Z0 mass; a good agreement between data and background is
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Figure 6.2: Distribution of Z invariant mass (left) and the missing energy (right) for full run

II data.

obtained at this step on the analysis.

(b) ZZ candidates: Build all possible non overlapping Z candidates which are ZZ

candidates that do not share the same lepton. The Z candidate with invariant

mass mllγ closest to the nominal Z0 boson mass is denoted as Z1, and the seconed

one is denoted as Z2. This step reduces the backgrounds such Z+ jets, WZ and tt̄

background.

(c) All ZZ candidates are required to pass the following list of requirements:

(i) Ghost removal: ∆R > 0.02 between any of two leptons. This cut is per-

formed to deal with the situation when a single object reconstructed as two

or more objects.

(ii) Lepton pT : at least two of the four selected leptons must pass pT1 > 20 GeV

and pT2 > 10 GeV.

(iii) QCD suppression: All possible opposite sign pair of leptons (regardless of

lepton flavor) that can be built with the four leptons must satisfy mll > 4

GeV. The FSR photons are not used in computing mll, since a QCD-induced

low mass dilepton resonance (such as J/ψ) may have photons nearby (e.g.

coming from π0 decay).

(iv) Z1 invariant mass: 40 < mZ1 <120 GeV

(v) Alternative pairing check: Defining Za and Zb as the mass-sorted alter-

native pairing Z candidates, with Za being the one closest to the nominal Z0

boson mass, the ZZ candidate is excluded if mZb
<12 GeV and mZa is closer

to the nominal Z0 boson mass than mZ1 . This cut discards 4µ and 4e can-

didates where the alternative pairing looks like an on-shell Z and a low-mass

l+l− resonance.
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Figure 6.3: Distribution of four-lepton invariant mass after the SM Higgs selection for 2018

datasets ,simulated background and signal events.

(vi) Four-lepton invariant mass: m4l > 70 GeV.

(d) Choice of the best ZZ candidate: if more than one ZZ candidate survives the

above selection, we choose the pair where Z2 has the highest value of the scalar

sum of the leptons pT .

Figure 6.3 shows the four leptons invariant mass distribution for 2018 datasets, as an

example, then all the other distributions will be shown in section 6.5. The solid color

distributions represent the different backgrounds stacked after scaled by the sample

cross section and the integrated luminosity; the colored lines represent different signal

samples superimposed and scaled by 10 while the solid points represent the data. We

can notice that the distributions of the signal samples are peaked around 125 GeV as

expected since we correctly reconstructed the Higgs boson in the signal. Anyway, at this

step the signal is completely overwhelmed by the backgrounds such as the non resonant

ZZ and SM Higgs background processes. Therefore, we need to define additional cuts

to enhance the mono-Higgs signal region.

5. MonoHiggs Selection: Additional cuts are added to define the signal region which
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consists of four leptons in the final state plus missing energy that represents the main

variable of the analysis. The cut optimization and the selection are discussed in section

6.2.

6.2 Signal Region definition

In order to test physics models one has to define a signal region, which is expected to be

populated with events from the model of interest while having low background rates. One

can define the signal region by choosing observables that are sensitive enough to discriminate

the signal from backgrounds. In this section, a cut based selection is performed by scanning

over a range of cuts for different variables and selecting the set of cuts that maximizes the

sensitivity, measured directly by the cross section upper limit. Defining the same signal

region for all the signal points could lead to a small loss in sensitivity for some points, but

the benefit of simplicity outweighs the cost of this loss. Therefore, we apply different cuts for

several observables and choose the cuts that are suitable for all signal models.

• Four leptons invariant mass M4l : This cut is powerful to discriminate the mono-

Higgs signal from the SM backgrounds such as the non resonant ZZ background. As

already mentioned before, the Mono-Higgs signal dark matter particles are produced

in association with the Higgs boson, where we consider the Higgs particle produced as

the SM Higgs with mass of 125 GeV. Figure 6.3 shows the distribution of four leptons

invariant mass where different stacked colors correspond to different backgrounds; part

of the background is estimated from data with a data driven method which will be

introduced later in section 6.4; different lines represent signal samples with a different

value for the scanned parameters and finally data are represented by solid points. We

studied different cuts for a mass window between 5 to 15 GeV around the Higgs mass

peak at 125 GeV and measured the signal efficiency and background rejection for each

cut. We defined the optimal cut that maximizes the sensitivity, measured directly by

the cross section upper limit1, as |M4l − 125| < 10 GeV. This cut preserves signal

efficiency greater than 95 % for different signal points with greater than 90 % of the

background rejection as shown in Figure 6.4. In the next sections data are not shown

in this region to avoid any bias in defining the selection of the signal region.

• Number of leptons: Since the mono-Higgs signal has four leptons in the final state

coming from Higgs decay, if we restrict the number of leptons to exactly four leptons,

we can reduce the contribution of tt̄ + V , VVV, ZH, WH and ttH background events

without a relevant impact on the signal, as it can be inferred from Figure 6.5 left.

This cuts preserve higher signal efficiency ≈ 98 % along with the help in reducing

combinatorial backgrounds.

1The upper limit will be introduced in 8.1
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Figure 6.4: Signal efficiency vrs. background rejection for applying different cuts on the 4

leptons invariant mass.
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Figure 6.5: Number of selected good leptons (left) and b-tagged jets (right) for simulated

background and signal events as derived after applying a cut on the Higgs mass window.

115



CHAPTER 6. ANALYSIS STRATEGY AND EVENTS SELECTION

Figure 6.6: The 95 % CL upper limit on the signal strength for the combination of the three

final states (4µ, 4e, 2e2µ) as a function of the heavy pesudoscalar mass “A” without applying

cut on the number of jets (left) and after applying cut on number of b jets < 1 (right).

• Number of b jets: A cut on the b tagged jet multiplicity in the event could be useful

in the rejection of background processes such as tt̄+ V and the associated production

of Higgs with tt̄ as shown in Figure 6.5 right. We studied the effect of applying a

cut on the number of b-jets in the event by measuring the cross section upper limit

for different signal points and we found that the cut has no effect as shown in Figure

6.6. Moreover the tt̄ + V and tt̄H backgrounds does not represent an overwhelming

source of background for this analysis, beside the fact that the jet is affected by large

uncertainties, so we decided to not use this cut since it has no effect in the analysis.

• ∆φ(H, pmissT ): From the event topology one could expect that the dark matter particle

would be boosted against the Higgs boson and they will be emitted back to back having

a large opening angle between them. Figure 6.7 left shows the azimuthal angle difference

between the four-lepton system and the pmissT for different signal points superimposed

over stacked backgrounds; this distribution is quite flat and applying any cut on this

variable leads to suppress a large fraction of the signal up to ≈ 50 % as shown in Figure

6.8 left.

• Transverse mass MT : The information of the four-lepton invariant mass and the

pmissT is combined with the definition of the transverse mass:

MT (4l + pmissT ) =
√
m2

4l + 2× p4lT × pmissT −−→p 4l
T ·
−→p missT (6.1)

where m4l and p4lT are is the invariant mass and the transverse momentum of the

four lepton candidate system, respectively, and −→p 4l
T is the vector of the four lepton

momentum projected on the transverse plane. The distribution of this variable is shown

in Figure 6.7 right, the signal distributions are superimposed over the background

distribution; introducing any cut on the MT would lead to suppressing a large fraction

of the signal as shown in Figure 6.8 right, moreover applying the same cut has different

effect on different signal samples.
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Figure 6.7: Distribution of the azimuthal angle difference between the four-lepton system

and the pmissT (left) and the transverse mass of the four-lepton system and pmissT (right) for

simulated background and signal events as derived after applying a cut on the Higgs mass

window.

Figure 6.8: Signal efficiency vs background rejection for applying different cuts on the ∆φ be-

tween the four-lepton system and the pmissT (left) and applying different cuts on the transverse

mass MT (right).
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Figure 6.9: Distribution of the angular distance between the two Z’s boson coming from

Higgs decay (left) and the |p
miss
T −p4l

T

p4l
T

| distribution (right) for simulated background and signal

events as derived after applying a cut on the Higgs mass window.

Figure 6.10: Signal efficiency vrs. background rejection for applying different cuts on the

∆R between the two Z’s coming from the Higgs decay (left) and cuts on |p
miss
T −p4l

T

p4l
T

| quantity

(right).

• ∆R(Z1, Z2): We studied the angular distance between the two Z’s coming from the

Higgs decay as shown in Figure 6.9 left, the purpose of this cut is to check if the

mono-Higgs and SM Higgs samples having different kinematics in case that the Higgs

and pmissT are emitted back to back. Applying different cuts on the ∆R(Z1, Z2) could

remove large fraction of background events while preserving high signal efficiency, but

has different effect on different signal samples as shown in Figure 6.10 (left). Moreover,

applying different cuts on the ∆R(Z1, Z2) and measuring the cross section upper limit

for different signal points doesn’t increase much the sensitivity of the analysis as shown

in Figure 6.11.

• |p
miss
T −p4l

T

p4l
T

|: the magnitudes of the four lepton’s transverse momentum p4lT and the miss-

ing transverse energy pmissT vectors are expected to have comparable magnitudes, Figure
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Figure 6.11: The 95 % CL upper limit on the signal strength for for the combination of the

three final states (4µ, 4e, 2e2µ) as a function of the heavy pesudoscalar mass “A” without

applying cut on ∆R(Z1, Z2) (left) and after applying cut on ∆R(Z1, Z2) < 2.5 (right).

Figure 6.12: The 95 % CL upper limit on the signal strength for the combination of the three

final states (4µ, 4e, 2e2µ) as a function of the heavy pesudoscalar mass “A” without applying

cut on the quantity |p
miss
T −p4l

T

p4l
T

| (left) and after applying cut on |p
miss
T −p4l

T

p4l
T

| < 1.5 (right).

6.9 shows the distribution of |p
miss
T −p4l

T

p4l
T

| for different backgrounds and different signal

samples. We tried different cuts on this quantity, but applying these cuts doesn’t re-

move much the background events and has different effect on different signal samples as

shown in Figure 6.10 (right). So applying these cuts doesn’t offer gain in the analysis

sensitivity as shown in Figure 6.12.

Among all the variables studied above, the following selection cuts are applied to define

the signal region:

• Higgs mass window: |m4l − 125| < 10 GeV

• Number of good leptons: N4l = 4

Those cuts preserve high signal efficiency for all the signal points while have a good

background rejection.
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6.3 Background

Background estimation is a crucial step in the analysis since without a reliable estimate of

background rates, the predictions about new physics could be false and not reproducible. We

need to ensure a precise evaluation of all possible background processes, specially when the

analysis suffers from low cross section and hence a small number of expected events in the

signal region. We consider two categories of backgrounds:

• Irreducible Background: All the processes that have exactly the same final state as the

signal process (four leptons plus MET)

• Reducible Background: All the processes that don’t have the same final state as the

signal process, but due to the misconstruction of physics objects in the detector, can

mimic the signal final state.

6.3.1 Irreducible Background

The background coming from the SM Higgs production (with the five main production modes

and the Higgs decays to ZZ and WW) is considered irreducible for the analysis; especially

the associated production of Higgs with W/Z boson where we have four real leptons coming

from the same primary vertex plus MET. Another source of irreducible background is the

triple boson production (ZZZ, WWZ, ZZW) where we have also four real leptons plus MET.

Those backgrounds are reduced by the event selection cuts, but they survive to the final step

of the analysis. All those backgrounds are estimated from MC simulation and normalized

according to their cross sections times the branching ratio as shown in Table 5.7.

6.3.2 Reducible Background

This type of background raises from misidentification or mis-reconstruction of leptons and

missing energy in the detector. If we have an ideal detector with ideal reconstruction algo-

rithm, we wouldn’t end up with this kind of background in the final step of the analysis.

Reducible background event rate is decreased with event selection 6.1 that’s designed to de-

crease as much as possible this kind of background while keeping high signal efficiency, but

there is still a significant contribution left after the event selection that needs to be accounted

for. The reducible background can arise from fake leptons and fake missing energy besides

real objects to have 4 leptons plus missing energy. The sources of fake objects are light

flavored hadrons mis-reconstructed as lepton, lepton coming from the decay of heavy flavor

jets, photon conversion and fake missing energy shown in section 5.3.4. We can divide this

background into two categories:

• ZZ background which is estimated from MC simulation.
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• Z+jets/γ, WZ, tt̄, W+jets and WW+jets backgrounds which are estimated from data

by Fake rate method which will be described in details in section 6.4.

6.3.2.1 ZZ background Modeling

The Non resonant ZZ background comes from qq̄ annihilation and gluon gluon fusion as shown

in Figure 5.7. This background is estimated from MC but the simulation samples have some

missing higher order corrections. To take into account those, the k-factors are applied for the

samples.

• qq̄ → ZZ: This background is generated at NLO, while the fully differential cross

section has been computed at NNLO [200] which are not yet available in any event

generator. Therefore NNLO/NLO k-factors is applied to the sample. The NNLO/NLO

k-factors are applied in the analysis differently as a function of MZZ . Besides, a NLO

electroweak correction is applied to the background sample depending on the initial

state quark flavor and kinematics in the region MZZ > 2MZ0 for which is computed.

This correction is not important for the thesis as our signal region is defined with a

mass window around the SM Higgs mass peak.

• gg → ZZ: This background process is generated at LO accuracy with MCFM 7.0 [185]

generator. Although no exact calculation exists beyond the LO, it has been shown

in [201] that the soft collinear approximation is able to describe the background cross

section and the interference term at NNLO. Further calculations also show that the

k-factors are very similar at NLO for the gg → H sample and gg → ZZ sample [202]

and at NNLO for the gg → H sample and interference terms [203]. Therefore, the same

k-factor is used for the Higgs sample and ZZ sample [204].

6.4 Reducible Background Estimation

The backgrounds such as Z+jets/γ, WZ, tt̄, W+jets and WW+jets are called together “Z+X”

and estimated from data rather than MC simulation since some of those samples don’t have

enough statistics to populate the signal region. Also the jet modeling for those samples is

not simulated accurate enough. This background originates from processes which contain

one or more than one non-prompt leptons in the final state. The main sources of non-

prompt leptons are non-isolated leptons coming from decays of heavy flavor jets, light flavor

jets mis-reconstructed as leptons and electrons from photon conversions. These leptons are

called fake leptons. We will consider a “fake lepton” any jet misreconstructed as a lepton

and any lepton originating from a heavy meson decay. Similarly, any electron originating

from a photon conversion will be considered a “fake electron”. The rate of these background

processes is called fake ratios or fake rates (FR). The background estimation will be done in

three steps:
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• measuring the lepton’s fake rates.

• building Control Regions (CR) orthogonal to the signal region.

• applying the measured fake rate in the control regions to extract the final background

yield expected in the signal region.

6.4.1 Fake Rate

The electron (fe) and muon fake rates (fµ) are measured as the probability of leptons passing

the loose selection criteria to also pass the final selection criteria (as already defined in Section

5.3.1, 5.3.2). To measure the leptons fake rates we build Z+L control region which expected

to be dominated by Z boson plus fake lepton (L). This fake lepton is used as a probe for

measuring the fake rates. The fake rate is calculated as the fraction of events where the loose

lepton passes the tight selection criteria.

FR =
Npass

Ntotal
(6.2)

The events that populate the Z+L control region should satisfy the following criteria:

• build a Z boson from two opposite charge same flavor leptons with pT > 20/10 GeV

passing the tight selection criteria;

• the FSR photon is included in Z reconstruction if it exists;

• the reconstructed invariant mass (Mll) should be close to nominal Z mass within 7 GeV,

|Mll −MZ | < 7 GeV, to reduce the contribution from photon asymmetric conversions

populating low masses. Figure 6.13 shows the lepton fake rate measured as a function

of Mll for 2017 data set as example. The uncorrected (corrected) measurements means

the fake rate is measured in data before (after) subtracting the fake rate contribution

from WZ background sample. The fake rate is almost stable in the region around MZ

with 7 GeV;

• the MET in the event is required to be pmissT < 25 GeV to suppress the contribution

from WZ processes which have three real leptons in the final state. Also the contribution

to the fake rate estimated from WZ simulated sample is subtracted from the measured

fake rate from data to remove any remaining contribution from WZ background;

• exactly one lepton passing the loose selection criteria (kinematic and impact parameter

cuts); this lepton is used as a probe for fake rate measurement;

• the invariant mass of this loose lepton and the opposite sign lepton from the recon-

structed Z candidate should satisfy m2l > 4 GeV to suppress QCD contamination;

• ∆R > 0.02 between any of the three leptons.
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Figure 6.13: Electron (left) and Muon (right) fake rate measured as a function of the recon-

structed Z mass in 2017 dataset before (uncorrected) and after (corrected) subtracting the

contribution from WZ background sample.

The fake rate is measured in bins of loose lepton’s pT in barrel and endcap regions sep-

arately. Figure 6.14 shows the electron (top) and muon (bottom) fake rate as a function of

loose lepton pT for barrel and endcap regions in 2016 (left), 2017 (middle) and 2018 (right)

datasets. The uncorrected (corrected) measurements are related to the fact that the fake

rate is measured in data before (after) subtracting the fake rate contribution from the WZ

background sample. The plots show that around 5 % - 10 % (5 % - 20 %) of fake electrons

(muons) can pass the tight selection criteria used to define the signal region. Before using

the fake rates to the next step, we studied the dependence of fake rate in the loose lepton

charge as shown in Figure 6.15 for the electron fake rate as a function of pT for positive (top)

and negative (bottom) charge for 2016 (left), 2017 (middle) and 2018 (right) datasets. The

case of the muon fake rate is shown in Figure 6.16 (top) for positive and negative (bottom)

loose muon charge for 2016 (left), 2017 (middle) and 2018 (right) datasets. The plots show

no dependence of fake rate on the lepton’s charge.

Since our analysis search for high pmissT events, it is not convenient to measure the fake

rate in regions with low pmissT (pmissT < 25 GeV) and apply to a region of high pmissT . So we

studied if there is a dependence of the measured lepton’s fake rate on the pmissT in the event,

as shown in Figure 6.17 for electron (top) and muon (bottom) in 2016 (left), 2017 (middle)

and 2018 (right) datasets. We observed a variation of the lepton fake rate as a function of

pmissT in the high pmissT region after removing the WZ contribution . To take into account

any dependence of fake rate on the measured pmissT , we computed the fake rate as function of

lepton’s plT , ηl and pmissT . Figure 6.18 shows the electron fake rate map for barrel (left) and

endcap (right) regions for 2016 (top), 2017 (middle) and 2018 (bottom) datasets. The muon

fake rate map for barrel (left) and endcap (right) regions for 2016 (top), 2017 (middle) and

2018 (bottom) datasets is shown in figure 6.19. The fake rate values will be used to weight

the events populating the control regions defined in the next section.
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Figure 6.14: Electron (top) and Muon (bottom) fake rates measured in 2016 (left), 2017

(middle) and 2018 (right) as a function of loose lepton pT for barrel and endcap regions.

Figure 6.15: Electron fake rate as a function of pT for positive (top) and negative (bottom)

charge for 2016 (left), 2017 (middle) and 2018 (right) datasets.
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Figure 6.16: Muon fake rate as a function of pT for positive (top) and negative (bottom)

charge for 2016 (left), 2017 (middle) and 2018 (right) datasets

Figure 6.17: Electron (top) and Muon (bottom) fake rate as a function of pmissT for 2016

(left), 2017 (middle) and 2018 (right) datasets.
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Figure 6.18: Electron fake rate measured as a function of electon’s plT and the pmissT in barrel

(left) and endcap (right) regions for 2016 (top), 2017 (middle) and 2018 (bottom) datasets.
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Figure 6.19: Muon fake rate measured as a function of muon’s plT and the pmissT in barrel

(left) and endcap (right) regions for 2016 (top), 2017 (middle) and 2018 (bottom) datasets.
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CHAPTER 6. ANALYSIS STRATEGY AND EVENTS SELECTION

6.4.2 Background Control Regions

A control region is a region of phase space that is orthogonal to the signal region and has

higher statistics than it. We define two control regions where a di-lepton passes the Z selection

in event selections steps in section 6.1 and denoted as “Z1”, plus additional two leptons of the

same flavor and opposite charge that pass the loose selection cuts. The events must satisfy all

kinematic cuts applied for the Higgs and Mono-Higgs phase space selection (as described in

section 6.1, 6.2).The two regions are called 2P2F and 3P1F regions where P denote that lepton

“Pass” the final leptons’ selection cuts, F denotes that lepton “Fail” either the identification

or isolation cuts or both.

• 2P2F region: This control region is obtained by reconstructing the Z boson from two

opposite charge same flavor leptons passing tight selection cuts, “Z1”, with additional

two opposite sign same flavor leptons passing the loose selection criteria “Z2” and

failing the identification or isolation cuts or both. This control region is expected to be

populated with events that have two prompt leptons such as Z + jets, tt̄ and Zγ.

• 3P1F region” This control region is obtained by reconstructing Z1 boson from two

opposite charge same flavor leptons passing tight selection cuts and the second Z “Z2”

consist of one lepton passing the final selection cuts while the other one passing the

loose selection cuts and failing the identification or isolation cuts or both. It is expected

to be populated with the type of events that populate the 2P+2F region, where one of

the fake leptons is reconstructed as a prompt lepton, as well as with WZ events that

have three prompt leptons.

The control regions built in this way are enriched with fake leptons and are used to

estimate the reducible background in the signal region. Figures 6.20, 6.21 show the four

leptons invariant mass distribution for events populating the 2P2F and 3P1F control regions

respectively for 2016 dataset as an example. The solid points represent the data collected in

2016 and the stacked distributions represent the background contribution expected from main

processes. In 3P1F distributions, the magenta line represents the 2P2F events contributing in

3P1F region. The DY sample has limited statistics when requiring on shell Z. From data to

simulation comparison, we can see that in the cases where Z2 is reconstructed from electrons,

the simulation can reasonably well describe the data, but it fails in the case where Z2 is

coming from muons. Those plots justify the reason to estimate the Z + X background from

data rather than MC simulation.

6.4.3 Final background estimation

From the set of events obtained in the control regions, an inclusive number of reducible

backgrounds in the signal region is obtained by taking into account the application of fake

rates. The worflow followed to estimate the reducible backgrounds in the signal region by
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Figure 6.20: Invariant mass distribution of the events populated in the 2P+2F control sample

in the 2016 dataset for 4e (top left), 4µ (top right), 2µ2e (bottom left) and 2e2µ (bottom

right).
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Figure 6.21: Invariant mass distribution of the events populated in the 3P+1F control sample

in the 2016 dataset for 4e (top left), 4µ (top right), 2µ2e (bottom left) and 2e2µ (bottom

right).
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Figure 6.22: Diagram showing the strategy to estimate the Z+X background. P and F

represent loose leptons which pass or fail final selections as described in the text. Dashed

lines show the contribution of each CR in the final estimation equation.

choosing the CR and applying the measured FR to the CR, is shown in Figure 6.22. The

event can be categorized as passing or failing the tight identification or isolation cuts as given

in the following equation:

Ntotal = Npass +Nfail (6.3)

where: Npass (Nfail) is the total number of events where the probe lepton pass (fails) the

isolation and identification criteria.

FR =
Npass

Ntotal
(6.4)

From equations (6.3) and (6.4), we get

Npass

FR
= Npass +Nfail (6.5)

Npass = (Npass +Nfail)FR (6.6)

Npass =
FR

1− FR
Nfail (6.7)

The estimation of the reducible background in the signal region NZ+X
SR coming from the

two categories 2P2F and 3P1F can be written as:

NZ+X
SR =

∑ fi
1− fi

(N3P1F −N bkg
3P1F −N

ZZ
3P1F ) +

∑ fi
1− fi

fj
1− fj

N2P2F (6.8)

where:

• N2P2F represents the number of events obtained in the 2P2F control region. Each event

in this region is weighted by fi
1−fi

fj
1−fj to get the contribution to the signal region, where

fi and fj represent the fake rates for the third and the fourth leptons “loose leptons”.
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CHAPTER 6. ANALYSIS STRATEGY AND EVENTS SELECTION

Figure 6.23: Invariant mass distribution for 4e (left) and 4µ (right) for all the components

used in Z+X background estimation in 2016 dataset.

• N3P1F represents the number of events obtained in the 3P1F control region. Each event

is weighted by fi
1−fi to get the contribution in the signal region, where fi represents the

fake rate of the loose lepton.

• N bkg
3P1F represents the number of events from 2P2F and contaminating the 3P1F con-

trol region. This term is subtracted from N3P1F to avoid the double counting of

the event between the two control region (2P2F & 3P1F). This term is calculated

as 2×
∑ fi

1−fi
fj

1−fjN2P2F .

• NZZ
3P1F represents the number of ZZ events contributing to 3P1F control region which

arises from events where a signal lepton fails identification or isolation requirements.

Since we rely on MC simulation of ZZ sample, this contribution is subtracted from

N3P1F to avoid the double estimation of ZZ background from data and MC simulation.

The ZZ background could have also a contribution to 2P2F region where two signal

leptons fail identification or isolation requirements , but this probability is very small ,

so we neglect this term in equation 6.8.

An example of Z+X background estimation together with all the components used in

the calculation for 4µ and 4e channels is shown in Figure 6.23. The final value of Z+X

background is estimated at the Higgs step and in the Mono-Higgs phase space after adding

the two additional selection cuts used to define the signal region. Table 6.2 reports the

final value of Z+X contributing to the Higgs and Mono-Higgs signal region for the different

channels and different years of data taken with the associated total uncertainties.

6.4.4 Uncertainties in Z+X background

One of the highest source of uncertainties in the analysis comes from the Z+X background

estimation from data. This background is not the dominant background after the full selection
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Table 6.2: Final estimation of the reducible background by fake rate method for different

channels and different years of data taken.

Final Estimation 4e 4µ 2e2µ

SM Higgs region

2016 22.95 ± 9.9 29.2 ± 16.2 48.6 ± 15.7

2017 15.9 ± 6.2 30 ± 11.2 45.4 ± 12.7

2018 27.5 ± 10.4 44.8 ± 17.1 69.3 ± 18

Mono- Higgs region

2016 2.7 ± 1.19 5.12 ± 2.25 8 ± 2.4

2017 2.13 ± 0.88 5.5 ± 2.1 7.5 ± 2.2

2018 3.3 ± 1.3 8.1 ± 2.6 11.24 ± 2.8

Table 6.3: Systematic uncertainty associated to the Z+X estimate for each final state in all

three years [21].

Channel 4e 4µ 2e2µ

2016 41 % 30 % 35 %

2017 38 % 30 % 33 %

2018 37 % 30 % 33 %

hence it has a small impact on the final results. The source of the statistical uncertainty of the

method arises from the limited size of the samples in the control regions where we measure

and where we apply the fake ratios , which is typically in the range of 1-13%. On the

other hand, the source of systematic uncertainty arises from the difference in composition of

background processes in the Z+L region where we measure the fake rate and in the control

regions where we apply the fake rates. This uncertainty is estimated in the following steps:

first, by measuring the fake ratios for each individual background processes in the Z+ L

region in simulation. Then we compute a weighted average of these individual fake ratios

according to the exact background composition of the 2P2F region obtained from simulation.

The difference between the reweighed fake ratio and the regular measured one is used as an

estimate of the uncertainty in the measurement of the fake rates [21]. This uncertainty is

of the order or 30 - 41 %, depending on the final state and each year of data taken. The

uncertainty for each final state in all three years is reported in Table 6.3.

6.5 Physics observables

After introducing the full event selection, estimating the reducible background from data in

control regions, in this section the data to MC simulation comparison is performed for dif-

ferent observables after the Higgs selection step. This phase space is quite close to the signal
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Figure 6.24: Distribution of the four-lepton reconstructed invariant mass m4l in the full run

II data for full mass range (left) and small range (right).

region, which is a subset of Higgs phase space. The four lepton invariant mass distribution

is shown in Figure 6.24 for full Run II data in full mass range (left) and small mass range

(right), while figure 6.25 shows the distribution for 2016 (top), 2017 (middle), 2018 (bottom)

for the three channels (4µ, 4e, 2e2µ) summed together. The solid color distributions rep-

resent the different backgrounds stacked together after scaled by the cross section and the

integrated luminosity, the colored lines represent different signal samples superimposed over

the background distributions and scaled by 10, while the solid points represent the data col-

lected every year. A boson with a mass around 125 GeV and compatible with the prediction

of the SM Higgs boson is clearly observed in data and confirms the discovery made in 2012.

The signal samples are peaked also around 125 GeV as expected which can be considered as a

sanity check that we are to reconstruct the Higgs boson correctly. At this step the dominant

background contributing are the single Higgs events and the non resonant ZZ production.

There is a fair agreement between data and MC simulation within the statistical uncertain-

ties, giving confidence in the careful usage of corrections and scale factors. Also, there is a

fair agreement between data and MC simulation within the statistical uncertainties in the

invariant mass distribution per channel, as shown in Figure 6.26.

The reconstructed invariant masses of lepton pairs selected as Z1 and Z2 are shown in

Figure 6.27 for full Run II data. For the Z1 distribution a peak observed around 90 GeV for

data, background and signal which ensure the correct reconstruction of Z1 with mass closest

to the nominal Z mass given by PDG, while an off-shell mass is observed in Z2 distribution

for signal and Higgs background samples. Again, a good agreement between data and MC is
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6.5. PHYSICS OBSERVABLES

Figure 6.25: Distribution of the four-lepton reconstructed invariant mass m4l in 2016 (top),

2017 (middle), 2018 (bottom) for full mass range (left) and small range (right).
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Figure 6.26: Distribution of the four-lepton reconstructed invariant mass m4l for 4µ (top

left), 4e (top right) and 2e2µ channel (bottom) for full run II data.
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Figure 6.27: Distribution of the reconstructed invariant masses of lepton pairs selected as Z1

(left) and Z2 (right) for full Run II datasets.

observed.

The four leptons transverse momentum is shown in Figure 6.28 for 2016 (left), 2017

(middle) and 2018 (right). This plot shows a good agreement between data and backgrounds

which ensures the careful usage of the corrections and leptons’ scale factors.

The missing energy distribution pmissT which represents the main variable of the analysis is

shown in Figure 6.29 for 2016 (top left), 2017 (top right), 2018 (bottom left) and for full Run

II in (bottom right). Since the analysis is still ”blind2” we restrict the data distribution till

200 GeV and blind the distribution after 200 GeV. The lower plot shows the ratio of the data

and the sum of all the backgrounds, while the band corresponds to statistical and systematic

uncertainties3. The data to MC ratio is quite good while the observed discrepancy is still

within the total uncertainty. The main backgrounds contributing are tt̄V , VVV, associated

production of the Higgs with vector boson (ZH and WH), and non resonant ZZ background.

In order to check the full pmissT distribution, especially the tail, a control region has been

built in the side-band of the four leptons invariant mass distribution, where |m4l− 125| > 10

GeV. Figure 6.30 shows the pmissT distribution in the m4l side band for 2016 (top left), 2017

(top right), 2018 (bottom). The number of events at large pmissT is small and the statistics is

limited; the events contributing to the tail come mostly from tt̄V , VVV, associated production

of the Higgs with vector boson fusion (ZH and WH), and non resonant ZZ background. The

2Blinding means that the analysis validation is done by using only the MC simulation or data in a control

regions away from the signal region, since looking at data in the signal region could introduce a bias when

defining the event selection.
3Systematic uncertainties will be introduced in 7.3
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Figure 6.28: Distribution of four leptons’s transverse momentum for 2016 (top left), 2017

(top right) and 2018 (bottom).
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6.5. PHYSICS OBSERVABLES

Figure 6.29: Missing transverse energy distribution pmissT after applying the SM Higgs selec-

tion step for 2016 (top left), 2017 (top right), 2018 (bottom left) and full Run II (bottom

right).
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observed discrepancy is still within the total uncertainty.

The event yields after each selection step for the three final states (4µ, 4e, 2e2µ) for each

source of background processes, signal sample and data is presented in Table 6.4. The data

counter is reported up to the Higgs selection step and blinded for the next steps. Only the

statistical uncertainty is quoted in the table. The table shows how the event selection cuts

bring the analysis to the signal phase space, requiring at least 2 Z bosons in the event is

reducing significantly the contribution of DY+jets, WW, WZ and t̄t backgrounds. While

the additional cuts required for MonoHiggs signal region remove most of tt̄V and VVV

backgrounds and reduce the non resonant ZZ background while keeping the signal efficiency

high. As it can be observed, the number of signal events observed after the full selection

step is quite small compared to the main backgrounds (ZZ, Higgs), in order to overcome

this limitation by increasing the signal to background separation we used the Multivariate

approach (MVA), as will be discussed in next chapter.

This chapter described the selection process of this analysis, targeting the dark matter

signal. A cut based approach was used with cuts on a set of observables to distinguish the

mono-Higgs signal from different backgrounds and then used for the extraction of the results.

The optimization and the definition of the signal region besides to the background estimation

were detailed. Most of the discussed observables are used as inputs for the MultiVariate

analysis as will be described in the next chapter. All the possible sources of systematic will

be introduced in the next chapter. All these pieces will be connected together in a statistical

analysis where a likelihood approach will be used to measure physics parameters of interest.
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6.5. PHYSICS OBSERVABLES

Figure 6.30: Missing transverse energy distribution pmissT in the side band of four leptons

mass where |m4l − 125| > 10 GeV for 2016 (top left), 2017 (top right), 2018 (bottom).
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7 Multivariate Analysis

As shown in the last chapter, the mono-Higgs signal is quite small compared to the main

backgrounds (ZZ, Higgs). In order to cope with the limitations due to the low statistics and to

enhance the signal to background discrimination the Multivariate analysis approach (MVA)

is used in this chapter. This method is used to integrate various kinematic observables into

a single discriminant to better discriminate between signal and background events and to

improve the sensitivity of the analysis. The output distribution of this method is used to

extract the 95% C.L. upper limits on the signal strength. Moreover the exclusion limits are

obtained by using the cut-based analysis results and compared to those obtained with the

MVA approach.

7.1 The Multivariate analysis approach

It has been shown in the last chapter in section 6.2 that simply applying additional cuts didn’t

improve the sensitivity to the DM signals but actually could reduce the signal efficiency and

hence the sensitivity. The Multivariate analysis approach exploits the features of different

variables to build one single classifier able to discriminate between two categories such as

signal and background events. Suppose we have two classes of events, signal and background,

described by the same set of variables x = (x1, x2, x3, ........., xd) in a d-dimensional space, the

goal of MVA is to construct a function that is able to take subsequent decision. A simple two

dimensional example is shown in Figure 7.1 where we have two variable x1 (left), x2 (middle)

shown for signal (blue) and background (red) where there are no clear cuts on x1 and x2 that

could separate the two classes. However in two dimensions we can find that the two classes are

largely separable with a cut applied to the linear function called linear discriminant (right).

MVA uses multiple variables to learn from the features of the input data variables to respond

correctly to future data. This method is called supervised learning where a training data

sets (from MC simulations) are used as inputs (signal and background) to build a mapping

function y = f(x,w) from the inputs (x) to the output (y) “where w are some adjustable

parameters” and hence can respond correctly to future data. For this analysis I have used the

boosted decision trees (BDT) implemented in the TMVA toolkit [205] released with ROOT.
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Figure 7.1: Shows the distribution of two variables x1 (left), x2 (middle) from two classes

signal (blue) and background (red) and the linear discriminant between the two classes (right)

with the optimal cut shown with the vertical line [27].

7.2 The Boosted Decision Tree

A decision tree is a binary tree structured classifier such as the one shown in Figure 7.2 which

performs sequential cuts to perform the classification task. The process starts from an input

training sample usually from MC simulation (signal and background) and finds the variable

with the corresponding cut that provides the best separation between signal and background

events. This process of finding the cut criteria is known as the training process. The training

process starts with the root node as shown in figure 7.2; applying the chosen cut criteria

will divide the sample into two subsamples, a signal-like (right) and a background-like (left)

sample resulting in creating two nodes. At each node, the split process starts again by finding

the variable and corresponding cut value that provides the best separation between signal and

background. The determination of the optimal cut is done through the Gini index, defined as

G = p(1 - p), where p is the purity, defined as the ratio of signal events to all events in that

node p = s/(s+b) (hence pure background nodes have zero purity). The splitting process is

repeated until the node has reached either a maximum signal purity or a minimum number of

events. At the end the final leave nodes are called “signal” or “background”according to the

majority of events belongs to. The idea of “Boosting” process means that the signal events

that end up in a background node (and vice versa) are largely weighted than the events that

are in the correct node. Then a new decision tree can be started from the re-weighed training

event sample. The boosting process can be repeated several times (≈ 500 times) where we

end up with a set of decision trees (a forest). At the end of the training process the variables

are ranked (means the importance of each variable) by counting how many times the variables

are used in decision tree node splitting, and weighting each occurrence by the square of the

gain achieved in the separation and by the number of events in the node. The output of the

BDT discriminator is a value “score” between -1 to +1 for each event. The signal like events
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Figure 7.2: Schematic view of a decision tree. Starting from the root node and perform

sequent cuts on a discriminating variables (xi) where the nodes classified as signal-like or

background like. The leaf nodes at the bottom of the tree are labeled “S” for signal and “B”

for background depending on the majority of events that end up in the respective nodes.

have a score close to +1 while the background like events have a score close to -1.

7.2.1 Input variables

The choice of the BDT input variables are done by exploiting the kinematic differences

between signal and background events. The missing transverse energy and the transverse

mass of the four-lepton system and pmissT should give a reasonable separation between mono-

Higgs signal and Higgs background process. Also the Higgs mass can give good separation

between mono-Higgs sample and the non-resonant ZZ background. To choose the best set

of the input variables, a different configurations were performed between different variables

combinations and in each time the area under the ROC curve and the overtraining check was

reported as a figure of merit. The final choice of the variables is:

• MET (pmissT ) in the event

• Transverse mass of the Higgs and pmissT

• Higgs Mass (M4l)

• Mass of the second Z (Z2)

• ∆φ between the Higgs and the MET (∆φ(H, pmissT ))

• Transverse momentum of the four leptons (pT1, pT2, pT3, pT4)

• ∆R between Z1 and Z2
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Figure 7.3: Distributions of the BDT input variables.

Figure 7.3 Shows the distributions of the input variables used in the training for both

signal and background processes. The majority of the input variables have a lower correlation

for both signal and background as shown in Figure 7.4. The importance of each input variable

in the training, “the variable ranking”, shows that the most discriminant variables are the

pmissT , ∆φ(H, pmissT ), m4l, mZ2 and ∆ R (Z1 , Z2).

7.2.2 The BDT training

The BDT training is performed in a region enriched with signal events passing all the mono-

Higgs event selection cuts defined in 6.2 and listed as follow:

• the Higgs selection cuts;

• |M4l − 125| < 10 GeV;

• Number of selected leptons in the event N4l= 4.
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Figure 7.4: Correlation coefficient of the BDT input variables for signal (left) and background

(right) events in LM (top) and HM (bottom) regions.
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The training is performed for each decay channel (4µ, 4e, 2e2µ) and each year. In the

training process, the signal samples are divided into low mass region (LM) and high mass

region (HM) defined by mA≤ 400 GeV and mA> 400 GeV respectively. This chosen separa-

tion is used to better ensure the similarity of the input variable distributions which reflects a

higher uniformity of the BDT response in those two regions. In principle, the training should

be performed for each signal sample but this is very difficult to validate and control, given the

large number of signal samples and the different final states. The division of the samples to

LM and HM regions is a compromise to overcome this complexity. Also, training the samples

together is aimed to increase the number of events available in addition to the purpose to get

a BDT response as much independent as possible on a specific sample. The event weights are

not applied to the signal events in order to make the BDT insensitive to the cross section of

the samples. If the weight is applied, the signal samples having larger cross sections would

be seen by the BDT as more interesting events and that introduce a bias. All the signal

samples entering the training have approximately the same number of events to receive the

same importance from the BDT. To validate the method of training with a combined set of

signal samples, a comparison of the performance obtained by training with a specific signal

sample with Mx value to the performance obtained by training with a combined set of signal

samples is performed. The comparison is shown in Figure 7.5 for different mass points. The

Figure shows the ROC curve obtained by training with single sample (blue) vs. the one

obtained by training with a combined set of signal samples together (red) depending on the

division of LM and HM regions. The blue curves of Figure 7.5 shows the ROC curves for

signal samples with ma = 150 GeV and mA = 200, 500, 800 GeV in the top row from left

to right respectively while the middle row for signal samples with ma = 250 GeV and mA =

300, 500, 800 GeV respectively and the bottom row for signal samples with (ma = 350 GeV -

mA = 800 GeV), (ma = 150 GeV - mA = 300 GeV - tanβ = 4) and (ma = 250 GeV - mA =

300 GeV - tanβ = 4) respectively. The training performed on single signal sample achieves

a background rejection that is similar to the one achieved from the combined training. The

plots show that the method used is reasonable and can be used for a variety of signals.

All the background processes contributing to the signal region (such as SM Higgs, ZZ,

VVV, tt̄V ) are used as input for the training. The ROC curves showing the signal efficiency

vs. the background rejection obtainable in LM and HM regions are reported in Figure 7.6

for the different final states in 2016 as an example. Table 7.1 reports the area under the

ROC curves for different final state and different year which shows high signal efficiency

and background rejection for the trained BDT in LM and HM regions. The input sample

is divided randomly to two subsets training and testing samples in order to train and verify

the BDT output. The overtraining checking plot is shown in Figure 7.7 for the LM (left)

and HM (right) regions for 4µ (top). 4e (middle) and 2e2µ (bottom). A comparison between

the ROC curves for the training and testing samples are shown in Figure 7.8. The plots in

Figures 7.7, 7.8 show the good discrimination reached between the signal (in blue) and the

background (in red), and the agreement between the training and test samples.
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Figure 7.5: Comparison of the ROC curve obtained from training single sample (blue) vrs.

the one obtained from training a combined set of signal samples together (red).

Table 7.1: Area under the ROC curves for different final states and different years of data

taken.

Year 4µ 4e 2e2µ

LM HM LM HM LM HM

2016 0.89 0.936 0.885 0.935 0.895 0.942

2017 0.888 0.94 0.882 0.941 0.903 0.951

2018 0.865 0.926 0.857 0.92 0.868 0.93
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Figure 7.6: ROC curves obtained in the training of LM (left) and HM (right) regions for 4µ

(top), 4e (middle) and 2e2µ (bottom) for 2016.
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Figure 7.7: BDT distribution for training and testing samples for LM (left) and HM (right)

regions for 4µ (top), 4e (middle) and 2e2µ (bottom) channels in 2016 data taken as example.
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Figure 7.8: Comparison between the ROC curves for the training (blue) and testing (red)

samples for LM (left) and HM (right) regions for 4µ (top), 4e (middle) and 2e2µ (bottom)

channels.
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The BDT score is shown in Figure 7.9 for different signal samples, different background

processes stacked together and data point in the signal region for 2016 (top), 2017 (middle)

and 2018 (bottom) for LM region (left and HM region (right). The data points is shown in

the background side of the BDT score while blinded in the signal side. The signal samples

are peaking close to +1 and backgrounds close to -1. The signal sample are scaled up by 20

(50) for LM (HM) region.

7.3 Systematic Uncertainties

The uncertainty on the measurements has two components; statistical and systematical one.

The statistical uncertainty depends on the amount of data collected while the systematic

uncertainty arises from the inaccuracy of the measurements coming from the detector or

from theoretical calculations. We can divide the systematic uncertainties affecting the results

into two categories; experimental sources due to the insufficient knowledge of the detector

response and the theoretical sources which affect the modeling of signal and backgrounds.

Those uncertainties are taken as nuisance parameters in the statistical analysis described in

section 8.1. They are treated as a normalization uncertainty which affects the yield or shape

uncertainties which affect the distribution of the observables. In this section the sources of

uncertainties are described in the following and summarized in table 7.2, 7.3. They are taken

into account in the three years of the analysis [21].

7.3.1 The experimental uncertainties

• Uncertainty on the measurement of integrated luminosity: it’s value varies from 2.3%

to 2.6% depending on the data taking period [206–208]. It affects both signal and

background, but doesn’t affect the background estimation from data. This uncertainty

is used as a normalization uncertainty on the event yield.

• Uncertainty on the lepton identification and reconstruction efficiency: it ranges from

1 to 2.5% and from 11 to 15.5% on the overall yields, in the 4 µ and 4e channels,

respectively. It arises from variations of the fit method, tag pT selection, and Z boson

mass window while using the “tag-and-probe” technique [188]. This uncertainty is used

as a normalization uncertainty on the event yield.

• Experimental uncertainty for the reducible background estimation discussed in section

6.4.4, that varies between 30% to 41% depending on the final state. This uncertainty

is used as a normalization uncertainty on the event yield for the Z+X background.

• The uncertainty on the pmissT reconstruction: it is estimated by varying the energies of

the PF objects used in the pmissT calculation within their uncertainties as suggested by

the JET MET physics object Group and propagating those variations to the final pmissT
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Figure 7.9: BDT score for different signal hypothesis and different stacked backgrounds for

LM (left) and HM (right) regions for 2016 (top), 2017 (middle) and 2018 (bottom).
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Figure 7.10: The pmissT distribution for all the background together are shown after passing

the mono-Higgs selection and after varying the following uncertainty sources up and down

(from left to right, from top to bottom): muon energy, electron energy, photon energy, jet

Energy, jet resolution and unclustered jet energy.

distribution after the full mono-Higgs selection as shape uncertainties. The sources

of uncertainties are (jet Energy - jet resolution, muon energy, electron energy, photon

energy, unclustered jet energy). Each source is varied up and down by one standard

deviation of its input distribution. Figure 7.10 shows the pmissT distribution after passing

the mono-Higgs selection where each source of uncertainty is varied up and down for

all the background together.

• The BDT discriminator shape uncertainty: it is estimated by checking the impact of

systematic uncertainties on the BDT input variables on the shape of the BDT output.

The uncertainties on the energy of the PF objects used in the the pmissT calculation are

varied up and down by one standard deviation of its input distribution. The BDT were

fed with the nominal inputs (no systematic uncertainty shifts applied) and fed with

±σ shifts from the nominal inputs. Figure 7.11 shows the BDT score distribution after

passing the mono-Higgs selection when each source of the pmissT uncertainty is varied

up and down for all the backgrounds together.
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Figure 7.11: The BDT score distribution for all the background together after passing the

mono-Higgs selection and after varying the following uncertainty sources up and down (from

left to right, from top to bottom): muon energy, electron energy, photon energy, jet Energy,

jet resolution and unclustered jet energy.

Table 7.2: Summary of experimental systematic uncertainties.

Experimental uncertainties

Type 2016 2017 2018

Luminosity 2.6% 2.3% 2.5%

Leptons ID and reco eff. 1.6 - 15.5 % 1.1 - 12.1 % 1.0 - 11 %

pmissT uncertainties

Jet energy scale shape shape shape

Jet energy resolution shape shape shape

muon energy shape shape shape

electron energy shape shape shape

photon energy shape shape shape

unclustered jet energy shape shape shape

Reducible background (Z+X) 30 - 41 % 30 - 38 % 30 - 37 %
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7.3.2 Theoretical uncertainties

Those uncertainties affect both signal and background processes [209], they are used as a

normalization uncertainty. They are described in the following and summarized in table 7.3.

• the uncertainty from the choice of the PDF set is determined by calculating the root

mean square of the variation when using different replicas of the default NNPDF set,

following the PDF4LHC recommendations [210];

• the uncertainty from the renormalization and factorization scale is determined by vary-

ing these scales between 0.5 and 2 times their nominal value [211];

• the uncertainty on the K factor used for the ggZZ samples is applied [21];

• the uncertainty on the branching ratio of Higgs decay to ZZ to four leptons is applied

to the yields of all Higgs processes [21].

7.3.3 Impact of systematic uncertainties

In any analysis, an important step is to blind the analysis since looking at data in the signal

region could introduce a bias when defining the event selection as mentioned in 6.5. Blinding

the analysis is a standard procedure in CMS Collaboration. Once the analysis procedure is

well defined, it is possible to look at data in the signal region, the unblinding process. An

important step is to check the impact of the systematic uncertainties on the sensitivity of

the analysis before looking at data. This effect is measured by measuring the change ∆µ

induced in the signal strength µ when varying each source of systematic uncertainties θ by

1 σ. This is done using Asimov data from pseudo experiments without looking at the data.

Figure 7.12 shows the impact of the systematic uncertainties used in the analysis on the

signal strength. The left panel lists the names of the uncertainties, the middle panel shows

the pulls of each each source of systematic uncertainties, defined as the difference between its

maximum likelihood estimation and its nominal value, divided by the uncertainty, and the

right panel shows the impacts of each nuisance parameter on the signal strength value [218].

The middle panel shows that no parameter is significantly pulled away from its nominal value.

The largest impact comes from uncertainties related to pmissT .

This chapter presented the Multivariate approach “Boosted Decision Trees” used to better

discriminate between signal and background events exploiting different kinematic observables

to improve the sensitivity of the analysis. In addition, the sources of systematic uncertainties

affecting the results are presented. The BDT discriminator distributions will be used to

extract the 95% C.L. upper limits on the signal strength in the next chapter. Moreover the

exclusion limits were driven by using the cut-based analysis results and compared to those

obtained from the MVA approach.
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Table 7.3: Summary of theory systematic uncertainties.

Theory uncertainties

PDF set ggH 1.8 %

QCD scale ggH 4.4 - 6.5 %

PDF set VBF 2.1 %

QCD scale VBF 0.3 - 0.4 %

PDF set ZH 1.6 %

QCD scale ZH 2.7 - 3.5 %

PDF set WH 1.3 %

QCD scale WH 0.5 %

PDF set ttH 3.6 %

QCD scale ttH 6.0 - 9.2 %

PDF set qqZZ 3.1 - 3.4 %

QCD scale qqZZ 3.2 - 4.2 %

Electroweak correction qqZZ 0.1 %

PDF set ttW 25 - 37.5 %

QCD scale ttW 3 - 4 %

PDF set ttZ 7 - 14 %

QCD scale ttZ 2 - 3 %

PDF set VVV 2 - 17 %

QCD scale VVV 3 %

PDF set ggZZ 3.2 %

QCD scale ggZZ 4.6 - 6.7 %

Electroweak correction ggZZ 10 %

PDF set Mono-H 1.6 - 3.2 %

QCD scale Mono-H 0.05 - 0.3 %
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Figure 7.12: Impacts of each source of systematic uncertainties on the signal strength value

for signal sample from LM region (top), HM region (bottom) for full RunII.
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8 Final Results

At this point, we got all the ingredients to start the statistical analysis. Since we performed

the selection of the events in the signal region, the estimation of the backgrounds and a

description of systematic uncertainties, we can finally proceed to the interpretation of the

results as upper limits on the signal strength for the dark matter model under study. These

limits can allow the exclusion of some points of the parameter space of the model chosen.

Before the interpretation of the results, next section discusses the statistical method used in

the analysis [212,213].

8.1 The statistical method

The statistical procedure used for this search is the frequentist profile likelihood approach

adopted by the CMS and ATLAS collaborations in the context of the LHC Higgs Combination

Group [214] during Run I. Starting from the final yield in the signal region, we consider

the expected signal yield and total backgrounds yield in the signal region given by s , b

respectively. In the analysis binned distributions are used, so s, b represent the event yield

obtained in all the bins of the distributions used in the three final states. The values of s and

b are affected by the systematic uncertainties that have been already discussed in section 7.3,

so s and b are functions of those parameters. The systematic uncertainties are considered as

nuisance parameters θi called collectively as θ. The estimation of the nuisance parameters is

done from a priori “separate” measurements that are independent of the measurement of the

signal region and are denoted as θ̃i. To determine how signal or background events like the

experimental observations are, we define a test statistic based on likelihood function L given

by:

L(n, θ̃|µ, θ) = Poission(n|µs+ b).p(θ̃|θ) (8.1)

where n represent the observed data or Asimov data (from pseudo experiment). The

probability density function P(θ̃|θ) is the probability to measure a set of nuisance parameters

θ̃ given its true value θ. The form of the Poisson term in equation 8.1 is given by:
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Poission(n|µs+ b) =
∏
j

(µsj + bj)
nj

nj !
e−(µsj+bj) (8.2)

where the product runs over all bins j for the binned distributions.

A statistic test is performed to determine the existence or absence of a signal in the

observed data. The test is performed under two hypotheses: the presence of the signal

Hs+b or the absence of the signal Hb where s, b denote the expected signal and the total

background. The test statistic is used to set an upper limit on the signal production cross

section (or, equivalently, on the signal strength µ which represents the ratio of the measured

cross section σ and the value predicted by the theory model µs = σ/ σth). To set a limit

on the signal existence, we need to find the value of µ for which the Hs+b hypothesis can be

excluded in favor of the Hb. In opposite, if we want to quantify a signal excess, we express

the compatibility of the observed data with the Hb hypothesis in terms of a probability or

p-value.

The test statistic qµ used to set exclusion limit is defined from the likelihood given in

equation 8.1 and can be expressed as:

qµ = −2ln
L(n|µ, θ̂µ)

L(n|µ̂, θ̂)
, 0 6 µ̂ 6 µ (8.3)

where θ̂µ in the numerator represents the value of the nuisance parameter θ that maximizes

the likelihood function for a fixed µ, the parameters µ̂ and θ̂ in the denominator are the ones

which maximize L and n refers to the events from the observed data or obtained from a

“pseudo-experiment”. The likelihood function θ̂µ is the product of Poisson probabilities

for number of events (observed or simulated), given the expected signal and background or

background only hypothesis as given in equation 8.2 [215].

Exclusion limits are computed in this analysis using qµ in the modified frequentist criterion

CLs [216, 217]; the exclusion limits are calculated at 95 % confidence level (CL), by using

equation 8.3 to calculate the observed value of the test statistic qobsµ (from data n), and to

calculate the probability for qµ to be equal or larger than qobsµ under the hypothesis of signal

and background H(µs + b) or background only Hb hypothesis, such as :

CLs+b(µ) = P (qµ > qobsµ |Hµs+b)

CLb(µ) = P (qµ > qobsµ |Hb)
(8.4)

From the previous equation the CLs can be defined as:

CLs(µ) =
CLs+b(µ)

CLb(µ)
(8.5)

A signal of strength µ is said to be excluded at a confidence level (CL) of α if CLs(µ) < 1

- α, we are using α= 0.95 so the 95 % CL upper limit on µs is defined as the signal strength

value that gives CLs = 0.05.
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Table 8.1: Number of expected background and signal events after applying the full Mono-

Higgs selection. Signal samples with MA = 300 GeV, Ma = 150 GeV, Mχ = 10 GeV.

Process 2016 2017 2018

H → ZZ → 4l 63.2 ± 5.57 77.9 ± 6.9 104.5 ± 9.2

Zγ,ZZ 38.5 ± 2.49 47.9 ± 3.1 67.7 ± 4.4

TTV 0.43 ± 0.077 0.55 ± 0.09 0.89 ± 0.13

VVV 0.08 ± 0.04 0.05 ± 0.03 0.04 ± 0.02

H →WW → 2l2ν 0.028 ± 0.003 0.32 ± 0.009 0.44 ± 0.008

Z+X 15.54 ± 3.5 15.4 ± 3.17 22.67 ± 4.0

signal : tanβ = 1, sin θ = 0.35 2.04 ± 0.072 2.4 ± 0.08 3.0 ± 0.11

signal : tanβ = 0.5, sin θ = 0.35 7.8 ± 0.28 9.8 ± 0.36 12.5 ± 0.45

signal : tanβ = 0.5, sin θ = 0.7 3.3 ± 0.12 3.9 ± 0.14 4.97 ±0.18

8.2 Event yields and final distributions

The final yields obtained after the full event selection, as expected from signal and from the

backgrounds, estimated both from simulation and from data ( Z+X processes) are summa-

rized in Table 8.1, the total uncertainty (statistical+systematic) is quoted for the simulated

signal and background samples as well as for the Z+X estimation. The final distribution

of the pmissT after applying the mono-Higgs event selection is shown in Figure 8.1 for 2016

(top left), 2017 (top right), 2018 (bottom left) and full run II combined together (bottom

right). The background distributions from simulated processes are stacked; the simulated

DM signals are also superimposed, we can see that the signal started to peak at the tail of

the distribution. The SM Higgs background and the ZZ non resonant production are the

most important sources of background in the signal region besides a contribution from the

reducible background.

8.3 Exclusion limits

In the analysis the results are extracted using a binned maximum likelihood fit performed both

on the pmissT distribution and also on the MVA output distribution in the signal region. The fit

is performed separately per channel (4µ, 4e, 2e2µ), for their combination and for different year

of data collection. The sources of systematic uncertainties are treated as nuisance parameters

in the fit. Some systematics affect the normalization while other systematics affect the shape

of the pmissT distribution or the MVA output distribution. The shape uncertainty affecting

the distribution can be modeled by changing in the simulation the parameter affected by

the systematic to its most probable value plus (minus) its uncertainty. Two new spectrums

are obtained corresponding to ±1σ above (below) the distribution obtained with the best

163



CHAPTER 8. FINAL RESULTS

Figure 8.1: Missing transverse energy distribution pmissT in the Mono-Higgs signal region after

applying all the selection cuts for 2016 (top left), 2017 (top right), 2018 (bottom left) and

full Run II (bottom right).
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estimate of the parameter (central distribution) as described in 7.3.

The number of events for signal and background processes in the mono-Higgs signal region

for the three years are summarized in table 8.1. Those results and the pmissT distribution are

used to derive the upper limit on the signal strength. Figure 8.2 shows the 95 % CL upper

limit on the signal strength for the combination of the three final states in the full Run II

analysis. The top figure shows the 95 % CL upper limit on the signal strength as a function

of the heavy pesudoscalar mass “A”, and different curves correspond to different mass values

of the light pesudoscalar “a”. Better sensitivity is observed in lower values of the mass of

the light and heavy pesudoscalars, while the sensitivity of the analysis is limited in the high

mass region. The left bottom plot shows the 95 % CL upper limit on the signal strength

as a function of tanβ values, and different curves correspond to the different mass values of

the light pesudoscaler “a”, while the bottom right plot shows the 95 % CL upper limit on

the signal strength as a function of tanβ values, and different curves correspond to different

values of sinθ. The analysis can exclude the signal sample with the parameters tanβ = 0.5

for ma = 150 GeV, mA = 300 GeV and sinθ = 0.35.

To increase the sensitivity of the analysis the results extracted using BDT distributions

instead of pmissT distribution. Figure 8.3 top shows the 95 % CL upper limit on the signal

strength as a function of the heavy pesudoscaler mass “A”, different curves corresponding to

different mass values of the light pesudoscalar “a”. The best sensitivity is observed in lower

values of the mass of the light and heavy pesudoscalars, while the sensitivity of the analysis

is limited in the high mass region. The left bottom plot shows the 95 % CL upper limit on

the signal strength as a function of tanβ values, where the different curves correspond to the

different mass values of the light pesudoscaler “a”, while the bottom right plot shows the 95 %

CL upper limit on the signal strength as a function of tanβ values, where the different curves

correspond to different values of sinθ. An increase of the sensitivity is observed in some

points of the parameter space after using the BDT distribution. The gain in the sensitivity

after using the BDT approach is shown in the next section.

8.3.1 Limit comparison

After performing the shape analysis and extracting the upper limits by using both the BDT

shapes and the pmissT distribution as input, a comparison between the two methods is per-

formed to check the gain obtained with using the BDT discriminator. The gain is defined as

the ratio between the upper limit obtained using the BDT shapes over the one obtained by

using the pmissT distribution, if the gain value > 1 this means a better sensitivity. Figure 8.4

top shows the gain as a function of the heavy pseudo-scalar mass MA which indicates that

the BDT approach improves the sensitivity between 20% and 40% in the low mass region

for different mass points while a loss in the sensitivity is reached in the high mass region.

This decrease in the sensitivity comes from the fact that the statistics of the signal sample at

high mass region is limited. Anyway, the analysis has a limited sensitivity in the high mass
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Figure 8.2: The 95 % CL upper limit on the signal strength for the combination of the three

final states and three years of data taken as a function of: (top) the heavy pesudoscaler mass

”A” and different mass values of the light pesudoscaler ”a”, (bottom left) tanβ values and

different mass values of the light pesudoscaler ”a”, (bottom right) tanβ values and different

values of sinθ.
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Figure 8.3: The 95 % CL upper limit on the signal strength for the combination of the three

final states and three years of data taken as a function of: (top) the heavy pesudoscaler mass

”A” and different mass values of the light pesudoscaler ”a”, (bottom left) tanβ values and

different mass values of the light pesudoscalar ”a”, (bottom right) tanβ values and different

values of sinθ.
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Figure 8.4: The gain obtained in the sensitivity from using BDT approach in shape analysis

rather than using pmissT distributions.

region compared to the low mass region. The bottom plots shows the gain as a function of

the tanβ values, and the BDT approach improves the sensitivity between 20% and 40% for

all the tanβ values.

As it can be observed, the sensitivity of the Mono-Higgs, H → ZZ → 4l, search to the

predictions of the 2HDM+a model is limited and only one point of the parameter space of

the model can be excluded at 95% CL. The limitation of the sensitivity reflects the fact that

the H → ZZ → 4l branching ratio is very small, but when the analysis will be combined

with other Higgs decay channels analysis, it will become possible to exclude more points of

the parameter space of the 2HDM+a model.

8.4 Perspectives for RunIII and HL-LHC

According to the timeline for the LHC and HL-LHC operation shown in Figure 2.2, the LHC

is scheduled to operate in 2022 after long shut down “LS2”; this operation period is known as

“Run III” where the expected integrated luminosity is 300 fb−1. This period of data taken
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will be followed by a period of long shutdown for the LHC upgrade known as “LS3”. After

LS3 the LHC operation will start again with a goal of increasing the integrated luminosity

by factor 10 and expected to collect 3000 fb−1 of data at center of mass energy
√
s =14

TeV. This increase of the luminosity is a good opportunity to study rare physics processes.

During the LS3 phase, the CMS subdetectors will be upgraded, in addition to an upgrade of

the trigger system which will lead to an improvement of the CMS overall performance.

The aim of this section is to check the sensitivity of the Mono-Higgs analysis during

Run III and HL-LHC periods after collecting a huge amount of data. The results will be

measured as an upper limit on monoHiggs signal strength after extrapolating the results

obtained in 2018 analysis to higher luminosity values. We will present the results according

to two scenarios as follow:

• Senario 1 “S1”: this is a pessimistic scenario where we assume that the systematic

uncertainty will not be changed, only an increase in the integrated luminosity is con-

sidered.

• Senario 2 “S2”: this is an optimistic scenario where we consider that the systematic

uncertainties will decrease after collecting large amount of data and the sub-detectors

upgrade. In this scenario, we assume that the systematic uncertainty on lepton recon-

struction and identification to be decreased to 1 %, the uncertainty on the integrated

luminosity to be decreased to 1 %, the uncertainty on the background estimated from

data driven method to be decreased to half of its value in 2018 analysis and the shapes

uncertainties on the missing energy to be neglected. We will leave the theoretical un-

certainties untouched.

In this study, we didn’t take into account the increase of the production cross section

of the physics processes after increasing the center of mass energy from 13 to 14 TeV. This

increase in the energy can result on a limited gain but we will keep the normalization of the

processes to the corresponding cross section at 13 TeV. The results are extracted using a

binned maximum likelihood fit performed on the pmissT distribution.

Figure 8.5 shows the 95 % CL upper limit on the signal strength as a function of the heavy

pseudoscalar mass “A” for different years of data taken and for RunIII, HL-LHC periods

taking into account scenario 1. The figure shows the gain in sensitivity obtained with the

increase of the integrated luminosity. According to S1, the increase in the analysis sensitivity

is limited during Run III while it improves significantly during HL-LHC period. Figure 8.6

shows the results taking into account S2 where a reduction of systematic uncertainties have

been assumed. In this plot, the S2 is only valid for RunII and HL-LHC phases. Also the

results are pessimistic for Run III and a significant gain obtained in HL-LHC period. To have

an idea about the impact of the reduction of systematics, a comparison between S1 and S2

results is shown in Figure 8.7. The reduction of the systematics uncertainties reflects a very

limited gain in sensitivity between 2- 4 % in the low mass region, which indicates that the
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Figure 8.5: The 95 % CL upper limit on the signal strength for different data taken period

according to scenario 1 as described in the text.

gain in sensitivity obtained in HL-LHC phase is totally driven by the statistical uncertainties.

The results of Run III are discouraging because they indicate a little improvements in the

sensitivity while a significant gain is expected in the HL-LHC phase. We still can have a

hope of an improvement with increasing the center of mass energy and using a multivariate

analysis that already reflected an increase of sensitivity in Run II analysis.

This chapter provided a description of the statistical procedure used to extract the final

results. The results of the MonoHiggs ZZ → 4l analysis have been presented as an upper

limit on the signal strength using the cut based analysis and MVA approaches moreover;

a comparison between the obtained results has been presented. A prospective view on the

MonoHiggs analysis during RunII and HL-LHC is presented. At this point, we reached the

end of our journey in this thesis and I will summarize the results obtained during this journey

in the next chapter.
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Figure 8.6: The 95 % CL upper limit on the signal strength for different data taken period

according to scenario 2 as described in the text.
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during Run III and HL-LHC phase.

171



CHAPTER 8. FINAL RESULTS

172



Summary and Conclusions

Cosmological observations indicate the existence of the dark matter in our universe. Those

measurements don’t provide information about the Dark Matter (DM) nature, but they

provide constraints on its properties. The Standard Model (SM) of particle physics which is

considered as a successful theory doesn’t provide any dark matter candidate. Therefore, new

physics models beyond the SM theory are needed to overcome this limitation. If the DM

interacts with SM particles, it can be produced in proton proton collision at colliders such as

Large Hadron Collider (LHC). This provides a good opportunity to study the dark matter

interactions in detail. The discovery of the Higgs boson opened a new window for the dark

matter search at LHC, if the DM particles have mass and interact through the weak force

they can couple to the Higgs boson.

In this thesis, the search for DM particles produced in association with a Higgs boson has

been presented. The search is performed using proton proton collision data collected by CMS

experiment during Run II and corresponding to total integrated luminosity of 137 fb−1 at

center of mass energy 13 TeV. The Higgs boson decay channel considered in the search is the

Higgs decay to a pair of Z bosons which decay to four leptons with three possible final states

(4µ, 4e and 2e2µ) plus significant amount of missing transverse energy. This search is called

“Mono-Higgs” search, where the Higgs boson is used to tag the reconstructed event. Although

this decay channel suffers from low branching ratio, it has the advantage of clean final state

with relatively small background contamination. The analysis strategy consists of defining

a signal region where dark matter signal is enhanced over the standard model backgrounds.

The signal region selection is performed by exploiting the kinematic difference between the

dark matter signal and the background processes. One signal model (Two Higgs doublet

model extended by light pseudoscalar denoted as “2HDM+a”) has been used as benchmark

model to interpret the results. This model has been inspected in the Higgs→ ZZ→ 4l decay

channel in CMS in this thesis, for the first time. In this model, a heavy pseudoscalar A is

produced from proton proton collision by gluon gluon fusion or quark-antiquark annihilation

and decays to SM Higgs boson and a light pseudoscalar a, which in turn decays to a pair of DM

particles χ. To increase the analysis sensitivity, multivariate analysis techniques, specifically

boosted decision trees, were used. The results obtained are interpreted as an upper limit on

the Dark Matter signal strength. By using the boosted decision trees the analysis sensitivity

is increased by 20 - 40 %. Even if the analysis is limited by the low branching fraction of
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the Higgs decay, it is able to exclude one signal point of the parameter space. The analysis

showed high sensitivity in low mass region of the heavy pseudoscalar A; when the analysis

will be combined with other Higgs decay channels analyses, it will become possible to rule

out more points of the parameter space of the 2HDM+a model.

Besides the dark matter analysis, an aging study is presented to certify the present CMS

Resistive Plate Chambers (RPC) system for High Luminosity Large Hadron Collider (HL-

LHC) operation. During the HL-LHC period, the present CMS RPC system will be subjected

to background rates higher than those for which the detectors have been designed, which could

affect the detector properties and induce aging effects. To study whether the present RPC

system can sustain the hard background conditions during the HL-LHC running period, a

dedicated longevity test is ongoing at the CERN Gamma Irradiation Facility, where a few

spare RPCs are exposed to high gamma radiation for a long term period to mimic the HL-LHC

operational conditions. During the longevity test, the main detector parameters were contin-

uously monitored as a function of the integrated charge. After collecting a significant amount

of the total irradiation, around 89 % (this presents accumulated charge already correspond

to twice the maximum expected integrated charge at HL-LHC), the detector parameters and

performance are stable and no evidence of any aging effect has been observed. Within few

months, the analysis will conclude the certification of 1056 Resistive Plate Chambers for op-

eration at High Luminosity Large Hadron Collider period after collecting the missing amount

of irradiation to complete the test.

Final remark

The analysis presented in this thesis represents the search for dark matter particles in the

mono-Higgs (ZZ) decay channel for the CMS full Run II data. Despite the low branching

ratio of the Higgs decay to four leptons, the analysis is able to to rule out one signal point

of the parameter space. An official signal sample with high statistics would improve the

analysis sensitivity especially in the high mass region of the heavy pseudoscalar A where the

analysis loses a part of sensitivity due to the low statistics of the private signal samples. The

combination of the mono-Higgs (ZZ) analysis with the other mono-Higgs channels (bb, γγ,

ττ and WW ) will increase the analysis sensitivity and would be able to exclude more points

of the parameter space. The analysis will continue during Run III and with the huge data

expected at High Luminosity LHC, we hope to obtain new results and observe new physics.
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