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Abstract
Industrial Systems (ISs), ranging from manufacturing lines to more advanced networks,
increasingly require smarter and smarter control mechanisms due to the complexities
of modern industrial automation. However, traditional model-based techniques often
fall short in capturing the complexities of these systems due to the inherent system
nonlinearities and the exponential growth of process data. As a result, Data-Driven (DD)
technology has emerged as a pivotal enabler for the digital transformation of modern ISs,
promoting integrated and adaptive control solutions compliant to the so-called Industry
4.0. This evolution introduces advanced technologies, including Internet of Things,
Machine Learning, and cyber-physical systems –especially Digital Twin–, which together
allow systems to adaptively respond to real-time production demands and environmental
changes.

Despite DD methodologies represent a promising alternative for improving system
control and diagnostics, as well preserving process performance by leveraging real-time
data, several technical limitations hindering their widespread application in real-world
systems still exist. Within such a context, this thesis investigates the potential of DD
methods for monitoring and controlling ISs, addressing their most modern challenges. To
this aim, two primary research directions are pursued.

The first part of the thesis explores DD dynamic modeling for process control,
developing indirect DD control methods for optimizing the process performance.
Contributions in this direction include (i) the design of Model Predictive Control techniques
for the deep drawing process, which significantly enhances process efficiency and product
quality, and (ii) a robust control scheme for input-affine nonlinear systems using Subspace
Identification of Nonlinear Dynamics and online Semi-Definite Programming. This control
approach offers superior stability and performance for such a class of nonlinear models
without approximating their dynamics.

The second part of the thesis investigates DD adaptive control and fault detection
methods for preserving the performance of industrial processes. This includes (i) an
Adaptive Model Predictive Control for Hydraulic Servo Actuators (HSAs) based on
flow control valves, and (ii) a novel Model Reference Adaptive Control framework for
multi-chamber HSAs based on pressure control valves. Additionally, (iii) a new Adaptive
Constrained Clustering algorithm is introduced for the real-time fault detection of ISs,
effectively distinguishing between nominal and non-nominal working conditions in a
dynamic operational context.
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Chapter 1

Introduction

I
Despite a unified definition has not yet been formalized, Industrial Systems (ISs)

can refer to a production line, an entire workshop, or any type of machining system
characterized by systematization and automation features. The former involves organizing
manufacturing resources and related elements to construct an organic whole, while the
latter pertains to the use of automated procedures in the process [1]. Effectively, an IS is
generally referred to a complex network operating automated control systems [2].

Industrial automation, defined as automation for ISs, generally involves the five-
levels pyramidal classification shown in Fig. 1.1. At the base of the pyramid is the
field level, consisting of physical devices (e.g., sensors and actuators) used to generate
data and handle the physical operations of the industrial facility. The second level
of automation (i.e., control level) is responsible for controlling the processes and is
usually based on Programmable Logic Controllers (PLCs). Further, the supervisory level
implements Supervisory Control And Data Acquisition (SCADA) systems to monitor
and control the IS while collecting information remotely. The planning level leverages
the Manufacturing Execution System (MES) to oversee the entire manufacturing process,
from raw material usage to on-time product delivery. At the top of the automation
pyramid is the management level, which utilizes the Enterprise Resource Planning (ERP)
software –a comprehensive management system that integrates and manages all business
processes within the factory [3].

The data exchange is typically limited to adjacent levels and this hierarchical
classification does not support the integration of multiple vendors. Therefore, these
layers are not fully interconnected, leading to inefficiencies and suboptimal decision-
making. To address these issues, enabling technologies from the ongoing fourth Industrial
Revolution have emerged as key factors in improving integration and efficiency [4].

1.1 From Industry 4.0 to Industry 5.0: New Frontiers in Industrial
Automation

The term Industry 4.0 (or fourth Industrial Revolution) was coined in 2011 by Wolfgang
Wahlster, a full professor in Computer Science at Saarland University. It refers to the
digital transformation of industrial processes exploiting automation, interconnection, and
real-time process optimization [5]. The key enabling technologies include Internet of
Things (IOT), Machine Learning (ML), Artificial Intelligence (AI), Big Data (BD), cloud
computing, cyber-physical systems, and cybersecurity [6], [7]. To this aim, the fourth
Industrial Revolution is based on the digitization of industrial processes and machines for
enhancing their operational efficiency, productivity, and automation compared to previous
eras [8]. This transformation results in smart, fully connected, and Data-Driven (DD)
ISs.

As a result, ISs have evolved into the concept of smart ISs, defined as “fully-integrated,
collaborative and responsive operations that respond in real-time to meet changing demands
and conditions in the factory, in the supply network, and in customer needs via data-
driven understanding, reasoning, planning, and execution of all aspects of manufacturing
processes, facilitated by the pervasive use of advanced sensing, modeling, simulation, and
analytics technologies” [9]. By utilizing advanced sensing, data processing, and decision-
making technologies, these systems are capable of producing manufacturing operations
that respond on demand independently [10].

Based on the above definition, the key features of such systems include digitization (i.e.,
the use of multiple sensing systems, simulation, and analysis), cyberization (i.e., on the
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Figure 1.1: Five-level pyramidal classification of industrial automation [3].

Figure 1.2: Stages of Industrial Revolution [4].

one hand, the interconnection of all the key manufacturing resources aimed at information
exchange and instruction provision, on the other hand, on the systems automation),
and intellectualization (i.e., the application of perception, analysis, decision making, and
related functions based on intelligent methods and adaptive responses to changes in
production requirements and manufacturing environment) [1].

Moreover, as the world struggles to fully leverage the potential of Industry 4.0, some
practitioners and researchers are starting to envision the next Industrial Revolution,
referred to as Industry 5.0 [5] (Fig. 1.2). While Industry 4.0 focuses on digital connection
of industrial machines to facilitate the data flow and achieve optimal performance,
Industry 5.0 aims at reintroducing humans into these systems (such as through human-
robot collaboration), ultimately making manufacturing processes more sustainable [11],
[12] and human-friendly [13].

1.2 Monitoring and Controlling Industrial Systems in the Digital Twin
Era

The real-time digitization of the production environment has emerged as a significant
challenge in addressing the goals of the fourth Industrial Revolution. To this aim, Digital
Twin (DT) has been used by research and industries as an enabling technology for
developing the so-called DT-based ISs. In [1], a novel definition of these systems is
proposed as “smart manufacturing systems where the physical entities are paired to digital
models. The system analysis, decision-making, and control are based on digital models
with strong observability, representability, and computability, making the manufacturing
process monitoring more transparent, the analysis more thorough, and the control more
accurate”. Compared to traditional smart ISs, DT-based ISs incorporate additional
properties of fusion (i.e., a multi-disciplines approach with high-fidelity multi-physic
models) and interaction (i.e., between physical and virtual entities) [14]. With these
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Figure 1.3: Digital Twin history timeline [18].

perception and cognitive abilities, DTs enhance automation, monitoring, and control of ISs
during production more effectively than traditional approaches, providing an innovative
and holistic perspective [15].

1.2.1 Basics of Digital Twin
The concept of twinning a physical model was introduced for the first time by NASA
during the Apollo mission in the 1960s [16]. Nonetheless, the history of DT officially
began in 2003 thanks to Michael Grieves, a researcher and Executive Director at Digital
Twin Institute, who defined it as “a virtual and digital representation equivalent to a
physical product” [17]. Then, in 2012, NASA further formalized the DT concept, defining
it as “a Multi-physics, multi-scale, probabilistic, ultra-fidelity simulation that reflects, in a
timely manner, the state of a corresponding twin based on the historical data, real-time
sensor data, and physical model”. The theoretical development of DTs can be divided
through three stages: formation, incubation and growth, as illustrated in Fig. 1.3 [18]. The
formation stage, which spans from 2003 to 2010, saw limited publications on the topic; the
incubation stage, ranging in period 2010-2016, saw increased interest and exploration; and,
since 2016 the growth stage has propelled DTs from conceptual frameworks to practical
applications [19].

Despite many applications of DTs are documented in the related literature, only a few
delve deeply into the underlying technological aspects. A comprehensive classification
is given in [20], where DTs are defined as virtual machines (or computer-based models)
capable of simulating and mirroring or, twinning, the behaviour of any physical entity
(e.g., an IS, product, or object). Therefore, a DT represents not only a simple model for
simulations of the real system, but it is considered as a dynamic, intelligent, and evolving
representation of a physical component [21].

To this aim, the entire life-cycle of the physical counterpart under monitoring and
control needs to be continuously observed and supervised. Thus, the so-called twinning
process operates on continuous interaction, communication, and synchronization between
the physical system, its virtual model, and the surrounding environment. As a consequence,
DT theory covers a large range of fields, including BD, ML, and AI, IoT, mechanics,
control theory, and so on [20].

1.2.2 Models and Features
Although a unified framework has yet to be agreed upon by researchers, one of the
most comprehensive architectures is proposed in [19], encompassing the following five
dimensions:

• Physical Entity (PhE)
• Virtual Entity (VE)
• Data
• Connection and Integration (CN)
• Services.
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Figure 1.4: Digital Twin framework of [19] proposed by Qui et al. [18].

In this framework, the PhE represents the physical system (e.g., an IS or component),
which is necessary for creating its corresponding VE. The latter, in turn, supports
simulation, decision making, control, and monitoring (i.e., services) by exchanging data
through CN tools (see Fig. 1.4).

Nonetheless, significant technological challenges remain in implementing a true DT
application. The related literature mostly focuses on data exchanges, modeling, and
simulation methods.

Connection modeling theories are useful for maintaining a constant connection between
PhE, VE, and DT data. A typical connection model includes data transmission, format
conversion, and data source protection. Specifically, interactions between PhE-PhE and
VE-VE are discussed in [19]–[22]: PhE-PhE connection allows VE to be dynamically
optimized along with PhE in real-time, while VE-VE connection considers networks of
multiple VEs that share information, thus enabling multi-DT collaboration. Moreover,
other types of DT connections are discussed in [18], including links between each entity
previously described (i.e., PhE-DT Data, PhE-DT Services, VE-DT Data, VE-DT Services,
and DT Services-DT Data). To achieve effective real-time cyber-physical synchronization,
strong data optimization processes are needed to extract salient values from raw data
streaming from the DT [20].

Modeling is at the core of design a DT, utilizing tools such as semantic data models
and physical models. Semantic data models are trained by known inputs and outputs,
and rely on AI methods. On the contrary, physical models require a comprehensive
understanding of physical properties and their mutual interactions. Thus, a multi-physics
modeling approach is essential for building high-fidelity DT models [23]. Nonetheless, a
key issue in DT modeling lies in balancing a simplified virtual model with the complex
(real) behaviour of the PhE. A practical solution uses flexible modeling approaches in a
modular way. For example, authors in [24] propose to add black-box modules to the main
simulation model, activating different models only as needed. To balance computational
efficiency and accuracy, it is essential to identify which components are critical for the
system functionality and adjust each component’s modeling level accordingly, before
creating a DT model [25]. Alternatively, authors in [26] propose physics-based models
to achieve high precision assembly production. Overall, DT modeling usually combines
physics-informed and black-box (or grey-box) approaches, merging physics and data
information to develop high-fidelity DT models across various modeling levels.
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Finally, DT simulation involves real-time, bidirectional interaction between the PhE
and its corresponding VE. To this aim, authors in [27] present a high-level dynamic
framework for efficient data exchange between heterogeneous systems. Furthermore, an
anchor-point to unify data from mechatronic components across interdisciplinary domains
is introduced in [28]. Differently from traditional simulations, DT-based simulations
use real-time data directly acquired from the physical system [29]. Among the enabling
technologies, image recognition and laser measurement are frequently recommended
for capturing parameters of the PhE [30]. Multi-physics and multi-scale simulations
still represent one of the most important views of DTs, emphasizing integration across
different levels of detail and life-cycle phases within a holistic framework [31]. A
DT enables interfacing with different models and data in a multi-scale manner while
maintaining consistency. Nevertheless, most of the existing works regarding DT multi-
physics simulation usually treat integration of different models as a simple input-output
relationship, which, while simplified, still yields effective results [32].

1.2.3 Digital Twin for Industrial Systems
Within the Industry 4.0 context, DT represents a key enabling factor for enhancing
industrial automation through holistic simulations and virtual mirroring of physical
systems [33]. While technological advancements have achieved high-levels of manufacturing
automation, today’s manufacturing elements are increasingly context-aware, requiring
the ability to communicate with their environments to make intelligent and autonomous
decisions [34]. This evolution has led to numerous new concepts, paradigms, and
frameworks within the field.

A DT can contribute to industrial processes throughout the entire life-cycle by
supporting the following key tasks:

• Real-time state monitoring: by comparing simulated data from the VE with real
data collected from the PhE, DTs can help identify failure modes. Historical,
real-time, and predicted data are integrated to track past performance, monitor
current states, and predict future outcomes with high-fidelity models. To this
aim, information perception [35], augmented reality [36], and three-dimensional
visualization technologies [37] assist in understanding complex situations and making
optimization decisions.

• Production control : DTs enable intelligent and real-time control by connecting the
PhE to VE, potentially reducing the reliance on a central MES [33].

• Fault detection, diagnosis, and predictive maintenance: combining data and physics-
based methods, DTs offer cooperation of multi-physics models, enabling real-time
high-fidelity environment-aware responses of the system. Key techniques in this
domain include deep transfer learning [38], dynamic Bayesian network [39], and
nonlinear dynamics [40].

Upon the above discussion, it is clear that DTs enable the implementation of smart
control strategies, with real-time data perception and high accuracy modeling, meeting
the demands of today’s complex manufacturing systems [41], [42]. Moreover, in the
service phase, DTs help manage decentralized products that are out of control from
manufacturers and suppliers, overcoming challenges related to data access and continuous
closed-loop streaming. In addition, while users prioritize product reliability, manufacturers
and suppliers are mainly concerned with real-time insights for operational status and
maintenance strategies [23]. DT integration with onboard sensors allows preemptive
identification of degradation and potential anomalies [19].

Automatic Fault-Tolerant Control (FTC) represents an interesting way to perform
closed-loop control actions for DT-based ISs. Such an approach allows process factories
to continue scheduled operations even if any fault occurs before a complete failure,
guaranteeing closed-loop control system robustness [43]. FTC performance depends on
the design of control gain reconfiguration, which comprise adaptive and Model Predictive
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Control (MPC) strategies [44]. For instance, observer-based controllers, such as those
proposed in [45], enable flexible configurations using process data. Nonetheless, most of the
FTC related literature considers bias and gain faults, without fully addressing apparatus
failures, such as actuator malfunctions, which can render a controller uncontrollable and
increase the difficulties of the control system reconfiguration. Other examples of adaptive
failure compensation schemes are based on the Linear–Quadratic control for discrete-time
systems with unknown actuator failures [46]. Traditional control schemes that use preset
reconstruction gains to improve control performance cannot automatically adjust the
control gain according to the process diagnosis results. On the contrary, most FTC-based
studies aim at guaranteeing the stability of production under faulty conditions, while
ignoring the security of process systems [47].

As a result, DT-based ISs offer resilience by activating self-healing responses to mitigate
damage and degradation and adjusting manufacturing loads to prevent overload. Despite
substantial theoretical progress, practical implementation of DTs for real-time smart
control in complex manufacturing environments remains an area with significant room
for development.

1.3 Data-Driven Technology as a Key Enabler for Industrial System
Digitization

The previous sections provide a general description of DT foundations and describe how
its key enabling technologies contribute to the development of smart ISs within the fourth
Industrial Revolution era. However, traditional model-based methods are unpractical for
describing the state space of complex systems, due to the exponential growth of process
data.

Therefore, DD technology emerges as a potential key enabling factor for implementing
DT-based ISs [48]. Most studies in this area focus on condition monitoring and system
diagnosis using multivariate statistics. For example, two surveys on the fundamentals
of DD methods for system monitoring cover principal component analysis, partial least
squares, and generalized likelihood ratio [49], [50]. As for the system diagnosis, additional
DD methods are summarized in [51], including Fisher discriminant analysis and support
vector machine. Notwithstanding, these multivariate statistical analysis and ML methods
often require a large dataset of multi-category fault data, which is difficult to collect; in
addition, most related techniques are limited in describing the dynamical system state
and are not suited for real-time diagnosis. Besides condition monitoring and system
diagnosis, DD techniques can help providing also complementary tools for process control
and control performance maintenance, leveraging the most cutting-edge dynamic modeling
techniques for complex systems [52].

1.3.1 Data-Driven Process Control Approaches
In recent decades, model-based process control techniques (i.e., those based on the
dynamical model of the plant) have gained attention, motivated by the growing availability
of first-principles models and the advent of state-space control theory. Nonetheless, first-
principles models are often complex and difficult to derive, thus making the selection
of accurate and easy-to-use dynamical models for industrial processes challenging. This
complexity has led to the widespread use of system identification procedures [53]. Current
system identification techniques are often limited to linear and deterministic model
structures. In addition, despite linearized models are often satisfying for processes when
operating in small regions around steady states, the control performance can deteriorate
if operation modes vary significantly. This results in employing nonlinear controllers able
to handle system uncertainties [54].

To address the inherent complexities of process dynamics (e.g., nonlinearity and
uncertainty), DD control strategies have recently been adopted [55], [56] also for monitoring
and controlling ISs [57]. These techniques rely on the availability of large volumes of
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Figure 1.5: Data-Driven Process Control Strategies [52].

data collected (either offline or online) and stored from the real system. Once enough
data are available, various system identification techniques are used to obtain dynamical
models for control purposes. Specifically, the related literature distinguishes two different
categories of DD control, namely indirect and direct. In the first case, data are completely
collected offline and, then, used to identify (or estimate) a model dynamics. Conversely,
the second approach considers online data collection to directly update the controller in a
proper manner (e.g., direct adaptive control) [58].

A typical process can be modeled by the following nonlinear control-affine dynamics
[52]: {

ẋ(t) = f
(
x(t)

)
+ g
(
x(t)

)
u(t)

y(t) = h
(
x(t)

) (1.1)

where x(t) ∈ X ⊆ Rn, u(t) ∈ U ⊆ Rm, and y(t) ∈ X ⊆ Rp represent respectively the
vector of n states, m inputs, and p outputs, while f : X → Rn, g : U → Rm, and
h : X → Rp are smooth state, input, and output functions, respectively. Moreover, we
assume that system (1.1) is controllable and observable [59]. A comprehensive overview of
DD approaches for process control in systems with the form of (1.1), namely Data-Driven
Dynamic Modeling and Data-Driven Performance Maintenance, is provided in [52] (see
Fig. 1.5).

1.4 Thesis Positioning and Scientific Contributions
DD process control approaches guarantee high performance not only for control, but
also for prediction, monitoring, diagnosing, and optimization of industrial processes.
These techniques are effective for both linear and nonlinear systems in continuous and
discrete-time domains, accommodating single and multiple input-output dynamics. The
above-discussed state-of-the-art highlights DD process control as a promising tool for the
development of DT applications in ISs, marking it as a key enabling factor of Industry
4.0. Nonetheless, several technical challenges must be addressed before these techniques
can be widely applied to real-world systems.

As a result, due to the noteworthy effort needed to design effective DD approaches for
IS monitoring and control, this thesis pursues two primary research directions:

1. Data-Driven Dynamic Modeling for Process Control: the first research direction
investigates DD process control approaches that leverage dynamic modeling. To this
aim, two different indirect DD methods are exploited to design optimization-based
control system architectures.

2. Data-Driven Adaptive Control and Fault Detection for Process Performance
Preservation: this second research direction focuses on methods for preserving
performance of DD process controllers. To this aim, adaptive control and fault
detection techniques are investigated.

This thesis presents the results of research published by the author across conference
proceedings and journal articles. The document is structured into two main parts
–described in the sequel– each corresponding to the research directions outlined above.
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1.4.1 Data-Driven Dynamic Modeling for Process Control
The first level of DD process control focuses on methods based on dynamic modeling.
It involves properly designing a (nonlinear) model-based controller for the underlying
process once an accurate (nonlinear) dynamical model of the plant, as represented by
(1.1), is identified or estimated. Several regression models are employed in the related
literature for this purpose, ranging from classic Box-Jenkins’ models to the more advanced
models that capture nonlinear dynamics, e.g., Hammerstein-Wiener (HW), Subspace and
Sparse identification methods, Koopman operator theory, and Neural networks [52], [60]
(see Appendix A.1).

In this context, the first contribution of the thesis introduces process control schemes
to design optimization-based regulators using dynamical models derived from system
identification.

To this aim, indirect DD control methods for industrial processes are investigated in
Chapter 2. Specifically, we propose an MPC-based control scheme for deep drawing (or
cold metal forming) process. Such a process refers to a metalworking procedure aimed at
getting a cold metal sheet plastically deformed in accordance to a Blank Holder Force
(BHF) applied against a predefined mold. Despite being well-established in industry,
this procedure is susceptible to several issues affecting the quality of the final stamped
workpiece. Unlike conventional approaches, we present an MPC-based process control
architecture, where the process is modeled as a Single-Input Multiple-Output (SIMO)
HW model that relates the BHF to the draw-in of some critical sheet points around the
die. The proposed methodology aims at improving the overall efficiency, safety, security,
fault tolerance, and quality of both the stamped part and the whole forming process.
The effectiveness of this control scheme is demonstrated through a DT-based software-in-
the-loop (SWIL) simulation on a real case study, with performance comparisons showing
significant improvements over a multiple Proportional-Integral-Derivative -based control
architecture inspired by existing literature.

In Chapter 3 we proposes a novel DD control method for nonlinear input-affine
systems, a class commonly used in industrial processes. More precisely, using the Subspace
Identification of Nonlinear Dynamics [61] regression technique on noisy offline data, we
design a robust controller for such a class of systems. This method utilizes a basis function
and consists of solving an online Semidefinite Programming (SDP) problem, similar to
[62]. However, differently from related works based on SDP, the proposed method does not
require approximations of the nonlinear dynamics, outperforming other literature-inspired
controllers for strong nonlinear systems. This results in a DD control algorithm able to
solve efficiently a convex optimization problem to online infer the unknown nonlinear
dynamics. Moreover, closed-loop stability is explicitly ensured within the SDP problem
formulation, which enforces a proper Lyapunov function’s descent over time.

1.4.2 Data-Driven Adaptive Control and Fault Detection for Process
Performance Preservation

Activities such as detecting and diagnosing all potential faults within the plant, controller
tuning issues, or equipment malfunctioning, to prevent deterioration in controller
performance, are related to preserve the performance of ISs [63]. These activities also
rely on controller monitoring, which is based on real-time data retrieved during online
operations. Specifically, data collected after the controller initiates online operations can
be used in different ways to maintain the controller performance [64], [65]. Among these,
adaptive control (see Appendix A.2) for parameters estimation and adaptive fault analysis
are worth of mention.

Adaptive control methods for nonlinear systems in the form of (1.1) –especially relevant
in process control applications– have been extensively studied since the 1990s [66]. When
the functions f , g, and h are not known exactly, some unknown parameters must be
determined online during control. To this aim, adaptation laws (i.e., governing equations
for updating parameter estimates) need to be designed. Besides, DD methods are also
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commonly used in fault analysis since existing first-principles models often fall short in
fault detection and diagnosis [67]. Of course, early and accurate faults detection and
analysis is crucial for ISs, leading to the use of classification problems based on statistics
and ML methods [68]. This requires distinguishing between faulty and non-faulty data,
and categorizing measured data into different fault categories based on this classification
[69].

Consequently, the second part of this thesis aims at developing adaptive methods
for both controlling and fault detection of Hydraulic Servo Actuators (HSAs), which are
essential mechatronic components in many ISs.

Regarding the first objective, an Adaptive Model Predictive Control (AMPC) approach
for the position tracking and force control of HSAs based on flow control valves is presented
in Chapter 4. The actuator is modeled with a multiple-input multiple-output relation
between the flow-rates entering the piston chambers and the piston rod position and force.
Such a nonlinear dynamics is approximated, at each iteration, with a linear time-varying
model through the iterative linearization approach. Thus, leveraging this approximation,
the AMPC adapts its internal plant model for effectively provisioning a predicted control
action on the system. The effectiveness of the proposed adaptive control architecture is
shown through numerical simulation experiments on different scenarios.

In Chapter 5, another adaptive control framework is proposed for digital multi-chamber
HSAs based on pressure control valves. This chapter presents a twofold contribution.
First, a novel multiple-input single-output Average Equivalent Discrete-time Model based
on a Pulse Width Modulation strategy is defined, inspired by power electronic converters
(see Appendix A.3). Second, a two-level architecture is designed for the force tracking
and pressure control. Combining a Decoupled Proportional-Integral (DPI) regulator with
a decentralized Model Reference Adaptive Control, this controller provides a streamlined
and practical alternative to existing methods for controlling HSAs. Our approach is
applied to a four-chamber HSA and compared with an MPC-based cascaded control-loop,
guaranteeing higher energy efficiency while streamlining the control architecture, even
with multiple loads. In addition, we show how the proposed adaptive control strategy
effectively copes with the system uncertainties, demonstrating its practical effectiveness.

As for the second objective, Chapter 6 proposes a novel Adaptive Constrained
Clustering algorithm for real-time fault detection of ISs. In fact, ISs are prone to
severe faults during their work, but thanks to the widespread availability of sensors in
Industry 4.0, DD methods play an important role in fault diagnosis and prognosis of
critical components. The proposed algorithm clusters incoming monitoring data into
groups, distinguishing nominal and non-nominal operating conditions. The solution
includes a partitioned-based data stream clustering method to perform real-time fault
detection. Unlike typical unsupervised methods (e.g., K-means), which do not ensure
controlled clustering outcomes, our approach integrates a large volume of unlabeled data
with a small amount of labeled information, adapting offline constrained clustering to
the real-time scenario. Finally, simulations on an HSA used in a real industrial process
demonstrate the advantages of the suggested framework in terms of responsiveness,
processing speed, accuracy, and results interpretability compared to baseline methods
(e.g., Stream K-means).
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Chapter 2

Deep Drawing Process Control Based
on Indirect Data-Driven Approaches

II

Abstract

The deep drawing (or metal forming) process is a metalworking procedure aimed at
getting a cold metal sheet plastically deformed in accordance with a predefined mould.
Although this procedure is well-established in industry, it is still susceptible to several
issues affecting the quality of the final stamped part. In order to reduce defects of
workpieces, process control approaches can be performed. Typically, such methods
employ simple Proportional-Integral-Derivative (PID) regulators for steering the
Blank Holder Force (BHF), tuned through trial and error procedures based on
the punch force error evaluation. Thus, resulting in non efficient process control
strategies. Besides, a single PID cannot handle constraints on the process variables.
Therefore, differently from the state of the art, in this chapter we propose a process
control architecture for deep drawing based on an indirect Data-Driven approach.
Specifically, we employ offline data to identify such a metal forming process by a
Hammerstein-Wiener model, resulting in a single-input multiple-output dynamics
that relates the BHF with the draw-in of n different critical points around the die.
Thus, upon this identified dynamics, a Model Predictive Control (MPC) framework
is designed for the sake of avoiding the workpiece defects due to the abnormal
sliding of the metal sheet during the forming stage. Finally, the effectiveness of the
proposed process controller is shown on a real case study through a software-in-the-
loop simulation based on a Digital Twin, where the performance achieved by the
MPC-based system is analyzed in detail and compared against the results obtained
through an ad-hoc defined multiple PID-based control architecture.
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2.1 Introduction
Deep drawing (or metal forming) is a metalworking process used to impress a predefined
shape to a metal sheet. The deformation of the metal is performed at re-crystallization
temperature, which is usually equal to the ambient one for many metals [1]. In such a
type of forming process, the metal sheet gets deformed plastically while it is pushed down
into the die cavity, conforming it to its shape [1], and with no alterations in its thickness
[2]. A schematic representation of a typical stamping press used for cold sheet metal
forming is shown in Fig. 2.1. It consists of a punch (or upper die), a die, and a blank
holder, which holds the metal sheet in place during the punch stroke (i.e., while the punch
is lowered into the die). The blankholder design can also include appropriate drawbeads
to help regulate the material flow into the die. Deep drawing is typically characterized
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Figure 2.1: Schematic representation of a typical stamping press configuration.

Figure 2.2: The most common problems in the cold metal sheet forming [6].

by high pressures (∼ 10 kPa), high speeds (up to 8 mm/s), and very short durations
(less than 5 s). This results in high production rates, low labour costs, but difficulties in
effectively controlling in real time the process [3]–[5].

Several quality issues affect the stamped metal products: the most common problems
include wrinkling (due to compression stresses), tearing (due to tensile stresses), and
springback (due to elasticity) [6], as illustrated in Fig. 2.2. During the forming phase, the
occurrence of the listed defects can be identified by monitoring specific forming variables,
i.e., the punch force, wrinkle height, draw-in, and friction force, which are all influenced
by the Blank Holder Force (BHF). In effect, the workpiece quality depends on how much
the BHF presses on the blank holder: if it is too high, then the flow of material into the
die is restricted and tearing is likely to occur in that region; if the BHF is too low, then
excessive material flow can lead to wrinkling. Moreover, the BHF plays a crucial role in
controlling springback, since it can change the internal force and metal flow resistance of
a plate [7]. In fact, springback is due to deformations of the material in the elastic-plastic
field. This is a critical aspect of the drawing process, especially in the automotive sector,
where high accuracy is often required [2].

Due to the presence of the above described issues, the industrial deep drawing process
is lagging behind in the full implementation of the zero-defect manufacturing paradigm.
In fact, traditional methods used to pragmatically enhance the products quality typically
consist in batch checking the stamped parts features. In case of defects in the examined
part, the entire batch is backward checked, with consequent loss of time and a high number
of defective parts. More recent and innovative approaches in Industry 4.0 consider the
application of automatic control techniques [8], [9], which can be classified into machine
control and process control [10], [11]. The first class of techniques aims at monitoring
and controlling the press variables (e.g., feedback and control of the BHF, imposing the
tracking of a predetermined trajectory), resulting in an open-loop control with respect to
the process features, whereas the latter class aims at monitoring the forming parameters
of the process and controlling the machine variables (e.g., feedback of the punch stroke
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Figure 2.3: Block diagram of a typical process control closed-loop.

and control of the BHF), thus resulting in a closed-loop control of the process parameters.
Differently from machine control, process control can allow to online monitor the state of
the stamped part during the formation phase and to provide corrective actions in case of
abnormal behaviors of the metal sheet, thus ensuring a more precise and higher quality
control of the process [10]. As depicted in Fig. 2.3, machine and process control can be
combined. Thus, the machine control feedback loop can be nested inside the process
control one. In this manner, the process controller performs as a high-level control and
provides a very important contribution to disturbance rejection.

In this context, the goal of this chapter is to provide a process control methodology
for deep drawing, exploiting indirect Data-Driven (DD) approaches. Therefore, once an
appropriate dynamics of the deep drawing process is identified through offline data, a
well-defined model-based controller is properly designed. Differently from the state of the
art, on the one hand, we model the forming stroke with a Single-Input Multiple-Output
(SIMO) Hammerstein-Wiener (HW) model, providing a relationship between the BHF
(i.e., the single input) and the draw-in of n different monitored points (i.e., the multiple
outputs) around the die. On the other hand, we aim at proposing a Model Predictive
Control (MPC) methodology that can provide higher performance with respect to standard
controllers. The effectiveness of the proposed process control approach is shown on a real
case study for a “T-shaped” metal part (within the national research program PICO&PRO,
whose activities have been carried out in collaboration with both some industries and
research centers). The results are first validated through a simulation setup based on
Digital Twin (DT), where the performance achieved by the MPC-based system is analyzed
in detail and compared against the results obtained through an ad-hoc designed multiple
Proportional-Integral-Derivative (PID)-based control architecture. Then, the proposed
approach is further tested in a real scenario, in collaboration with the SMATI (Materials
and Innovative Technology) Research Group and Telematics LAB of the Politecnico
di Bari, CRF (Centro Ricerche Fiat), and Gigant Company Srl. demonstrating the
effectiveness on a real metal sheet.

2.2 Literature Review and Chapter Contribution
In order to properly design an effective process controller for the deep drawing process,
[12] indicates two key specifications to satisfy. The former regards modeling the deep
drawing process taking into account model uncertainties and disturbances. This means
to properly define a mathematical correlation between the selected input and output
process variables. It is also important to consider that the model and its uncertainties
are strictly correlated to the specific case study, i.e., depending on material properties,
workpiece shape, press size, and so on. Thus, modeling uncertainties means including
small variations in the forming system (such as in blank size and thickness, material
properties, and tooling) and external input to the forming system (such as lubrication).
The second considers process controller performance. Thus, the design should guarantee
high tracking guarantees regardless of uncertainties and process disturbance, resulting in
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satisfying disturbance rejection requirements. Therefore, the literature review presented in
the sequel is focused on two main aspects of the deep drawing process control, i.e., models
and procedures used for the system identification, as well as the techniques adopted for
process control, with particular attention to the application of MPC to metal forming.

2.2.1 Deep Drawing Process Modeling
As it emerges in [13], in deep drawing most of forming variables directly depend on the
BHF values during the forming phase. The typical process variables indicated in literature
are wrinkling, punch force, and draw-in [1]. The ability to sense the occurrence of wrinkles
is potentially useful; however, its measure is limited, because wrinkles locations are not
known a priori. Differently, the monitoring of the punch force is more viable and various
contributions model the deep drawing process relating the BHF to the punch force [6],
[12], [14], [15]. Nevertheless, it is proven that the draw-in of the metal sheet can better
reveal the correct execution of the deep drawing process [2], [7]. In fact, more recent works
consider the deep drawing process as a relationship between the BHF as input and the
draw-in as output. In the related works, the authors aim at obtaining the optimal profile
for the BHF and the draw-in of the material via off-line multi-variable optimization. The
obtained results can then be used as reference signals for process control.

As for deep drawing modeling, two main techniques are viable. On the one hand, the
process can be represented considering physics-informed modeling approaches. These
can be particularly reliable, but also complex and time consuming, due to the non linear
nature of the process. On the other hand, the process can be considered as a black box
and DD methods can be applied to identify, resulting in linear or nonlinear regression.
However, system modeling could be less precise then physics-based procedures, but also
simpler and faster, which are valuable features in the industrial sector. Moreover, various
assessment tools are available to compare and test the identified models, including Akaike’s
Information Criterion (AIC), Akaike’s Final Prediction Error (FPE), and Rissanen’s
Minimum Description Length (MDL) [16] (see Appendix A.1).

Although system identification is widely used in manufacturing (see e.g., [17]–[19]), to
the best of our knowledge, it has never been adopted for deep drawing processes. Several
examples of physics-based modeling approaches are proposed in the related literature [6],
[12], [14], [15], where nonlinear Single-Input Single-Output (SISO) first-order dynamical
models are obtained for relating the BHF and the punch force. Conversely, within the
nonlinear identification context, among several types of nonlinear regression models,
Nonlinear Auto Regressive eXogenous (NARX) and HW models are largely appreciated
for the identification of nonlinear systems [20]–[23] (see Appendix A). The former represent
one of the most traditional nonlinear input-output models, whereas HW are composed by
linear and nonlinear subsystems. Since, the forming process performs a plastic deformation
of the material, the workpiece deformation is almost linear until its fracture. This means
that nonlinearities do not influence the process dynamics under certain conditions. Hence,
HW models can be suitably employed to simplify the representation procedure.

2.2.2 Deep Drawing Process Control
Process control aims at improving the overall process performance in the presence of
disturbances and ensuring good part quality while preventing process failures [13], [24]–[26].
In general, process control architectures present a feedback control loop for monitoring
online the press variables based on the error between process variables and the related
reference values. In this context, [14], [15] proposes the use of PID controllers. In [6],
authors consider a proportional-integral control with a feed-forward action. Similarly,
[27] suggests the use of standard controllers tuned by an automatic controller and
some model reference adaptive control approaches. Although the results achieved by
the aforementioned works are satisfactory in terms of reference tracking and stamped
part quality (also in presence of disturbances), these approaches suffer from the main
drawbacks of standard regulators. PID controllers –widely used in several industrial

18



The Proposed Deep Drawing Process Control

control applications– constitute a good and cheap choice, but they are able to address only
simple SISO dynamics. Thus, the application of PID control to multi-variable systems
requires the definition of ad-hoc control architectures. Moreover, since PIDs cannot
properly handle constraints on the process variables, the tuning phase could be difficult,
being heavily dependent on user experience and competency. Thus, the tuning activity
can require a large number of tests, often producing sub-optimal control strategies [28].

For the sake of overcoming the above-discussed limits, different strategies have been
developed in the related literature for the deep drawing process control. In particular,
more recently thanks to the increase of computing power and the development of novel
sensing and actuating technologies, optimal feedback control has gained more attention.
For example, [29] introduces a process optimal control method for the forming monitoring
to reduce the springback effect, based on evolutionary strategy. Furthermore, an optimal
control of the BHF by monitoring the draw-in of the metal sheet during the deep drawing
phase is proposed in [30]. the authors use a nonlinear model based on the Finite Element
Method to model the forming process, and a nonlinear least square optimization algorithm
to design the control system.

In more recent works, a further evolution of optimal control is presented in [13], i.e., a
MPC-based architecture. Specifically, differently from optimal feedback control, MPC
considers the use of a model of the system during the online control to predict the system
behavior and compute the most appropriate control actions while optimizing a proper
performance indicator. The application of MPC to the deep drawing feedback control
presents various advantages. First, MPC is a multi-variable real-time control strategy
that allows driving the outputs of the system by taking into account the interactions
between system variables and variables constraints. Then, assuming the availability of
a good process model, the MPC tuning phase can be carried out in an intuitive and
simple way, not necessarily by an expert user. For instance, [31], [32] propose a linear
MPC-based process controller to monitor the step depth of the workpiece geometrical
contour tool-path in incremental sheet forming. The aim is to reduce the pillow effect,
sheet bending effect, and springback.

2.2.3 Chapter Contribution
In view of the above discussion, the goal of this chapter is to present an indirect DD
process control architecture based on MPC for the proactive real-time control of deep
drawing process.

To this aim, on the one hand, a multi-variable HW model is obtained for describing
the deep drawing process. Differently from the state of the art, that generally proposes
SISO models putting in relation the BHF and the punch force only, we consider a more
complete Single-Input Multiple-Output (SIMO) HW dynamical model that relates the
BHF (as the single input) and the draw-in at n different locations around the die (as
the multiple output), whose monitoring can reveal the eventual presence of defects and
cracks in the whole stamped part. The obtained model is identified through offline data,
and ensures a good compromise between the process controller design easiness and the
system representation accuracy. Particularly, the latter allows an effective evaluation of
the performance of the designed process controller by means of simulation tests. On the
other hand, the MPC-based approach allows the strict fulfillment of the requirements
on process variables, thus overcoming the issues previously discussed. Moreover, the
computational time of the MPC is sufficiently limited and compatible with the short
duration of the deep drawing process.

2.3 The Proposed Deep Drawing Process Control
In this section we present the proposed DD process control approach for deep drawing.
We use offline data to identify the dynamics with a HW model having the BHF as input
and the draw-in of n critical points of the metal sheet profile around the die as output.
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Figure 2.4: Block diagram of the Hammerstein-Wiener model representing the nonlinear dynamical
process.

Subsequently, we provide the definition of an MPC controller for the considered deep
drawing process.

2.3.1 Process Model Identification
As discussed in the previous section, the draw-in is generally used to extract meaningful
information on the state of the forming part. Consequently, we model the deep drawing
process as a black box having the BHF (uniformly distributed on the blank holder) as
the input variable – denoted as Ub – and the draw-in of n critical points of the metal
sheet profile as the output variables – denoted as Y = (Y1, . . . , Yn)⊤ –, thus assuming the
system as a SIMO system. In particular, we represent its dynamical behavior by means
of a discrete-time nonlinear model, which allows a more precise modeling of the process
with respect to possible simplified linearized modeling approaches. More in detail, in
this section we propose the use of the HW model, which describes nonlinear dynamical
systems using a linear time-invariant dynamical subsystem sandwiched between two static
nonlinear subsystems as illustrated in Fig. 2.4.

The linear SIMO block is represented by a transfer matrix (indicated by W (z) in
Fig. 2.4), whilst the input and output non-linearities (indicated by functions σin(·) and
σout(·) in Fig. 2.4) are modeled with polynomial estimators:

U0(k) = σin

(
Ub(k)

)
(2.1a)

Y (k) = σout

(
Y 0(k)

)
(2.1b)

where U0(k) and Y 0 = (Y01, Y02, . . . , Y0n)⊤ are the input and the outputs vector of the
SIMO linear subsystem. Note that the transfer matrix W(z) has the following form:

W(z) =


W11(z)
W21(z)

...
Wn1(z)

 (2.2)

where each element represents the scalar transfer function of the SISO system described
by the BHF as input and the draw-in profile of each critical point as output. Alternatively,
the SIMO linear subsystem can be reformulated in accordance with the state-space
representation: {

X0(k + 1) = AX0(k) + BU0(k)
Y 0(k) = CX0(k) + DU0(k)

(2.3)

where A ∈ Rnp×np , B ∈ Rnp×1, C ∈ Rq×np , and D ∈ Rnp×1 are respectively the
state, input, output, and input-output matrix, while X0 =

(
X⊤

1 ,X
⊤
2 , . . .,X⊤

n

)⊤ is
the state variable vector whose components are X1 =

(
X11, X12, . . . , X1p

)⊤, X2 =(
X21, X22, . . . , X2p

)⊤, . . . , Xn =
(
Xn1, Xn2, . . . , Xnp

)⊤ with p as the order of the HW
model.

The model identification procedure requires various preliminary data management
steps for a proper data life-cycle, consisting of Data acquisition, Data pre-processing, and
Data analysis. Firstly, different experiments must be carried out on the press and, during
the forming stroke, real data must be collected, analyzed, integrated, and visualised by
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using some data management techniques. During the Data acquisition, the BHF, i.e.,
the input variable, and the draw-in at n different points around the die, i.e., the output
variables, are collected and stored. We highlight that critical points can change in number
and position depending on the shape to be formed. The data retrieved from the press
are organized in different datasets suitable for the subsequent steps. Once all data is
gathered, following the approach suggested by Baethi et al. in [33] and Tao et al. in [34],
a Data pre-processing activity must be performed. It consists in the detection of outliers
for the data cleaning, a cubic spline interpolation [35] for the data oversampling, and a
filtering step by using the Savitzky-Golay filter [36] for the data smoothing. Finally, the
Data analysis is to be implemented to extract important information from time-series
and make them useful by using some visualization data plot and graphics [37].

Finally, we remark that, at the end of the identification procedure, the correctness of
the model is proved by simulation, monitoring both its response to the input signal and
its output error with respect to the real one. In particular, this phase is also exploited to
compare HW models with a different order p, so that the best performing one is chosen
to represent the considered deep drawing process.

2.3.2 MPC Design
The proposed MPC-based control system block diagram is reported in Fig. 2.3. It
considers a single MPC block that simultaneously controls the draw-in of the n blank
critical points by manipulating the BHF uniformly applied on the whole blank surface. At
each sample time, the controller computes the Control Variables (CVs), the State Variables
(SVs), and the Output Variables (OVs) related to the given control horizon Hu and
prediction horizon Hp respectively in the vector u(t) :=

(
Ub(t+ 1)⊤, . . . , Ub(t+Hu)⊤)⊤,

x(t) :=
(
X(t+1)⊤, . . . ,X(t+Hp)⊤)⊤, and y(t) :=

(
Y i(t+1)⊤, . . . ,Y i(t+Hp)⊤)⊤. The

values of CVs and OVs are subject to physical limitation, as indicated by the following
constraints related to time step k:

Ulb
b ≤ Ub(k) ≤ Uub

b (2.4a)
Ylb

i (k) ≤ Yi(k) ≤ Yub
i (k), ∀i = 1, . . . , n (2.4b)

where Ulb
b and Ylb

i (k) and Uub
b and Yub

i (k) denote the lower and upper bounding for the
CVs and the OVs, respectively. The MPC block has the following objective function:

J
(
u(t),y(t)

)
= Jy

(
u(t),y(t)

)
+ J∆u

(
u(t),y(t)

)
. (2.5)

Each term in (2.5) includes weights (wy
i and w∆u) used to balance the competing objectives

and described in the sequel. Moreover, Kalman Filter is used as state observer to update
the model dynamics at each time step. Jy(u(t),y(t)) is the term referring to the output
reference tracking and it is defined as follows:

Jy(u(t),y(t)) =
t+Hp−1∑

k=t

(
n∑

i=1
wy

i

(
Yi(k + 1)− Y ref

i (k + 1)
)2
)
.

J∆u

(
u(t),y(t)

)
is the term used for the move suppression controlled variable. During

the execution, small CV adjustments (moves) are computed. The MPC controller uses
the following scalar performance measure for move suppression controlled variable:

J∆u

(
u(t),y(t)

)
=

t+Hu−1∑
k=t

(
w∆u

(
U(k)− U(k − 1)

)2
)
.
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(a) (b)

Figure 2.5: “T-shape” steel component: deep drawing mould (a) and mechanical scheme indicating the
critical points A, B, and C (b).
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Figure 2.6: Draw-in of critical points A, B, and C over time during the forming stroke under the optimal
conditions.

Hence the following optimization problem is solved by the MPC regulator:

min
u(k), y(k), x(k)

J
(
u(t),y(t)

)
(2.6a)

s.t.


(2.1a), (2.1b), (2.3) ∀k = t+ 1, . . . , t+Hp − 1
(2.4a) ∀k = t+ 1, . . . , t+Hu

(2.4b) ∀k = t+ 1, . . . , t+Hp.

(2.6b)

More precisely, at each sampling time k, the controller obtains all measurements y(k),
computes the required CVs u(k) solving (2.6), and applies to the plant only the first
obtained sample.

2.4 Case Study
In this section we apply the proposed MPC-based approach to a real case study referred
to the manufacturing of the “T-shape” workpiece shown in Fig. 2.5. This is a structural
component of a car bodywork which is realized in HR 440Y580T-FB-UC steel (2 mm
thick) and produced at the Gigant company (Bologna, Italy) for Fiat cars.
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Table 2.1: Servo-hydraulic press work-cycle: steps and corresponding duration.

Step Duration [s]
Approach stroke 2.39

Fluid compression 0.42
Deep drawing 3.88

Fluid decompression 0.26
Ascent stroke 2.70

Tot. time 9.66

Table 2.2: Technical specification of the hydraulic piston.

Parameter Unit Value
N. of hydraulic actuators - 2

Max. force per single actuator kN 1500
Sensitivity kN ±60

Response time ms 100
Speed m/s 8

2.4.1 Setup of Process Control Experiments Based on Digital Twin
The metal forming of the considered component is currently performed using a servo-
hydraulic press equipped with a machine controller. The considered press is composed by
a sled and a passive pressboard. The sled, surmounted by the upper die, is moved both by
a hydraulic axle and an electric axle. Both axles are moved by two actuators: hydraulic
pistons are employed for the former, and electric motors for the latter. During the deep
drawing phase, only the upper die is pushed down and the BHF acts on the draw-in of the
metal sheet. The corresponding complete work-cycle includes five stages (i.e., approach
stroke, fluid compression, deep drawing, fluid decompression, and ascent stroke), whose
durations are reported in Table 2.1. The core step of the whole forming process is deep
drawing: during this phase, the punch runs downwards of 30 mm providing a stroke at a
speed of 8 mm/s. The total load, provided by each single hydraulic actuator, remains
constant. In this step only the hydraulic axle works, but the electric axle can allow a
force adjustment within a small range of values, overlapping with the force transmitted by
hydraulic pistons to the sled. Table 2.2 shows the technical specifications of the hydraulic
piston utilized as actuator during the deep drawing phase. Since the electrical axis can
work during this step (if necessary), the maximum force available to the sled is equal to
(2× 1500) + 280 kN = 3280 kN.

In the framework of the PICO&PRO research project, the press is being enhanced by
adding a process controller. To this aim, on the one hand, the press has been equipped
with three laser displacement sensors aimed at measuring in real-time the draw-in of the
metal sheet edge in the critical points A, B, and C illustrated in Fig. 2.5 (b), during the
stamping process. Note that the choice of these points is the result of a robust off-line
multi-variable optimization based on stamping experiments and numerical simulations
conducted on the addressed process. As an additional outcome of this analysis, the
optimal draw-in profiles for the critical points A, B, and C are determined in reference to
the optimal BHF – denoted as Uref

b – equal to 588 kN (see Fig. 2.6). On the other hand,
the process controller has been designed in accordance to the methodology described in
Section 2.3 and has been tested in a DT framework described in the sequel. The sampling
time is set to 200 ms. Note that the detailed features of the identified model are described
in Appendix 2.A, whilst the performance of the designed MPC controller as well as the
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Figure 2.7: Software-in-the-loop framework used for the closed-loop MPC-based control system simulation.

values of parameters are reported in Appendix 2.B.
In the Industry 4.0 framework, the use of the DT is widely adopted, especially in the

manufacturing and automotive context [38], [39]. In effect, the development of a cyber-
physical system in addition to the deployment of a complex network of DT interacting
with monitored and controlled elements is an important key enabling technology for
the optimal design, commissioning, and maintenance of stamping presses [40]. In fact,
especially in the context of production systems commissioning, the DT is commonly used
to leverage on the benefit derived from the recent concept of Virtual Commissioning (VC).
VC enables the full validation and verification of a complex manufacturing system by
performing a simulation involving a virtual plant and a real controller, thus reducing the
time to market, lowering costs, and increasing productivity [41]. Simulations based on
a software-in-the-loop (SWIL) approach are generally used to virtually test the control
system before the physical implementation of the plant is finished [42], [43]. Following
this trend, in this case study a SWIL simulation -based architecture is employed to test
the proposed closed-loop control system, using the DT of the press instead of its physical
implementation. Figure 2.7 shows the complete architectural framework implemented
for the SWIL simulation of the deep drawing control system. In particular, the designed
MPC algorithm is implemented in a virtual Programmable Logic Controller (PLC)
that is in turn deployed on the PC1 digital platform: here the process controller runs,
computing the optimal BHF and communicating such a control action (i.e., Ub) to the
inner machine control loop. Viceversa, the PC2 digital platform is dedicated to the
DT of the press including the digital models of the servo-hydraulic system, the deep
drawing process (i.e., the metal sheet that is getting deformed), the machine controller,
and the three draw-in displacement sensors. The communication between PC1 and
PC2 is based on the Open Platform Communications Unified Architecture (OPC UA),
whilst the communication between PC1 and the DT of the sensors is managed by the
Transmission Control Protocol/Internet Protocol (TCP/IP). The PLC used for the virtual
simulation is the Siemens S7-1500 with CPU 1515T-2 PN, programmed in the TIA Portal
V15 environment, while the virtual commissioning of the PLC is performed using the
S7-PLCSIM Advanced V3.0 software [44].
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Table 2.3: MPC-based control system computational and communication performance over Monte Carlo
simulations (values expressed in [ms]).

Ts TCP/IP delay MPC computation time OPC UA delay
Mean 213.1 29.1 1.8 9.5

Maximum 215.8 34.0 2.8 15.1
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Figure 2.8: MPC-based control system results: BHF profile vs. bounding range (a); draw-in error profile
of critical points A, B, and C vs. tolerance band (b).

2.4.2 Process Control Result
Through the DT-based SWIL simulation framework shown in Fig. 2.7, the MPC-based
closed-loop control system tuned as described in Appendix 2.B is simulated. The
effectiveness of the proposed control method is tested considering the closed-loop system
reference trajectory tracking capability. Thus, the BHF error with respect to the optimal
value Uref

b (i.e., 588 kN) is obtained as U err
b = (Uref

b − Ub), while the draw-in error with
respect to the reference value Yref is obtained as Y err = (Yref − Y ). In all simulations,
external process disturbances are taken into account by considering a step disturbance
affecting the control input and characterized by an amplitude equal to 4% of the reference
value Uref

b .
The experimental results are reported in Fig. 2.8. In particular, Fig. 2.8 (a) shows

the reference trajectory tracking capability, while Fig. 2.8 (b) the output error trajectory
tracking. More in detail, the components of the error vector Y err (i.e., Y err

i for i = {1, 2, 3}
indicating the error between the actual and the reference draw-in at the critical points
A, B, and C) get the mean values of 0.9%, 0.8%, and 0.7%, respectively. The BHF
reference trajectory tracking error U err

b is 0.1%. It is worthwhile noting that the obtained
draw-in errors, indicated by dotted curves in Fig. 2.8 (b), are inside the tolerance band,
represented by shaded area bounded by the dashed lines in Fig. 2.8 (b), thus ensuring
that the stamped workpiece is defect free, despite the presence of the modeled external
disturbances. A Monte Carlo simulation with 1000 runs is carried out in order to validate
the runtime performance of the deployed control system in the SWIL framework described
above. In reference to a single sampling period, the mean and maximum values of
the main computational and communication efforts (i.e., the actual sampling time, the
MPC algorithm elaboration time, the TCP/IP, and OPC UA communication delays)
are reported in Table 2.3, demonstrating that, despite its computational complexity, the
approach can be practically applied for the real-time control of fast processes.

Additionally, the proposed MPC is tested in a real scenario, where a metal sheet (with
the same features described before) is deformed by using a press having two hydraulic
actuators, produced by the Gigant Industries Company. The whole testing setup is shown
in Fig. 2.9, where all the principal components are highlighted. Specifically, at process
control level, the MPC runs in Matlab®, while a Siemens S7-1500 PLC is involved
at machine control level. The draw-in of points A, B, and C is acquired by means of
three laser displacement sensors provided by Keyence Corporation and managed by the
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Figure 2.9: Setup configuration for the real experiments.

(a) (b)

Figure 2.10: “T-shaped” metal sheet obtained without (a) and with (b) the implementation of the
MPC-based process control.

LK-G5001P Control Unit [45]. The MPC-based PC uses the OPC UA and the TCP/IP
protocol to communicate with the PLC and the LK-G5001P Control Unit, respectively. In
Fig. 2.10 we can appreciate the effectiveness of the proposed process control on the quality
of the stamped part. The red circle highlights the part of the "T-shaped” most susceptible
to defects during the drawing phase. By comparing the stamped workpiece obtained
without any process control (Fig. 2.10 (a)) and with the proposed MPC (Fig. 2.10 (b)),
the quality improvement is evident.

2.4.3 Comparison with a Multiple PID-Based Control Architecture
With the aim of evaluating and better highlighting the advantages of our approach with
respect to the related literature, we provide a comparison between the results obtained by
the proposed technique and those achieved by a baseline method, using the PID control
approach. To this aim, since the forming process is identified as a SIMO system, a custom
multiple PID-based control architecture, whose block diagram is shown in Fig. 2.12, is
used for the comparison analysis. Each PIDi(z) (with i = 1, 2, 3) – in series to a saturation
block – computes a PID time-discrete control action contributing to the overall control
input U ref

b (k) (i.e., the BHF) as follows:

UPID
b (k) = γ1U

PID
1 (k) + γ2U

PID
2 (k) + γ3U

PID
3 (k) (2.7)
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Figure 2.11: Closed-loop system response comparison between the multiple PID-based and the MPC-based
(Hp = 10, Hu = 1) controllers. Input reference tracking capability (a) and output error of critical points
A, B, and C vs. tolerance band (b).

Figure 2.12: Block diagram of the proposed multiple PID-based controller architecture.

where γ1, γ2, and γ3 are weighting factors adopted in the linear combination. Note that,
in this approach, the metal forming process is considered as composed by n different
SISO systems (one for each measured draw-in and identified with a HW model) that
have to be controlled individually. The tuning phase of this PID-based controller has a
twofold drawback. On the one hand, the tuning is required for each subsystem, resulting
in an effort increase. On the other hand, the final control action needed by the whole
system has to be determined through a proper weighted sum represented by Eq. (2.7),
where the weights have to be appropriately determined. This implies the execution of a
non negligible trial-and-error procedure which contributes to making the tuning phase
difficult. Moreover, the tuned parameters must be modified whenever any characteristic
of the plant changes, resulting in a non scalable architecture, in contrast with the MPC
approach. These considerations imply that the tuning phase of the PID-based controller
is definitely harder than the MPC design.

The PID-based controller described above is tested in the DT control architecture
shown in Fig. 2.7, where the MPC controller is replaced by the PID controller. Also in
this case, a step disturbance affecting the control input and characterized by an amplitude
equal to 4% of the reference value is considered. Figure 2.11 shows the different closed-loop
control responses obtained by the multiple PID-based controller against the MPC based
controller. From the results comparison it is evident that the PID-based controller does
not guarantee a robust closed-loop stability and an albeit small deviation of the BHF
with respect to the optimal trajectory U ref

b occurs, see Fig. 2.11 (a). Not surprisingly, the
benefit of the proposed MPC methodology is to include the machine control loop into the
process control closed-loop in order to perform a constant BHF reference value for the
inner loop as the machine controller operates, and achieve the desired draw-in trajectories.
Indeed, as shown in Fig. 2.11, the MPC-based process control allows keeping the errors
related both to the control output within the tolerance band (represented by the shaded
area in the figure) better than the PID-based approach. In addition, it is worthwhile
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Figure 2.13: BHF FFT amplitudes spectrum comparison between the PID-based and MPC-based
controllers.

noting that in the case of the PID-based approach the draw-in error of the critical point C
goes out of the band, as shown in the bottom subplot of Fig. 2.11 (b). Moreover, the BHF
value computed by the process controller does not oscillate around the reference value,
leading a higher closed-loop stability than the multiple PID case. Finally, we remark that
the MPC based control system requires a lower control effort than the multiple PID-based
approach. To this aim, the comparison of the control effort of the BHF signal obtained by
the multiple PID and the MPC -based control system is analyzed using the Fast Fourier
Transformation (FFT). Analyzing the FFT amplitude spectra reported in Fig. 2.13, it is
apparent that the high-order harmonics content obtained by the MPC approach is more
moderate than the one achieved by the PID-based one, thus its control effort is lower.

2.5 Conclusions
In this chapter we present an indirect DD process control method for deep drawing. The
main goal of the proposed approach is to optimize the quality of the process, avoiding
defects in the stamped part. A comprehensive methodology is developed in detail, ranging
from the process identification through an HW model using offline data to the MPC
design. Specifically, the chapter contribution is twofold. On the one hand, the proposed
approach fills a gap in the existing literature, where –in reference to metal forming–
classical PID controllers are commonly employed, even though they cannot properly
handle constraints and require a difficult tuning phase, thus not always producing an
optimal control signal. Conversely, our approach achieves an excellent control quality
of the multi-variable constrained process under a simple fast-tuning phase and short
controlling time period. On the other hand, the application to a deep drawing real
press highlights the effectiveness of the proposed methodology in designing a suitable
control system able to make the stamped parts free of defects. Finally, the proposed
MPC is tested first in a DT-based SWIL framework and, then, in a real scenario, where a
“T-shaped” metal sheet is deformed by a real hydraulic press, showing the effectiveness
of the proposed process control. Specifically, the improvement in the quality of the
stamped part –compared to that achieved without any process control– is evident. In
addition, the practical feasibility of the MPC-based architecture in demonstrated, despite
its computational complexity and the fast dynamics of the involved process.

Future developments could focus on the extension of the proposed approach to explicit
MPC, since it allows reduce the computational time needed to determine the control
actions. Another research development might involve the proactive integration of adaptive
approaches into the control architecture for making the system able to autonomously
understand the process operating conditions.
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Table 2.A.1: Mean value and variance (expressed in [ms]) of time-series that compose the training and the
validation datasets.

Mean value Variance
draw-in A 14.4708 110.3194

Training dataset draw-in B 4.8239 15.5817
draw-in C 12.1045 92.4157
draw-in A 14.4580 110.5453

Validation dataset draw-in B 4.8443 15.6440
draw-in C 12.0870 92.4777

2.A Appendix A: Identification of the Deep Drawing Process
For the sake of identifying the deep drawing process model, several experiments are
conducted in accordance with three different values of the BHF (i.e., 400, 700, and 588
kN) on the press. Figure 2.5 (b) shows the draw-in of the A, B, and C critical points,
measured and recorded during the deep drawing phase. It is important to point out
that the duration of each phase, reported in Table 2.1, is indicative. Specifically, for the
considered case, the duration of the deep drawing phase (step 3 of the press work-cycle)
is 3.75 s on average and a stroke of 30 mm at a speed of 8 mm/s is run on average by
the punch. First, the collected data are arranged in a training and validation dataset,
one per each experiment. As shown in Table 2.A.1, both training and validation datasets
have the same statistics, thus confirming the correctness of the datasets definition.

Subsequently, as indicated in Section 2.3.1, an identification analysis is performed
in order to define the parameters of the HW representing the considered deep drawing
process. In particular, the analyzed process is suitably identified through a second-order
HW model, i.e., p = 2. The input and output non-linear functions indicated by σin(·)
and σout(·) (Fig. 2.4), respectively, are modeled with a first-degree polynomial, whilst the
transfer matrix W(z) of the linear SIMO block given in (2.2) is obtained as follows:

W(z) =


−0.98z−1−z−2

1−1.99z−1+0.99z−2

−0.93z−1−z−2

1−1.99z−1+z−2

−0.95z−1−z−2

1−1.99z−1+z−2

 (2.A.1)

where each element represents the transfer function of each SISO system described by
the BHF as input and the A, B, and C draw-in profiles as outputs. Both numerator and
denominator polynomials have second order, since the model is of the second order. From
the output-error polynomial form of the linear SIMO block, the corresponding state-space
representation given in (2.3) is obtained as follows:{

X0(k + 1) = AX0(k) + BU0(k)
Y 0(k) = CX0(k) + DU0(k)

(2.A.2)

where X0 =
(
X⊤

A,X
⊤
B ,X

⊤
C

)⊤ is the state variable vector with XA =
(
XA1, XA2

)⊤,
XB =

(
XB1, XB2

)⊤, XC =
(
XC1, XC2

)⊤, Y 0 =
(
YA, YB , YC

)⊤ is the output vector,
and U0 is the input. The state, input, output, and input-output matrix A,B,C, and D
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Figure 2.A.1: Validation fitting index (a) and simulated response (b), comparison between HW and NARX
models.

are respectively defined as:

A =


0.999 0.002 0 0 0 0
−0.002 0.999 0 0 0 0

0 0 1 0.002 0 0
0 0 −0.002 1 0 0
0 0 0 0 1 0.002
0 0 0 0 −0.002 0.999

 B =


0.3537
−0.001
0.354

447.400
0.354

429.300



C =

−2.80 −32.12 0 0 0 0
0 0 0.096 −0.002 0 0
0 0 0 0 0.066 −0.002

 D =

0
0
0

 .

(2.A.3)

The HW model described above is implemented in the Matlab® engineering software
using the Identification Toolbox®. With the aim of highlighting the advantages of
the second order HW model with respect to other approaches, we provide a comparison
with the results obtained by the NARX model. The comparison results are depicted
in Fig. 2.A.1. Specifically, Fig. 2.A.1 (a) shows that, although the NARX model fits
the validation dataset with a confidence of 100%, it suffers from over-parameterization
(due to the inherent structural-identifiability issue of this class of models). Effectively,
Fig. 2.A.1 (b) demonstrates that the second-order HW model has a higher close-fitting
simulated response compared with respect to the NARX model. For each draw-in output,
the HW model presents a behaviour that is very similar to the actual one.

Moreover, as a further validation analysis, an external disturbance is superimposed to
the input BHF used in the deep drawing process. Figure 2.A.2 shows the results obtained
by the system simulation conducted using a disturbance step with increasing amplitude
(1%, 2%, 3%, and 4% of the input BHF value). As expected, the results demonstrate the
advantages of a closed-loop control system for the metal forming process. Conversely, in
Fig. 2.A.3 the simulated system responses are shown for a BHF whose value corresponds
to different working conditions (i.e., 400 kN and 700 kN). It is apparent that the obtained
HW model correctly represents the metal forming process only when the BHF gets the
nominal value (i.e., 588 kN). Fig. 2.A.3 (a) indicates the case of a lower value of BHF,
where the model tends to under-estimate its response; conversely, Fig. 2.A.3 (b) illustrates
the case of a BHF value of 700 kN, for which the model tends to over-estimate its response.

2.B Appendix B: MPC Tuning
The MPC-based process controller defined by (2.6) is designed and tuned with the MPC
Designer®, inheriting the structure of the identified process in the scheme of Fig. 2.4.

The input constraints are limited by the hydraulic piston sensitivity (±60 kN), while
the output constraints are limited within a tolerance band centered in the optimal draw-in

30



Appendix B: MPC Tuning

0 0.5 1 1.5 2 2.5 3 3.5

Time [s]

0

10

20
A

 d
ra

w
-i

n
 [

m
m

] (a)

No disturbance

Disturbance: +1%

Disturbance: +2%

Disturbance: +3%

Disturbance: +4%

0 0.5 1 1.5 2 2.5 3 3.5

Time [s]

0

5

10

B
 d

ra
w

-i
n

 [
m

m
]

0 0.5 1 1.5 2 2.5 3 3.5

Time [s]

0

10

20

C
 d

ra
w

-i
n

 [
m

m
]

0 0.5 1 1.5 2 2.5 3 3.5

Time [s]

-1

-0.5

0

A
 d

ra
w

-i
n

 

e
rr

o
r 

[m
m

]

(b)

0 0.5 1 1.5 2 2.5 3 3.5

Time [s]

-0.5

0

0.5

B
 d

ra
w

-i
n

 

e
rr

o
r 

[m
m

]

0 0.5 1 1.5 2 2.5 3 3.5

Time [s]

-2

-1

0

C
 d

ra
w

-i
n

 

e
rr

o
r 

[m
m

]
Figure 2.A.2: System simulated response comparison (a) and draw-in errors (b) in presence of a step
disturbance (amplitude equal to 1%, 2%, 3%, and 4% of the BHF value).
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Figure 2.A.3: Simulated outputs and output errors for the identified SIMO system with an input BHF
equal to of 400 kN (a) and 700 kN (b).
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Figure 2.A.4: MPC Closed-loop system response for Hu = 1 and Hp = (5, 10, 15) (a) and for Hp = 10
and Hu = (2, 3, 4) (b).

profiles Y ref
1 , Y ref

2 , and Y ref
3 . The tolerance band is defined by parameter α, whose value

is an outcome of the robust analysis of the stamping experiments. All the constraint
parameters values are reported in Table 2.B.1. The values of the other MPC parameters
(i.e., Hp, and Hu, the variables weights, the variables rate weights, and α) are detailed
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Table 2.B.1: MPC input and output constraints.

Parameter Unit Value
Ulb

b , Uub
b kN 528, 648

Ylb
1 (k), Yub

1 (k) mm (1 − α)Y ref
1 (k), (1 + α)Y ref

1 (k)
Ylb

2 (k), Yub
2 (k) mm (1 − α)Y ref

2 (k), (1 + α)Y ref
2 (k)

Ylb
3 (k), Yub

3 (k) mm (1 − α)Y ref
3 (k), (1 + α)Y ref

3 (k)

Table 2.B.2: MPC parameters.

Parameter Unit Value
Hp - 10
Hu - 1
Ts ms 200
wy

1 - 1
wy

2 - 1
wy

3 - 1
w∆u - 0

α - 0.03

in Table 2.B.2. The MV nominal input value Ub is fixed at 588 kN and for the output
reference trajectory (indicated as Y ref

1 , Y ref
2 , and Y ref

3 ) the optimal draw-in displacement
shown in Fig. 2.6 is considered. Moreover, since the inner machine control loop works
with two hydraulic pistons having a response time of 100 ms, the MPC-based process
controller sampling time TS is settled at 200 ms. With regard to the control horizon
Hp and the prediction horizon Hu, since they are considered as tuning parameters, their
changes are evaluated during the testing phase. Figure 2.A.4 (a) shows the closed-loop
control system simulation for three different values of prediction horizon (Hp = {5, 10, 15})
and a constant value of control horizon (Hu = 1), while Fig. 2.A.4 (b) illustrates the
closed-loop system dynamics for increasing values of the control horizon (Hu = {2, 3, 4})
and a constant value of the prediction horizon (Hp = 10). Changes in Hp does not affect
the behaviour of the input variable, whereas, as Hu grows, the CV signal tends to be
more and more oscillating around the nominal value.
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Chapter 3

Robust Control of Nonlinear Systems
Based on Online Data-Driven Methods

IIIAbstract

This chapter proposes a novel robust Data-Driven (DD) method for controlling
unknown input-affine nonlinear systems. First, we estimate the system dynamics
from noisy data offline through Subspace Identification of Nonlinear Dynamics. Then,
at each time step during runtime, we exploit this estimation to deduce a feedback-
linearization control law that robustly regulates all the systems consistent with the
data. Notably, the control law is derived by solving a Semidefinite Programming
(SDP) online. Moreover, closed-loop stability is ensured by constraining a Lyapunov
function to descend in each time step using a linear-matrix-inequality representation.
Unlike related DD control approaches for nonlinear systems based on SDP, our
approach does not require any approximation of the nonlinear dynamics, while
requiring the knowledge of a library of candidate basis functions. Finally, we
validate our theoretical contributions by simulations for stabilization and tracking,
outperforming another DD literature-inspired controller.
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3.1 Introduction
Model-based control –which exploits the knowledge of the plant dynamics– has largely
been motivated by the growing availability of first-principles models and the emergence
of state-space control theory [1]. However, first-principles laws are often difficult to apply,
requiring both time and expert knowledge. On the contrary, system identification [2]
has been widely used as an indirect Data-Driven (DD) approach [3] to obtain models
from measured trajectories, while these methods often do not provide guarantees for the
closed-loop. For these reasons, alternative DD control techniques are becoming more and
more popular, thanks to their capability of designing a controller from data, avoiding the
full knowledge of the model [4].

While many examples of DD control with stability guarantees are given in the literature
for linear systems (e.g., Willem’s Fundamental Lemma [5]), nonlinear control is more
challenging [6]. Indeed, more data are required than in the linear case, and non-convex
optimization problems often arise in the controller synthesis. Various approaches have been
developed in this field, including nonlinear adaptive control [7], adaptive Model Predictive
Control [8], and set-membership estimation [9]. To avoid non-convex optimization that
is typically inherited by nonlinearities, one of the most recent research lines considers
Semidefinite Programming (SDP). SDP has become popular for control problems since it
can handle complex constraints characterized by Linear Matrix Inequalities (LMIss) [10].
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Moreover, a recent research [11] also considers the application of SDP for computing control
inputs online. However, these methods require an approximation of the nonlinearity,
such as polynomial approximations [12], embedding into Linear Parameter-Varying
dynamics [13], and using the Koopman operator [14]. On the other hand, feedback
linearization represents a viable approach for canceling out system nonlinearities, aimed
at linearizing the dynamics via the feedback control action. Within the DD context,
feedback linearization is utilized for noisy-free data [15], for single input systems [16], and
based on online training data update [17].

Data-Driven Robust (DDR) control for nonlinear systems refers to set membership, in
the sense that a controller robustly stabilizes a set of all the systems consistent with data
[18]. For instance, the cited paper suggests a DDR control based on Linear Quadratic
Regulation, rewritten as an SDP. Even providing a low-complexity computational solution,
it approximates the nonlinearity of the dynamics with evident limitations. Other examples
are given by [19] and [20], which propose DDR controllers based on Sum-of-Squares
optimization. However, these approaches suffer from scaling issues and are limited
to polynomial and rational dynamics. Further, [21] utilizes the Koopman operator
to transform the nonlinear dynamics into a linear form for a robust controller design.
Notwithstanding, the truncation error of this transformation is generally unknown. Then,
in [22] and [23], a DD regulator is designed using the Taylor’s expansion to approximate
the unknown nonlinear dynamics, but its accuracy is limited for highly nonlinear systems,
affecting the control performance.

In this chapter, we propose an online DD control approach for unknown input-affine
nonlinear systems. Our method first estimates offline the system dynamics through
Subspace Identification of Nonlinear Dynamics (SINDy) [24] applied on noisy data. Then,
at runtime, we exploit this estimation to set-up an SDP problem (similar to [18]) to
robustly controlling the set of all the systems consistent with the data via feedback-
linearization. More specifically, closed-loop stability is explicitly enforced by an LMI
constraint ensuring the descend of a Lyapunov function over time for all the systems within
the set. Thereby, the optimization problem is convex and enables the online inference of
the unknown coefficients of the dynamics. To this aim, we require the knowledge of a
library of candidate basis functions, as suggested in [15], [18], [22], [25], [26]. However, in
contrast to these works, our method does not require nonlinear approximation, achieving
a less conservative robust performance with respect to the set of systems consistent with
the noisy data.

3.1.1 Notation
The state and input vectors are respectively indicated by x =

(
x1, . . . , xn

)⊤ ∈ Rn and
u =

(
u1, . . . , un

)⊤ ∈ Rn. The symbol x+ is the state vector at the next time point, while
x(k) is the k-th retrieved data sample. Moreover, we denote the Euclidean norm of a
vector v ∈ Rn by ∥v∥2 and the induced matrix norms for the 1- and Euclidean vector
norm by ∥M∥1 and ∥M∥2, respectively. Furthermore, we respectively name I and 0 the
identity and the zero matrix of suitable dimensions. We use the superscript ⊤ for denoting
the transpose of a matrix. The abbreviation ⋆⊤BA indicates the quadratic form A⊤BA
of the matrices A and B of suitable dimensions. Finally, ≻ (⪰) and ≺ (⪯) denote the
positive (semi-) and negative (semi-) definiteness of a matrix.

3.2 Problem Statement
Consider the input-affine nonlinear discrete-time system

x+ = f(x) + g(x)u, (3.1)

where f : Rn → Rn and g : Rn → Rn×n describe the unknown state transition and input
functions, respectively. To infer the unknown dynamics, we suppose the knowledge of
basis functions containing the dynamics.
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Assumption 3.2.1
The unknown state transition and input functions can be written upon the following

parameterized representations

f(x) = Ξ1F(x)
g(x) = Ξ2G(x),

where F : Rn → Rnf and G : Rn → Rn × n are the known state transition and input
basis functions, respectively. Moreover, the functions, given by the rows of matrix
F(x) and G(x), are linearly independent. The coefficient matrices Ξ1 ∈ Rn×nf and
Ξ2 ∈ Rn×n are unknown. □

By matrix multiplication, we can rewrite (3.1) as

x+ = ΞΘ(x,u), (3.2)

where we summarize the nonlinear basis functions into

Θ(x,u) =
(

F(x)
G(x)u

)
and the unknown coefficient matrices into Ξ =

(
Ξ1 Ξ2

)
. Due to the linear independence

of the basis functions according to Assumption 3.2.1, the coefficient matrix Ξ is unique.
Assumption 3.2.1 requires some insights into the unknown dynamics, which might be
available from first-principles, e.g., for electrical or mechanical systems. For instance,
F(x) and G(x) can have the following form:

F
(
x
)

=
(

x⊤ (
x2

1, . . . , x
2
n

)⊤ sin(x1) · · ·
)⊤

G
(
x
)

=

1 0 · · ·
0 1 + x2

1 · · ·
...

... . . .

 .

To infer Ξ, we further ask for N + 1 noisy data samples
{

x(k),u(k)
}N+1

k=1 satisfying
the open-loop dynamics (3.1):

x(k + 1) = f
(
x(k)

)
+ g
(
x(k)

)
u(k) + d(k) (3.3)

∀k = 1, . . . ,N, with unknown noise d(k). Since these data lack information for arbitrary
noise realizations, we also require the following general noise characterization, as in [12]
and [18].
Assumption 3.2.2

Let the noise realizations d(k), ∀k = 1, . . . ,N, satisfy ∥d(k)∥2
2 ≤ ϵd with known

ϵd ≥ 0. □

The goal of the remainder of this chapter is to find a control input u leading the
nonlinear system (3.1) to track a reference signal xr in a stable fashion.

3.3 Data-Driven Control Problem Formulation
The proposed control law is based on feedback linearization, where the unknown coefficient
matrices are first estimated offline utilizing the so-called SINDy regression. Then, to
guarantee stability regarding the reference –even with a not precise coefficient inference–
the state feedback is updated at each time step by solving an SDP problem online.
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3.3.1 Offline Regression
Since typically only few nonlinearities in Θ(x,u) are non-zero, we set-up the following
SINDy-based sparse regression problem [24]:

min
Ξ̂

N∑
k=1

1
2

∥∥∥x(k + 1)− Ξ̂Θ
(
x(k),u(k)

)∥∥∥2

2
+ γ
∥∥∥Ξ̂
∥∥∥

1
. (3.4)

Here, Ξ̂ ∈ Rn×(nf +n) is the estimated sparse coefficient matrix, while γ is a Pareto-based
hyper-parameter used for best balancing model complexity and accuracy, by promoting
the sparsity of the coefficient estimation.

In order to introduce a feedback law for the full state linearization once problem (3.4)
is solved, the following invertibility assumption is required.
Assumption 3.3.1 (cf. [25], Ass. 4)

Let the coefficient matrix Ξ̂2 and matrix G(x), ∀x ∈ Rn, be invertible. □

Assumption 3.3.1 ensures, among others, that the inverse of Ξ̂2G(x) exists, which is
common for input-affine systems [27], e.g., robotic manipulators or coupled multi-tank
systems. Furthermore, while the invertibility of G(x) can be checked offline, we can
ensure the invertibility of Ξ̂2 by a small perturbation.

Under this assumption, we can choose the following feedback-linearization control law
for (3.1) to assure a good tracking

û(x) =
(
Ξ̂2G(x)

)−1(−Ξ̂1F(x)−Ke + x+
r
)
, (3.5)

where K ∈ Rn×n and e = x−xr are the to-be-chosen control gain matrix and the tracking
error vector, respectively. Indeed, by adding and subtracting the quantity Ξ̂2G(x)û(x)
to the “true” dynamics (3.2) and, then, by substituting the control law (3.5), we obtain
the tracking error dynamics

e+ = −Ke +
(
Ξ1 − Ξ̂1

)
F(x) +

(
Ξ2 − Ξ̂2

)
G(x)û(x). (3.6)

Hence, in the ideal case of
(
Ξ̂1, Ξ̂2

)
→
(
Ξ1,Ξ2

)
, then (3.6) becomes e+ = −Ke, resulting

in an asymptotically stable tracking error dynamics, for a Schur −K.
However, due to the inexact inference on the regression matrix, a static choice of K,

made offline, does not necessarily lead to a stable tracking error. Thus, we define the
Lyapunov function candidate V (e) = 1

2 e⊤Pe, with P ≻ 0, and propose an online control
scheme to guarantee its decay over time.

3.3.2 Projection of the Offline Regression
To propose the online control scheme, we first consider the projection of estimation Ξ̂ on
the new variable Ξ̃ =

(
Ξ̃1 Ξ̃2

)
∈ Rn×(nf +n) from the set of coefficients, for which the

control input (3.5) decreases the Lyapunov function for all the systems consistent with
the retrieved data samples (3.3). Moreover, by utilizing the control structure (3.5), the
subsequently proposed control algorithm also provides an online adapted inference of the
coefficients Ξ.
Lemma 3.3.1 (Set membership)

The set of all coefficients consistent with data (3.3), under the noise characterization
of Assumption 3.2.2, is given by

Σ =
{

Ξ :
(

I
Ξ⊤

)⊤

∆(k)
(

I
Ξ⊤

)
⪯ 0, k = 1, . . . ,N

}
(3.7)

39



The Proposed Online Data-Driven Control Algorithm

with
∆(k) =

(−ϵdI + x(k + 1)x(k + 1)⊤ −x(k + 1)Θ(k)⊤

−
(
x(k + 1)Θ(k)⊤)⊤ Θ(k)Θ(k)⊤

)
and Θ(k) = Θ

(
x(k),u(k)

)
. □

Proof 3.3.1
By the Dualization Lemma (see [28], 2.10), the noise bound from Assumption 3.2.2 is
equivalent to (

I
d(k)⊤

)⊤(−ϵdI 0
0 I

)(
I

d(k)⊤

)
⪯ 0, k = 1, . . . ,N.

Replacing d(k) by the noise term from (3.3) yields Σ. □

Note that Σ represents a set membership of Ξ, containing, among all, also the true
coefficients Ξ.

Then, inspired by the feedback law (3.5), the projection Ξ̃ is obtained by solving the
optimization problem

min
Ξ̃1,invertible Ξ̃2

,K
∥∥∥Ξ̂− Ξ̃

∥∥∥2

2
(3.8a)

s.t.


V (e+) ≤ V (e)

e+ = −Ke +
(

Ξ− Ξ̃
)( F(x)

G(x)ũ(x)

)
ũ(x) =

(
Ξ̃2G(x)

)−1(−Ξ̃1F(x)−Ke + x+
r
)
,

(3.8b)

where constraints (3.8b) need to be valid ∀Ξ ∈ Σ. Since the variability of Σ only depends
on the noise bound, the control law ũ(x) is robust for all the admissible systems, which
differ each other only by the noise variance. This ensures that, although the true Ξ is
unknown, the Lyapunov function robustly decays for all the coefficients matrices within
Σ, and, consequently, also for the true system.

3.4 The Proposed Online Data-Driven Control Algorithm
In this section, leveraging the result of Lemma 3.3.1, we first demonstrate that (3.8) can
be effectively solved as an SDP. To this aim, the following lemma delivers a sufficient LMI
condition for satisfying constraints (3.8b). Second, we provide the stability guarantees
for the closed-loop dynamics in a concluding theorem.
Lemma 3.4.1 (Sufficient LMI condition)

If there exist matrices M̃1 ∈ Rn×nf and M̃2 ∈ Rn×n, invertible matrix Ξ̃
−1
2 ∈ Rn×n,

and scalars α1, . . . , αN ≥ 0 such that the LMI constraint Υ
(

0
Θ(x)

)
(
0 Θ(x)⊤) −1

 ⪯ 0 (3.9)

with

Υ =
(

x+
r (x+

r )⊤ − e⊤PeP−1 −x+
r Θ(x)⊤

−
(
x+

r Θ(x)⊤)⊤ 0

)
−

N∑
k=1

αk∆(k)

and

Θ(x) =
(

F(x)
−M̃1F(x)− M̃2e + Ξ̃

−1
2 x+

r

)
(3.10)
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holds, then (3.8b) is satisfied ∀Ξ ∈ Σ, and for Ξ̃1 = Ξ̃2M̃1, Ξ̃2 =
(

Ξ̃
−1
2

)−1
, and

K = Ξ̃2M̃2. □

Proof 3.4.1
To prove the claim, we first apply the Schur complement on (3.9) resulting in the
equivalent condition(

x+
r (x+

r )⊤ − e⊤PeP−1 −x+
r Θ(x)⊤

−
(
x+

r Θ(x)⊤)⊤ Θ(x)Θ(x)⊤

)
−

N∑
k=1

αk∆(k) ⪯ 0.

Pre- and post-multiplying
(
I Ξ

)
and its transpose, respectively, yields(

I
Ξ⊤

)⊤(
x+

r (x+
r )⊤ − e⊤PeP−1 −x+

r Θ(x)⊤

−
(
x+

r Θ(x)⊤)⊤ Θ(x)Θ(x)⊤

)(
I

Ξ⊤

)

⪯
N∑

k=1
αk

(
I

Ξ⊤

)⊤

∆(k)
(

I
Ξ⊤

)
.

By the construction of Σ in (3.7) and α1, . . . , αN ≥ 0, the right-hand side of the
previous condition is negative definite for all Ξ ∈ Σ. Therefore, we can imply that

⋆⊤
(

x+
r (x+

r )⊤ − e⊤PeP−1 −x+
r Θ(x)⊤

−
(
x+

r Θ(x)⊤)⊤ Θ(x)Θ(x)⊤

)(
I

Ξ⊤

)
⪯ 0 (3.11)

∀Ξ ∈ Σ, which corresponds to an S-procedure argument. To proceed, note that (3.11)
can also be written as

⋆⊤
(

x+
r (x+

r )⊤ − e⊤PeP−1 x+
r

(x+
r )⊤ 1

)( I
−
(
ΞΘ(x)

)⊤

)
⪯ 0. (3.12)

Moreover, we observe that Θ(x) = Θ
(
x, ũ(x)

)
as

− M̃1F(x)− M̃2e + Ξ̃
−1
2 x+

r

= G(x)G(x)−1Ξ̃
−1
2
(
− Ξ̃2M̃1F(x)− Ξ̃2M̃2e + x+

r

)
= G(x)

(
Ξ̃2G(x)

)−1 (
− Ξ̃1F(x)−Ke + x+

r

)
.

Since x+ = ΞΘ
(
x, ũ(x)

)
, condition (3.12) can be written as

⋆⊤
(

x+
r (x+

r )⊤ − e⊤PeP−1 x+
r

(x+
r )⊤ 1

)(
I

−(x+)⊤

)
⪯ 0.

Finally, since P ≻ 0, we can apply the Dualization Lemma such that

0 ≤
(

x+

1

)⊤( −P Px+
r

(Px+
r )⊤ e⊤Pe− (x+

r )⊤Px+
r

)(
x+

1

)
= e⊤Pe− (x+ − x+

r )⊤P(x+ − x+
r ) = V (e)− V (e+)

is satisfied for all Ξ ∈ Σ.
It remains to be argued that (3.9) is an LMI condition. To this end, note that x,xr,

and x+
r are known constants. Therefore, the nonlinearity Θ

(
x, ũ(x)

)
is evaluated

at the current state. Thus, Θ(x) is linear with respect to the optimization variables
M̃1,M̃2, and Ξ̃

−1
2 . Since condition (3.9) is additionally linear regarding to Θ(x),

then (3.9) is an LMI. □
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Lemma 3.4.1 establishes an LMI constraint to verify whether V (e) decreases in the
next time step, for all the coefficient matrices robustly within Σ. It also provides a
necessary condition for k = 1. Interestingly, the nonlinear dynamics can be directly
evaluated without any approximation.

Furthermore, to achieve a guaranteed decay rate of the Lyapunov function V (e+) ≤
δV (e) with some 0 < δ < 1, we replace Υ in LMI (3.9) by(

x+
r (x+

r )⊤ − δe⊤PeP−1 −x+
r Θ(x)⊤

−
(
x+

r Θ(x)⊤)⊤ 0

)
−

N∑
k=1

αk∆(k). (3.13)

Moreover, due to the uncertain coefficients Ξ, it might be impossible to achieve
V (e+) ≤ V (e) for small e. To this end, we propose the relaxation

V (e+) ≤
{
V (e) if V (e) ≥ ρ
ρ else

for some ρ > 0, leading (3.6) to be practically stable.
Finally, to make problem (3.8) effectively solvable via SDP, we propose to compute

the inverse Ξ̂
−1
2 according to Assumption 3.3.1 and M̂1 = Ξ̂

−1
2 Ξ̂1 for the solution of the

SINDy regression. Subsequently, we solve the problem

min
M̃1, M̃2, Ξ̃

−1
2 , α1,...,αN, δ

s (3.14a)

s.t.



(
sI Λ⊤
Λ I

)
⪰ 0

(3.9), with (3.10) and (3.13)
α1, . . . , αN ≥ 0
0 < δ < 1

(3.14b)

instead of (3.8), at each time step, where Λ =
(

Ξ̂
−1
2 M̂1

)
−
(

Ξ̃
−1
2 M̃1

)
. By the Schur

complement, the distance ∥Λ∥2
2 is minimized by (3.14). To ensure that the solution of

Ξ̃
−1
2 from (3.14) is invertible, we can add a small full-rank perturbation. Algorithm 3.1

summarizes the whole proposed DD approach.
We conclude this section with the following theorem, which provides the stability

guarantee for the closed-loop system.
Theorem 3.4.1 (Closed-loop stability)

Under Assumption 3.3.1 and if the SDP (3.14) is solvable with invertible Ξ̃
−1
2 at each

time step, then the tracking error dynamics

e+ = −Ke +
(

Ξ1 − Ξ̃1

)
F(x) +

(
Ξ2 − Ξ̃2

)
G(x)ũ(x)

is asymptotically stable. □

Proof 3.4.2
By Lemma 3.4.1, the tracking error satisfies V (e+) ≤ δV (e) for the Lyapunov
function V (e) = e⊤Pe. Therefore, V (e) is strictly decreasing, which implies
asymptotic stability with respect to the reference trajectory xr. This also implies
V
(
x[t]
)
≤ δtV

(
x[0]

)
, and thus ∥e[t]∥2

2 ≤
λmax(P)
λmin(P)

δt∥e[0]∥2
2. Here, λmax(P) and λmin(P)

denote the maximum and minimum eigenvalues of P, respectively, and x[t], e[t] the
states and tracking error at time t, respectively. □
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Algorithm 3.1 The Online Data-Driven Control Algorithm
Require: Basis functions Θ(x,u) satisfying (3.2).
Require: Input-state measurements {u(k),x(k)}N+1

k=1
satisfying x(k + 1) = ΞΘ(x(k),u(k)) + d(k).

Require: ϵd > 0 such that ∥d(k)∥2
2 ≤ ϵd, k = 1, . . . ,N,

∆(k)←(3.7) for k = 1, . . . ,N.
Ξ̂← solving (3.4).

Require: Lyapunov function matrix P ≻ 0 and ρ > 0.
Require: Time horizon T ∈ N ∪ {∞}.
t← 0
while t ≤ T do

x← current state measurement
xr ← current state reference
x+

r ← next state reference
e← x− xr

if V (e) > ρ then
M̃1,M̃2, Ξ̃

−1
2 ← solving (3.14)

else
M̃1,M̃2, Ξ̃

−1
2 ← solving (3.14) with e⊤Pe = ρ

end if
Ξ̃2 ← Inverse of Ξ̃

−1
2

Ξ̃1 ← Ξ̃2M̃1
K ← Ξ̃2M̃2
u←

(
Ξ̃2G(x)

)−1(−Ξ̃1F(x)−Ke + x+
r
)

t← t+ 1
end while

3.5 Illustrative Examples
We validate Algorithm 3.1 by two examples. The former involves nonlinearities in F(x)
and G(x), while the latter considers a pendulum-like dynamics, often examined in the
related literature (see [3]). For both examples, N = 150 data samples are generated
starting from a randomly-chosen initial condition x0, with a sine-like input signal u, and
an upper bound ϵd = 10−2 for the disturbance d. The controller performance is evaluated
over a time horizon T = 20.

All the simulations are conducted in Matlab®, on a notebook with a 1.70 GHz Intel
Core i7-1255U CPU and 16 GB RAM. The optimization problem (3.14) is solved by
Yalmip [29] with the SDP solver Mosek® [30] (v. 10.2).

3.5.1 Example 1
For the first example, the following nonlinear dynamics{

x+
1 = x1 + 0.1x2 + u1 + d1

x+
2 = 2 sin(x1) + 0.9x2 +

(
0.01 + sin2(x1)

)
u2 + d2

is parameterized through the state and input basis functions F(x) =
(
x1 x2 sin(x1)

)⊤

and G(x) =
(

1 0
0 0.01 + sin2(x1)

)
. The true coefficient matrices are (nf = 3):

Ξ1 =
(

1 0.1 0
0 0.9 2

)
, Ξ2 =

(
1 0
0 1

)
.

Sample data are generated from the initial condition x0 =
(
0.4886 −3.5572

)⊤. With
a Pareto term γ = 0.1, Fig. 3.1 (a1) shows the open-loop simulation for the SINDy
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Figure 3.1: Open-loop simulation of true system (corresponding to data samples) and SINDy regression
(a1)-(a2), closed-loop system response (b1)-(b2), and Lyapunov function (c1)-(c2) for Examples 1 and 2,
respectively.

regression
Ξ̂1 =

(
1 0.1 0
0 0.8999 1.9976

)
, Ξ̂2 =

(
1 0
0 0.8941

)
,

resulting in a percentage mean square error (MSE) around 0.11%. P = I and ρ = 0.3 are
the Lyapunov matrix and the relaxing parameter, respectively. The controlled system
is evaluated for a step reference signal. Figures 3.1 (b1)-(c1) indicate respectively the
closed-loop step response and the Lyapunov function over time.

3.5.2 Example 2
Example 2 considers the second-order nonlinear dynamics{

x+
1 = x1 + 0.1x2 + u1 + d1

x+
2 = 2 sin(x1) + 0.9x2 + u2 + d2,

(3.15)

parameterized through the state and input basis functions F(x) =
(
x1 x2 sin(x1)

)⊤

and G(x) =
(

1 0
0 1

)
. The true coefficient matrices are (nf = 3):

Ξ1 =
(

1 0.1 0
0 0.9 2

)
, Ξ2 =

(
1 0
0 1

)
.

Sample data are drawn from the initial condition x0 =(
−3.6452 −1.6788

)⊤. For a Pareto term γ = 0.001, Fig. 3.1 (a2) shows the open-loop
simulation of the identified dynamics with

Ξ̂1 =
(

1 0.1 0
0.0547 0.9024 1.9075

)
, Ξ̂2 =

(
1 0

0.7270 0.2887

)
.

Conversely to Example 1, the percentage MSE of the regression is around 10.46%. The
positive-definite matrix

P =
(

3.7816 1.0095
1.0095 1.1980

)
(3.16)

is used in the Lyapunov function constraint. Note that (3.16) is obtained as the solution of
a benchmark controller inspired by [22] (cf. Th. 12.4.2), employed to compare the results
of our method. Specifically, the control gain K of the linear state feedback controller
u = Kx proposed in [22] is obtained for regulating the Jacobian-linearization of (3.15).
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However, it is not able to achieve closed-loop stability, in contrast to the nonlinear control
scheme from our method, whose results are shown in Figs. 3.1 (b2)-(c2). More in detail,
the former indicates that the control signal computed by Algorithm 3.1 stabilizes the
system even with a large regression error, whilst the latter displays the Lyapunov function
behaviour.

3.6 Conclusions
In this chapter, we propose a Data-Driven (DD) control method for unknown input-affine
nonlinear systems. First we require a library of candidate basis functions to build a
Subspace Identification of Nonlinear Dynamics (SINDy) regression offline; second, we
solve online a Semidefinite Programming (SDP) problem at each time step. The closed-
loop stability is guaranteed by constraining the decay of a Lyapunov function over time
within the SDP. The SDP also adjusts the regression estimate by projecting it on a
set, where all the systems within it result in a state feedback linearization that robustly
ensures the decay of the Lyapunov function for all the systems consistent with the noisy
data. The effectiveness of the theoretical results is validated both for stabilization and
reference tracking of two different examples, outperforming a benchmark literature-inspired
controller.

To address feasibility issues in solving the proposed SDP problem, a theoretical
analysis of the conditions that guarantee its solvability could be an important open issue
to explore. For non-constant reference trajectories, improvements in this sense could
include using a reference governor or relaxing the Lyapunov condition based on trajectory
changes. Alternatives might involve the adjustment of the regression matrix upon its
previous value (like in adaptive control).
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Chapter 4

Adaptive MPC for Hydraulic Servo
Actuators with Flow Control Valves

IV

Abstract

This chapter presents an Adaptive Model Predictive Control (AMPC) for the position
tracking and force control of two-chamber Hydraulic Servo Actuators (HSAs) based
on flow control valves. Due to their nonlinear dynamics, the iterative linearization
paradigm is employed to approximate the system with a Linear Time-Varying model.
Such a representation is used as the internal plant model of the predictive controller
involved to effectively make predictions on the system state. The effectiveness of the
proposed AMPC architecture is shown through numerical simulations addressing
the control of a real HSA in different scenarios. Finally, a comparative analysis on
several values of sampling time, prediction and control horizon is carried out for the
sake of investigating the effect of the parameters tuning on the performance of the
closed-loop control system.
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4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.1 Introduction
Hydraulic systems are widely involved in many modern industrial applications. The
core components of such systems are represented by hydraulic actuators, which play a
crucial role in various industrial applications [1]–[4] due to their high force and torque
coupled with a little size-to-power ratio. Since the 1950s, their control has shift from
purely mechanical to the so-called servo valves, leading to the development of Hydraulic
Servo Actuators (HSAs). The basic structure of a HSA includes is shown in Fig. 4.1. It
comprises one or more pumps for the hydraulic power transmission, a tank for the oil
reservoir, at least a high and a low pressure line, linear pistons and/or rotary motors for
the mechanical actuation, servo valves for controlling the flow-rate direction, the quantity,
and the pressure delivered from the pump to the actuator chambers, sensors, and other
interconnected components (e.g., pipelines). Nevertheless, these features make the HSAs
dynamics highly nonlinear, heavily complicating the development of high-performance
closed loop controllers, also because of control inputs saturation and valves functioning.

HSAs can use analogical (also known as proportional) or digital servo valves. The
former are based on electrical torque motors able to ensure accurate feedback control,
making such systems compliant to the high-efficiency requirements of the most recent
applications [5]–[7], but also susceptible to their complex structure and sensitivity [8].
Conversely, the latter are characterized by a switched-based operation (i.e., ON or OFF).
They have emerged in the last decade as a promising alternative in various industrial
applications [9]–[11], thanks to their benefits in energy saving, fault tolerance, cost-
effectiveness, and reliability [12], [13]. Moreover, both analogical and digital servo valves
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Figure 4.1: Schematic representation of the HSA.

can be distinguished between flow control and pressure control valves. The first allow
regulating the volume of the oil passing through the orifice over a specific time period,
while the second permit to maintain a constant value of chambers pressure.

In the related literature, different types of controllers have been proposed to ensure
robustness and stability of HSAs. These comprise state feedback control, robust control
[14], [15], adaptive control [16], combinations of robust and adaptive control [17], and
modern nonlinear control strategies [18]. Traditionally, the most used approach is linear
control, including feedback linearization [19] and classic Proportional-Integral-Derivative
(PID) controllers [20]. Examples in this regard show that PID controllers are appropriate
for reaching the reference signal, but can have limitations in ensuring good tracking
performance. Differently, adaptive and adaptive robust control aim at dealing with model
uncertainties. Within this context, various solutions have been proposed in the literature
to control HSAs in [21], [22]. Furthermore, among the various robust control techniques,
sliding mode is a well-known variable structure method, used in [23], [24] to minimize
the position tracking error of a pneumatic system. A recent advancement in adaptive
control for nonlinear systems is Adaptive Model Predictive Control (AMPC) [25], [26] that,
differently from the previously discussed approaches, allows the multi-variable control in
a proactive fashion. Although it is largely appreciated for nonlinear control problems, few
works have investigated application of AMPC to HSAs. In [27], for example, a particular
type of AMPC is proposed for controlling a HSA used for the regulation of an helicopter
torque gearbox.

4.1.1 Chapter Contribution
In this chapter we focus on HSAs based on flow control valves. Specifically, an AMPC
approach is proposed for tracking both the position and force of two-chamber HSAs. The
actuator is modeled as a Multiple-Input Multiple-Output (MIMO) system, with two flow
rates entering the piston chambers as the twofold input, and the piston position and force
as the double output. The proposed AMPC is based on a Linear Time-Varying (LTV)
Model Predictive Control (MPC) approach able to properly adapt its internal plant model
and effectively make predictions on the system state. To this aim, at each iteration of
the control algorithm, the plant model is approximated with a Linear Time-Invariant
(LTI) system in order to properly update the AMPC controller. In the related literature,
position and force are generally individually controlled in HSA. Instead, in this chapter
we present an effective control for both, by provisioning the flow rates for both chambers
of the actuator.
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4.2 Hydraulic Servo Actuator Model
The examined HSA is composed of a cylinder with a single-rod linear piston having one
degree of freedom and two chambers, an oil tank, a fixed-displacement pump, and a set
of hydraulic valves for the oil provisioning to each chamber (Fig. 4.1).

The HSA model can be described with the following general formulation:{
ẋi(t) = fi(x(t),u(t)) ∀i = 1, . . . , n
yj(t) = gj(x(t),u(t)) ∀j = 1, . . . , np

(4.1)

where fi(x(t),u(t)) (∀i = 1, . . . , n) and gj(x(t),u(t)) (∀j = 1, . . . , np) are respectively the
state and output functions, x(t) = (x1(t), x2(t), x3(t), x4(t))⊤ is the n-dimensional vector
of the state variables (SVs), u(t) = (Q1(t), Q2(t))⊤ is the nu-dimensional vector of the
input or manipulated variables (MVs), and y(t) = (y1(t), y2(t))⊤ is the np-dimensional
vector of the output variables (OVs), with n = 4, nu = 2, and np = 2. Specifically, the
state variables x1, x2, x3, and x4 represent the piston position and velocity, and the
pressures in chamber 1 and chamber 2, respectively; the input variables Q1(t) and Q2(t)
are the flow rate entering chamber 1 and chamber 2, respectively; the output variables
y1(t) and y2(t) indicate the piston position and force, respectively.

Following [15], [28], the four nonlinear state functions are defined as:

f1(x(t),u(t)) = x2(t)

f2(x(t),u(t)) = 1
M

(
−bmx2(t) + A1x3(t)−A2x4(t)

)
f3(x(t),u(t)) = E

A1x1(t)

(
−A1x2(t) +Q1(t)

)
f4(x(t),u(t)) = E

Vtot −A1x1(t)

(
A2x2(t) +Q2(t)

)
.

(4.2a)

(4.2b)

(4.2c)

(4.2d)

The mechanical parameters considered in the model above are the total length L of the
cylinder, the mass M of the piston, the two cross-sectional areas A1 and A2 of chamber 1
and 2, respectively, and the total volume of the cylinder Vtot = A1

L
2 +A2

L
2 . Conversely,

the hydraulic parameters are the viscous coefficient bm and the bulk modulus of the fluid
compressibility E. For simplicity, no additional load force and friction are considered in
the model.

Regarding the output equations, the position is directly represented by x1, while the
force is modeled as the derivative of the piston velocity –represented by x2– with respect
to time:

F = M ẋ2(t). (4.3)
Hence, by substituting (4.2b) in (4.1) for i = 2 and, in turn, in (4.3), the following two
linear output equations are obtained:

g1(x(t),u(t)) = x1(t) (4.4a)
g2(x(t),u(t)) = −bmx2(t) + A1x3(t)−A2x4(t). (4.4b)

Finally, by substituting ((4.2a))-((4.2d)) and ((4.4a))-((4.4b)) in ((4.1)), the complete
nonlinear model of the HSA can be expressed as follows:

ẋ1(t) = x2(t)
ẋ2(t) = 1

M

(
−bmx2(t) + A1x3(t)−A2x4(t)

)
ẋ3(t) = E

A1x1(t)

(
−A1x2(t) +Q1(t)

)
ẋ4(t) = E

Vtot−A1x1(t)

(
A2x2(t) +Q2(t)

)
y1(t) = x1(t)
y2(t) = −bmx2(t) + A1x3(t)−A2x4(t).

(4.5)
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Figure 4.2: Architecture of the proposed AMPC architecture.

4.3 The Proposed Adaptive MPC
For controlling the nonlinear model of the HSA formulated in Section 4.2, the AMPC
architecture shown in Fig. 4.2 is proposed. By taking inspiration from [29], at each
iteration of the control algorithm the nonlinear model of the HSA is linearized at the
current operating conditions and discretized at a given sampling rate. Then, the AMPC-
based controller is properly updated, based on a Linear Time-Varying Kalman Filter
(LTVKF). In this sense, an MPC able to adapt itself to the plant changes is obtained,
thus allowing to make predictions accurately.

4.3.1 System Linearization
After linearization, the nonlinear system defined in (4.5) can be rewritten in accordance
with the following linear state-space model structure:{

∆ẋ(t) = A∆x(t) + B∆u(t)
∆y(t) = C∆x(t) + D∆u(t)

(4.6)

where ∆x(t) = x(t)−x, ∆u(t) = u(t)−u, and ∆y(t) = y(t)−y indicate the deviations
of the state, input, and output vectors from the nominal operating condition defined
by the nominal vectors x, u, and y, respectively. The state-space matrices in (4.6) are
defined as follows:

A = ∂f(x,u)
∂x

∣∣∣∣
(x,u)

=


0 1 0 0
0 −bm

M
A1
M −A2

M
−E(Q1−A1x2)

A1x2
1

− E
x1

0 0
A1E(Q2+A2x2)
(Vtot−A1x1)2 − E

x1
0 0

 ,

B = ∂f(x,u)
∂u

∣∣∣∣
(x,u)

=


0 0
0 0
E

A1x1
0

0 E
Vtot−A1x1

 ,

C = ∂g(x,u)
∂x

∣∣∣∣
(x,u)

=
(

1 0 0 0
0 −bm A1 −A2

)
, D = ∂g(x,u)

∂u

∣∣∣∣
(x,u)

=
(

0 0
0 0

)

(4.7)

where f(x,u) = (f1(x,u), . . . , fn(x,u))⊤ and g(x,u) = (g1(x,u), . . . , gnp
(x,u))⊤ are

the state and the output functions defined in (4.2a)-(4.2d) and (4.4a)-(4.4b), respectively.
Since the AMPC-based controller uses the LTVKF as state observer to update its

controller states, the plant should be completely observable. Hence, the rank of the
Kalman observability matrix Kobs = [C,CA,CA2,CA3]⊤ is evaluated. However, it
holds that rank(Kobs) = 3 < n, thus implying that the linearized system ((4.6))-((4.7))
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is not completely observable. This requires its reduction to its minimal form through
the complete Kalman decomposition procedure, which leads to the following equivalent
system representation: {

∆ẋm(t) = Am∆xm(t) + Bm∆u(t)
∆y(t) = Cm∆xm(t) + Dm∆u(t)

(4.8)

where xm = (xm1 , xm2 , xm3)⊤ is the state vector of the minimal form with m = 3
components. The new operating point is thus described by the couple (xm,u) and
accordingly the new deviation from the nominal operating state is ∆xm(t) = xm(t)−xm.
Finally, the matrices of the minimal form in (4.8) are defined as:

Am =


0 1 0
0 −bm

M
A1
M + A2

2
MA1

−A2E(Q2+A2xm2 )
(Vtot−A1xm1 )2 −

E(Q1−A1xm2 )
A1x2

m1

A2E
A1xm1

− E
xm1

0

 ,

Bm =

 0 0
0 0
E

A1xm1
− A2E

A1(Vtot−A1xm1 )

 , Cm =
(

1 0 0
0 bm A1 + A2

2
A1

)
, Dm =

(
0 0
0 0

)
.

(4.9)

4.3.2 Adaptive MPC Designing
At each time step k the linearized continuous-time system ((4.8))-((4.9)) is first discretized
with a sampling time Ts to provide a proper discrete-time state-space model for its
prediction over the whole prediction horizon, thus resulting in:{

∆xm(h) = Ak∆xm(h− 1) + Bk∆u(h− 1)
∆y(h) = Ck∆xm(h) + Dk∆u(h)

(4.10)

where ∆xm(h−1) and ∆xm(h) are respectively the state deviation and the incremental
state deviation from the nominal state, ∆y(h) is the output incremental deviation from
the nominal output, and ∆u(h−1) is the input deviation from the nominal input:

∆xm(h) = xm(h)−xm (4.11a)
∆y(h) = y(h)−y (4.11b)
∆u(h) = u(h)−u. (4.11c)

The discrete state matrix Ak and the input matrix Bk are obtained from Am and Bm
by the Euler method as follows:

Ak = eAmTs Bk =
∫ kTs

(k−1)Ts

(
eAm(kTs−τ)Bm

)
dτ (4.12)

while the discrete output matrix Ck and the feedforward matrix Dk are equal to the
continuous case, i.e., Ck = Cm, Dk = Dm.

Second, as for the LTVKF, both the gain Lk (i.e., the solution of the discrete Riccati
equation) and Mk (i.e., the innovation gain used to update the state by the Kalman
filter) matrices are adjusted over time to maintain consistency with the updated plant
model, as follows:

Lk = (AkP k|k-1C⊤
k + N)(CkP k|k-1C⊤

k + R)−1

Mk = P k|k-1C⊤
k (CkP k|k-1C⊤

k + R)−1
(4.13)

where Q, R, and N are constant covariance matrices and P k|k−1 is the state estimate
error covariance matrix at time k based on information available at time k−1 and updated
as follows:

P k+1|k = AkP k|k-1A⊤
k − (AkP k|k-1C⊤

k + N)L⊤
k + Q. (4.14)
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Using (4.13)-(4.14), the state estimation vector ∆x̂m(k|k) is updated based on the last
state estimation ∆x̂m(k|k − 1). For the sake of simplicity, in the sequel we adopt the
following lightened notation: ∆x̂m(k) ≜ ∆x̂m(k|k).

Third, based on the updated nominal operating conditions and the estimated state
vector, the linearized discrete-time model of the HSA defined in ((4.10))-((4.12)) is
rewritten as follows:{

∆x̂m(h) = Ak∆x̂m(h−1) + Bk∆u(h−1)
∆y(h) = Ck∆x̂m(h) + Dk∆u(h)

. (4.15)

where ∆x̂m(h−1) and ∆x̂m(h) are respectively the estimated state deviation and the
incremental estimated state deviation from the nominal state x̂m(h):

∆x̂m(h) = x̂m(h)−xm. (4.16)

Using the new plant model defined in (4.15)-(4.16), the AMPC approach computes
both the MVs and the OVs over the control and the prediction horizon, collecting
them in U(k) :=

(
u(k+1)⊤, . . . ,u(k+Hu)⊤)⊤, Y (k) :=

(
y(k+1)⊤, . . . ,y(k+Hp)⊤)⊤,

and x̂m(k) :=
(
x̂m(k+ 1)⊤, . . . , x̂m(k+Hp)⊤)⊤ related to the given control horizon

{k+1, . . . , k+Hu} and prediction horizon {k+1, . . . , k+Hp}, respectively. The aim of the
AMPC is to reduce the error between the desired and the measured output trajectories
and to limit the control effort U(k) by minimizing the following objective function:

J
(
U(k),Y (k)

)
= JY

(
U(k),Y (k)

)
+ J∆U

(
U(k),Y (k)

)
. (4.17)

The terms JY

(
U(k),Y (k)

)
and J∆U

(
U(k),Y (k)

)
refer respectively to the output

reference tracking and the move suppression of the MVs, and are defined as

JY

(
U(k),Y (k)

)
=

k+Hp∑
h=k+1

(
np∑

j=1
wY

j

(
yj(h)−yref

j (h)
)2
)

J∆U

(
U(k),Y (k)

)
=

k+Hu∑
h=k+1

(
nu∑
l=1

w∆U
l

(
ul(h)− ul(h− 1)

)2
)
.

In both terms, the parameters wY
j and w∆U

l are suitable weighting factors. Moreover,
since the piston position is subject to physical limitations, the following constraints are
also defined:

ylb
1 < y1(h) < yub

1 , ∀h = k + 1, . . . , k +Hp (4.18)
where ylb

1 and yub
1 denote the lower and upper bounds for the piston position, respectively.

Hence, the following optimization problem is solved by the AMPC-based regulator:

min
U(k), Y (k), x̂m(k)

(4.17) (4.19a)

s.t.
{

eqs.(4.11b)− (4.11c), (4.15)− (4.16), ∀h = k + 1, . . . , k +Hp

eqs.(4.18).
(4.19b)

Summing up, at each time step k, the AMPC controller obtains all measurements
Y (k), computes the required MVs U (k) by solving online the optimization problem (4.19),
and applies to the plant only the first sample of the obtained control strategy.

4.4 Case Study
For the sake of showing the effectiveness of the proposed methodology, numerical results
of a real HSA are shown. The mechanical parameters, gathered in Table 4.1, are derived
from the literature case study presented in [30]. The AMPC-based control system is
implemented in Matlab® and the optimization problem (4.19) is solved via a QP solver.
All numerical experiments are conducted on a laptop with a 2.5 GHz Intel Core i5-8250U
CPU and 8 GB RAM.
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Table 4.1: Hydraulic Actuator parameters.

Parameter name Symbol Value Unit
Cylinder length L 500 mm
Piston rod mass M 500 Kg

Oil bulk modulus E 1.2 e+3 -
Piston cross sectional area A1 2.2 e+3 mm2

Rod cross sectional area A2
3
4 A1 mm2

Total volume of cylinder Vtot A1
L
2+A2

L
2 Lit

Oil density ρ 870 Kg/M3

Supply (pump) pressure PS 300 e+6 Pa
Reference (tank) pressure PE 1 Pa

Viscous coefficient bm 50 N s/m
Valve discharge coefficient Cd 0.62 -
Valve cross sectional area A0

A1
10 mm2

Table 4.2: MPC parameters.

Parameter name Symbol Value Unit
Sampling time Ts 100 ms
OVs weights wY

1,2 7.38 -
MVs weights w∆U

1,2 0 -
Piston position lower bound ylb

1 0 mm
Piston position upper bound yub

1 L mm

4.4.1 Experimental Setup
The rest position is considered for the initial condition, as shown in Fig. 4.1, resulting in the
initial state xm(0) = (250, 0, 0)⊤, initial input u(0) =

(
A0Cd

√
2
ρ PS,A0Cd

√
2
ρ PS

)⊤
, and

initial output y(0) = (250, 0)⊤ vectors [30]. By following the steps defined in Section 4.3.2,
an AMPC-based controller is designed, whose parameters are listed in Table 4.2.

The performance of the AMPC-based control system is tested on two different scenarios
(i.e., A and B), with a simulation time of 10 s. In the first scenario, the HSA works as
the core component of an hydraulic pressing machine used for metal forming processes
[4], where a high force to a metal sheet to be formed has to be applied. Conversely, in
the second scenario the HSA acts as the driving part for the motors of an industrial
manipulator. In this case, it has to follow a given reference trajectory with high precision
[31]. Thus, two typical reference signals are considered for both cases, with a maximum
amplitude of 300 mm and 1500 kN respectively for the position and force.

4.4.2 Results and Discussion
In both scenarios the closed-loop control system response is tested for various prediction
(i.e., Hp) and control horizon (i.e., Hu), while the sampling time (i.e., Ts) is set to 100
ms.

The position and force tracking errors are depicted respectively in Figs. 4.3 (a1)-(a2)
for Scenario A and in Figs. 4.4 (a1)-(a2) for Scenario B. These quantities are evaluated
with Hp = 10 and Hu={5, 6, 7, 8, 9}. In both cases the higher the control horizon, the
lower the error. This also results in higher variations of Q1 and Q2 to better guarantee the
tracking capability on the position and the force of the piston, as shown in Figs. 4.3 (a3)-
(a4) and Figs. 4.4 (a3)-(a4) for Scenario A and B, respectively. Further, since the lowest
tracking error is obtained for Hu = 9, we evaluate it by considering Hp = {10, 15, 20}.
The output tracking error signals are shown in Figs. 4.3 (b1)-(b2) and Figs. 4.4 (b1)-(b2)
for Scenario A and B, respectively. In this case, it is possible to notice that the shorter
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Figure 4.3: Scenario A - Comparison between outputs error (i.e., position and force) and control inputs
(i.e., flow rates) for a fixed prediction Hp = 10 and different control horizon (Hu = {5, 6, 7, 8, 9}) (a), and
for a fixed control Hu = 9 and different prediction horizon (Hp = {10, 15, 20}) (b).
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Figure 4.4: Scenario B - Comparison between output errors (i.e., position and force) and control inputs
(i.e., flow rates) for a fixed prediction Hp = 10 and different control horizon (Hu = {5, 6, 7, 8, 9}) (a), and
for a fixed control Hu = 9 and different prediction horizon (Hp = 10, 15, 20) (b).

(a)

0 2 4 6 8 10

Time [s]

240

250

260

270

280

290

300

P
o

s
it

io
n

 [
m

m
]

0 2 4 6 8 10

Time [s]

-200

0

200

400

600

800

1000

1200

1400

1600

F
o

rc
e
 [

k
N

]

Reference

AMPC (H
p
 = 10, H

u
 = 9)

(b)

0 2 4 6 8 10

Time [s]

240

250

260

270

280

290

300

P
o

s
it

io
n

 [
m

m
]

0 2 4 6 8 10

Time [s]

-200

0

200

400

600

800

1000

1200

1400

1600

F
o

rc
e

 [
k

N
]

Reference

AMPC (H
p
 = 10, H

u
 = 9)

Figure 4.5: Scenario A - Output closed-loop response vs reference signal, obtained for Ts = 100ms (a)
and Ts = 10ms (b) when Hp = 10, Hu = 9.

the prediction horizon, the lower the position and force tracking error. Also in this case,
the error is lower when higher variation of Q1 and Q2 are computed, as arises from
Figs. 4.3 (b3)-(b4) and Figs. 4.4 (b3)-(b4) for Scenario A and B, respectively. More in
general, it can be inferred that any change in flow rate is directly affected by the value of
Hp and Hu. The shorter the prediction horizon interval, the more accurate the prediction
made by the controller. Furthermore, it emerges that better performance of the AMPC
can be obtained by imposing Hu and Hp of same dimension.

Table 4.3 shows the minimum, maximum, and Mean Square Error (MSE) values for
the output tracking obtained on both scenarios. Despite those values (especially MSE) are
not negligible when Ts = 100ms, it is worthwhile highlighting that peaks in error are due
to presence of a short delay between the reference and the actual trajectories, as shown in
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Figure 4.6: Scenario B - Output closed-loop response vs reference signal, obtained for Ts = 100ms (a) and
Ts = 10ms (b) when Hp = 10, Hu = 9.

Table 4.3: Output errors.

Ts [ms] Case min(e) max(e) MSE
Hp Hu A B A B A B

Po
sit

io
n

[m
m

]

100

10 5 0 0 6.40 1.84 7.14 1.72
10 6 0 -0.03 2.57 0.73 1.58 0.16
10 7 0 -0.84 0.91 0.54 0.31 0.23
10 8 -0.36 -1.19 0.72 0.47 0.12 0.47
10 9 -0.66 -1.31 0.66 0.45 0.11 0.58
15 9 0 0 14.15 3.15 33.84 5.42
20 9 0 -0.88 43.52 8.03 352.64 24.21

10 10 9 0 -0.06 0.08 0.05 0 0

Fo
rc

e
[k

N
]

100

10 5 -144.38 -367.89 390.27 404.40 19395 23814
10 6 -227.94 -340.63 341.54 371.86 10566 22889
10 7 -272.84 -328.10 340.63 353.31 89053 23555
10 8 -292.33 -322.82 304.57 344.60 8830 24001
10 9 -298.79 -321.00 300.76 341.49 8894 24150
15 9 -33.43 -487.00 521.36 562.62 52591 43400
20 9 -0.16 -1177.6 11697 1369.3 31220 38634

10 10 9 -30.00 -33.86 30.00 39.97 89.94 233.59

Fig. 4.5 (a) and Fig. 4.6 (a) for Scenario A and B, respectively. Since the delay is equal
to one sample Ts, the error decreases as the sampling time is reduced, as can be noticed
from the last row of Table 4.3 reporting the results in the case of Ts = 10ms. Accordingly,
when Ts = 10ms the output tracking is more accurate than the case Ts = 100ms, as
shown in Fig. 4.5 (b) and Fig. 4.6 (b) for scenario A and B, respectively.

4.5 Conclusions
In this chapter, an AMPC architecture is proposed for the position tracking and force
control of two-chamber HSAs based on flow control valves. The actuator is represented
with a nonlinear MIMO model dynamics. We design an adaptive controller in the sense
that is able to change its internal LTV model at each iteration of the control algorithm,
exploiting the iterative linearization paradigm. The control system is tested in two
different scenarios, and the overall performance is evaluated by means of the minimum,
maximum, and mean square error. Simulations also show the effectiveness of the proposed
architecture even with a high sampling time, representing a challenging scenario closer to
a real manufacturing system.

Extensions regard the integration of the proposed adaptive control approach with
a lower-loop control system (within a cascaded closed-loop control architecture) for
optimally regulating the valves opening.
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Chapter 5

Model Reference Adaptive Control for
Multi-Chamber Hydraulic Servo
Actuators with Pressure Control Valves

V
Abstract

Digital multi-chamber Hydraulic Servo Actuators (HSAs) guarantee good energy
efficiency while delivering high force with a compact size-to-power ratio, even with
multiple loads. However, the complexity introduced by the exponential increase
in force combinations with the number of cylinder chambers, coupled with the
hybrid behaviour of digital HSAs, poses significant challenges in modeling and
control such systems. This chapter introduces a twofold contribution to this context.
Firstly, we propose a novel multiple-input single-output Average Equivalent Discrete-
Time Model based on a Pulse Width Modulation (PWM) strategy inspired to
power electronic converters. This allows defining a control-oriented model, by
establishing a unique relationship between the duty-cycle of N different PWM
signals associated with the digital valves of the HSA and the force delivered by the
piston rod. Secondly, we present a two-level adaptive control architecture for the
force tracking and pressure control of HSAs that use pressure control valves. It
combines a decoupled proportional-integral controller with a decentralized Model
Reference Adaptive Control providing a streamlined and practical alternative to
existing literature-based methods. The approach is applied to a four-chamber
digital HSA and compared with a Model Predictive Control -based cascaded control-
loop. Albeit our method exhibits a comparable force peak error, it significantly
improve the energy efficiency by streamlining the control architecture and reducing
the computational time. In addition, the adaptive strategy effectively manages
mechanical coupling and treats hydraulic parameters as uncertainties, demonstrating
its practical effectiveness.
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5.1 Introduction
In the previous chapter, traditional Hydraulic Servo Actuators (HSAs), namely, hydraulic
actuators based on servo valves are presented. Specifically, the chapter aimed at presenting
a satisfactory adaptive Model Predictive Control (MPC) strategy for controlling HSAs
that use flow control valves. The control system proposed there guarantees a good tracking
on rod position and force by provisioning the flow-rate entering in (or exiting from) each
piston chamber. Notwithstanding, the contribution lacks methods for controlling the
valves opening.
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It has been discussed that two types of servo valves exist: analogical (also known as
proportional) and digital. The former are based on electrical torque motors for ensuring
accurate pressure feedback control, but make challenging the control due to their complex
structure, sensitivity, and high costs. Instead, the latter are characterized by a switched-
based operation (i.e., ON or OFF) and represent as a promising alternative in various
industrial applications [1]–[3], thanks to their benefits in energy saving, fault tolerance,
cost-effectiveness, and reliability of industrial systems based on HSAs [4], [5].

One of the first architectures implemented for digital HSAs is based on the Digital
Flow Control Unit (DFCU). The idea behind is to use several parallel connected ON-OFF
valves –which can have either the same or different sizes– to simulate a variable orifice,
resulting in a cumulative opening area variation of the flow-rate path. However, the higher
control resolution in DFCUs heavily depends on the number of valves, which, in turn, has
to be kept as low as possible for not increasing costs and installation spaces [6]. Conversely,
one of the most recent advancement and viable solution consists in architectures based
on the usage of independent ON-OFF valves –in place of a unique DFCU. In this case,
the behaviour of the proportional valve is reproduced by the fast switching frequency
of each single digital valve. Moreover, fewer valves are needed, resulting in a low-cost
realization of the whole digital HSA [7]. Additionally, one of the latest frontiers in digital
HSAs lies in multi-chamber actuators, i.e., cylinders with more than two chambers. These
additional chambers serve for regulating the effective cylinder area, thereby modifying
the overall force resolution provided by the rod [8]. Specifically, the force resolution
is influenced by the number of chambers (denoted as N), as well the number of the
available pressure lines (denoted as n), resulting in nN different force modes. Moreover,
utilizing multi-chamber HSAs in digital pressure-controlled valve system can enhance
the overall energy efficiency by adapting the required pressures and flow-rates, resulting
in minimizing throttling losses, especially in case of multiple loads [9]. However, while
increasing combinations leads to improved performances, it may also introduce more
components, adding complexity to the HSAs control [10].

Therefore, controlling multi-chamber HSAs based on fast-switching pressure-controlled
servo valves is not a simple task. In this chapter, we present a twofold result in this sense.
On the one hand, we provide a novel Multiple-Input Single-Output (MISO) Average
Equivalent Discrete-time Model (AEDM) defined upon a Pulse Width Modulation (PWM)
strategy, inspired to power electronic converters. Specifically, the N different pressure
signals (one per each HSA’s chamber) act as the multiple inputs, while the force provided
by the piston rod serves as the single output in the model. On the other hand, we
suggest a two-level cascaded closed-loop control architecture based on an outer Decoupled
Proportional-Integral (DPI) controller for the force tracking, and on an inner nonlinear
discrete-time Model Reference Adaptive Control (MRAC) (see Appendix A.2) system for
the pressure control in each chamber.

5.2 Related Literature and Chapter Positioning
In the related literature, model-based solutions represent the most common way to control
HSAs. However, the hybrid nature of digital HSAs, due to the continuous-time hydraulic
dynamics and the discrete-time behavior of ON-OFF valves, poses challenges in the
modeling process. This often leads to the implementation of partial models, usually
neglecting the interaction between the continuous-time and the discrete-time dynamics.
For instance, in [11] dynamic equations connecting chamber pressure changes and valve
command signals are not integrated, complicating the controller design and introducing
stability issues. Subsequent works, such as [12], introduce novel modeling approaches
but still separate chamber pressure and valves dynamics, leading to sub-optimal control
policies. In the recent chapter by Wang, et al. [13], an interesting model defines an
equivalent spool displacement for a DFCU-based HSA, but still it treats servo valves and
chamber pressure dynamics independently. Overall, addressing these model limitations is
crucial for advancing effective control strategies for digital HSAs.
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5.2.1 Modulation Techniques of Digital Servo Valves
From an architectural perspective, the control of digital HSAs requires the design of a high-
level control law actuated by servo valves. To this aim, the voltage signal commanding
the valves opening is properly modulated to apply the high-level control policy at the
low-level. Here, a concise overview of the modulation techniques for digital HSAs is
provided to present the related limitations.

Upon the above-described frameworks (i.e., DFCU vs ON-OFF -based digital HSAs),
some authors categorize the modulation techniques concerning the flow-rate regulation
type, resulting in a distinction among spatial and temporal digital flow-rate HSAs [14],
[15]. The former can be binary-coded (i.e., higher resolution with fewer valves but prone to
pressure fluctuations), Fibonacci-coded (i.e., balancing valves and pressure fluctuations),
and equal-coded (i.e., high redundancy with minimal pressure fluctuations) [13], and
usually employ Pulse Number Modulation (PNM) and Pulse Code Modulation (PCM)
to regulate DFCUs [16]. Conversely, the latter offer simpler, but less control-oriented
architectures, which generally use Pulse Frequency Modulation (PFM) or PWM -based
signals to control each ON-OFF valve [7].

With PWM, which involves modulating the width of the pulse signal used to control the
opening of each digital valve by keeping a fixed frequency, the flow-rate is proportionally
delivered to the digital valve’s opening time. Conversely, PFM-based techniques modulate
the pulse frequency by keeping a fixed pulse width, resulting in other effective solutions
for controlling single ON-OFF servo valves [17]. On the one hand, PFM promotes the
diversification of pulses generation in terms of frequency, resulting in enhancing energy
efficiency; on the other hand, it requires high working frequencies, potentially exceeding
the most recent switching device limits. Thus, an alternative can be arranging N phase-
shifted parallel valves [17]. Moreover, in PFM a shorter duration for pulses allows precise
actuator positioning (but requires high switching frequency), instead longer pulses offer
higher flow-rates (but less precise positioning due to the low frequency) [18]. To this aim,
DFCU-based architectures, where the valve modulation is a result of a combined action
between PNM, PCM, and PFM approaches, can provide an alternative. For instance, in
[19], a PFM-based control enhances the controllability of an equal-coded DFCU compared
to PNM. On the contrary, pure PWM-based techniques have been traditionally employed
mostly for pneumatic systems (see, e.g., [20]–[22]). Only since the last decade PWM
has been utilized for hydraulic systems, due to its higher efficiency and cost reduction
with respect to PFM. The basic characteristics of a PWM hydraulic pressure-regulating
circuit built on an accumulator, an oil pipe, and a one-way valve are studied in [23]. The
results exhibit a good trade-off between the flow-rate resolution and the balancing of
the chambers charging and discharging, under different working pressures. In [24] the
authors propose the position control of a HSA driven by two PWM-based ON-OF valves.
Moreover, in [25] a successful improvement of the stability is achieved in a hydraulic
pressure-boost system, bringing the pressure from 50 up to 116 bar by modulating the
valve opening with a PWM-based signal. More recently, a self-correcting PWM-based
control strategy is introduced in [26]. Compared to the traditional PWM methods, it
minimizes the valves opening and closing times, and energy efficiency, by leveraging the
feedback of the electrical current to generate duty-cycles. Further, in [27], a PWM-based
control scheme is integrated with PNM to increase the flow-rate resolution However, it
results in excessive pressure fluctuations due to higher switching frequencies. In addition,
authors in [28] present a PWM control strategy using real-time state observation. Despite
pressure delay time, coil shell temperature rise, and energy efficiency are reduced compared
to three-voltage control, it involves the current monitoring –usually hard to implement.
Lastly, a pressure controller based on a differential PWM scheme is suggested in [7]
to regulate the chambers pressure in a digital HSA. Albeit such systems may require
high (but constant) working switching frequencies, where the pulse width varies over
time (leading to severe pressure fluctuations and wear) [29], PWM represents a viable
modulation solution for providing well-defined control systems for digital HSAs, since the
pressure is almost proportional to the duty-cycle of the PWM signal [14], [25].
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5.2.2 Control Techniques for Digital Multi-Chamber HSAs
Linear-based control approaches represent a straightforward and practical solution for
controlling the force and/or position of digital HSAs. For instance, a Proportional-
Derivative with a velocity feed-forward displacement feedback control system is proposed
in [30] for high-speed ON-OFF valves. This approach guarantees high requirements for
the cleanliness of the transmission medium, short service life, low reliability, and high
manufacturing costs. Moreover, in [31], [32], Linjama et al. suggest a Proportional-Integral-
Derivative -based multi-level cascaded architecture for controlling position, velocity, and
force using fast-switching valves. However, they simplify the control at a higher level
by using a linearized system for the inner-loop force controller. To address errors, they
implement the so-called throttling control, leading to significant energy losses. In [33],
the same authors focus on a force controller aiming at minimizing errors by selecting the
control signal based on a pressure estimator and a search space look-up table. While
achieving better tracking results with slower digital valves (avoiding throttling control),
energy efficiency is not addressed. Other linear-based control approaches in the literature,
such as optimal control theory in [34] and a receding horizon Linear-Quadratic (LQ)
tracking controller in [35], offer good tracking results. However, simulations reveal that
these techniques can be more time-consuming then others. Particularly, in the latter
work, the authors develop an optimal valve profile tracking control for a digital HSA
using an event-by-event model of the valve opening duration. In addition, it is worth
noting that all the aforementioned works specifically focus on two-chamber HSAs.

On the contrary, multi-chamber HSAs are traditionally controlled using proportional
four-way valves. However, this approach is not suitable for digital hydraulics due to the
use of parallel-connected ON-OFF valves needed for emulating the traditional servo valve
behavior. In this context, the concept of secondary control, introduced by Linjama et
al. in [36], has emerged as one of the initial approaches to control digital multi-chamber
HSAs. It consists of controlling the piston rod displacement, resulting in the control of the
overall hydraulic actuator force (or torque). In their study, each chamber is connected to
the supply or venting line via a single ON-OFF valve, incrementally enhancing the piston
force controllability. A similar secondary control approach for a four-chamber HSA is
also proposed in [37], utilizing three pressure lines and three ON-OFF valves per chamber
to generate 81 force steps. While secondary control reduces energy losses significantly,
it faces challenges in ensuring precise control at lower velocities. An alternative to the
secondary control is presented in [38], where the authors propose a Model Predictive
Control (MPC)-based cascaded architecture for a four-chamber HSA. This approach offers
a force and pressure control, combining the benefits of previous works. The three-level
control architecture includes a force index controller for the valve combination selection,
an MPC for both the tracking and energy efficiency, and a valve flow allocator for the
low-level pressure control. Although this architecture improves tracking performance
and reduces energy losses compared to secondary control, challenges arise from system
switching and the need for throttling control for switch compensation in the force index
controller. Additionally, the MPC formulation lacks consideration of nonlinear dynamics,
while the flow allocator employs a static threshold-based control.

Moreover, since the 1990s, HSAs research has emphasized adaptive and robust control
to address nonlinearities and uncertainties for analogical hydraulic systems [11], [39]–[41].
Adaptive control is crucial for handling plant changes during operation that conventional
tools may not handle [42], making these strategies well-suited for HSAs. Conversely,
only few examples are given for digital HSAs in the related literature, to the best of
our knowledge. For instance, in [43], an adaptive predictive controller is explored for
the tracking control in a digital HSA. The system parameters are identified using a
recursive least squares method, and the controller linearizes the system based on a
reference model. Further, high-precision pressure control systems based on sliding mode
are proposed in [44]–[46] for automotive breaking systems to overcome the modeling
error and uncertainties. Instead, in [47], an adaptive mechanism using a Kalman filter
estimates the valves pressure variability, exploiting them as a feed-forward action in the
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Figure 5.1: Architecture of the digital multi-chamber HSA under study. The cyan and green boxes
respectively indicate the digital valves configuration and the HSA’s multi-chamber.

LQ control, leading to an improved tracking accuracy than the test bench control scheme.
In addition, [48] proposes an adaptive MPC for controlling the rod force and position
in a two-chamber HSA. Although achieving good tracking results, the flow-rate based
control poses significant implementation challenges.

5.2.3 Chapter Contribution
Differently from the discussed literature, we tackle the twofold problem of defining a
proper and efficient modulation technique for the command signal of the switching valves
–on the one hand– and, of designing an adaptive control for digital multi-chamber HSAs
–on the other hand–, that adapts to the hybrid nature of such systems.

Regarding the first problem, we have already developed an AEDM –inspired to power
electronic converters– in [49], proposing a compact and control-oriented solution for a
two-chamber HSA. In fact, averaging-based methods represent a typical approach to
equivalently describe the continuous-time dynamics of PWM-controlled servo actuators
[50]. Nonetheless, despite these modelling techniques are widely used within pneumatic
systems thanks to their advantages in rendering the original discontinuous system –
eventually non-affine in the input– into an equivalent one –in the control canonical form–
[51], [52], very few examples can be found in the related literature concerning HSAs,
to the best of our knowledge. As for the control system design, we suggest a two-level
cascaded closed-loop control architecture built on a high-level DPI-based and a low-level
nonlinear discrete-time MRAC-based controller for respectively tracking the force and
regulating the chambers pressure. Despite MRAC is widely used in various applications
due to its efficacy in handling plants with time-varying parameters [53], its application
to HSAs remains unexplored, to the best of our knowledge. More specifically, the two
specific contributions are reported hereafter.

• A novel PWM approach aimed at extending the validity of the AEDM presented
in [49] is defined. The aided value of the new modeling approach results in its
validity also for four-chamber HSAs, as well as the fact that it introduces the
mechanical behaviour of the rod in the dynamics (besides the pure hydraulic one).
It results in a unique Multiple-Input Single-Output (MISO) relation between the
duty-cycle governing each ON-OFF valve (as the multiple input), and the overall
force provided by the piston rod (as the single output), where the velocity and the
chamber pressures act as state variables. Moreover, the AEDM suggested in this
chapter allows avoiding the hybrid behavior of HSAs, resulting in a discrete-time
dynamical representation that simplifies the control formulation and reduces energy
losses during valve switching.
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• The higher control level uses the DPI-based controller to assess the force tracking,
providing the pressure values to the lower level, where a decentralized MRAC-based
controller handles them as reference signals. The outer control loop features a linear
control law, while the inner adaptive control deals with the HSA nonlinearities and
uncertainties in a decentralized manner.

For properly designing the suggested adaptive control architecture, the overall AEDM
is split in two parts. The former represents the MISO mechanical system, with the N
pressure signals and the rod force as the multiple inputs and the single output, respectively.
The latter expresses the Multiple-Input Multiple-Output (MIMO) hydraulic dynamics,
where the N different duty-cycle and the relative pressure signals act as the multiple
inputs and the multiple outputs, respectively. Finally, the proposed MRAC scheme treats
the coupling factors (i.e., rod velocity) as known disturbances, while considers all the
hydraulic parameters as uncertainties, namely without requiring their explicit knowledge.

5.3 The Traditional Hybrid Model for Digital Multi-Chamber HSAs
Figure 5.1 shows the complete architecture of the considered digital multi-chamber HSA,
comprising a single-rod linear cylinder with N chambers (grouped in a green dashed box)
each equipped with a pair of digital valves (grouped in a grey dashed box), an oil tank,
and a fixed-displacement pump. The chamber i is characterized by an internal pressure
pi, which serves as mechanical input for the piston rod. The two valves associated to a
generic i-th chamber are denoted by S+

i and S−
i , respectively serving for the oil supply

and venting. Each valve allows a unique oil direction: either from S+
i to the chamber i,

or from the latter to S−
i . The first supplies the flow-rate q+

i (t) into the chamber, while
the latter discharges it with the flow-rate q−

i (t). The whole HSA is equipped with high
Ps and low Pt pressure lines, depicted respectively with solid and dashed lines, which
allow the oil circulation.

The dynamics of digital multi-chamber HSAs is generally modeled as follows ([34], [38],
[48]): 

ẋ(t) = v(t)

v̇(t) = 1
M

(
−bmv(t)−

N∑
i = 1

(−1)iAci
pi(t)

)
ṗi(t) = fi

(
x(t)

)
+ gi

(
x(t)

)
si(t), ∀i = 1, . . . ,N

y(t) = −bmv(t)−
N∑

i = 1
(−1)iAcipi(t)

(5.1a)

(5.1b)

(5.1c)

(5.1d)

where x(t) =
(
x(t), v(t), p1(t), . . . , pN(t)

)⊤ is the state variables vector including N+2
elements, respectively, the rod position, the rod velocity, and the pressure of the
N chambers; y(t) is the output variable, i.e., the piston rod force, whereas si(t) =(
s+

i (t), s−
i (t)

)
is the i-th input variable vector, i.e., the ON-OFF signal for the valves,

defined as follows [54]:

s+
i (t) =

{
1 if S+

i is open
0 if S+

i is closed
(5.2a)

s−
i (t) =

{
1 if S−

i is open
0 if S−

i is closed
(5.2b)

∀i = 1, . . . ,N. Upon the switching-based command signal defined in (5.2), all the possible
switching input vectors are gathered in the following set [55]:

Si =
{

sim
(t) =

(
s+

i (t), s−
i (t)

)
: m = 1, . . . , 4

}
, (5.3)
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∀i = 1, . . . ,N, where m denotes the specific operating mode associated with the input
vector. The elements of Si represent all the possible opening and closing combinations for
the corresponding pair of valves i. In model (5.1), eqs. (5.1a)-(5.1b), (5.1d) express the
mechanical dynamics, while (5.1c) models the nonlinear input-affine pressure dynamics,
where the nonlinear state and input functions are respectively defined as follows [34], [38],
[48]:

fi

(
x(t)

)
= E
Vi(t)

(
(−1)iAci

v(t)
)
, ∀i = 1, . . . ,N (5.4a)

gi

(
x(t)

)
= E
Vi(t)

(
q+

i (t) + q−
i (t)

)
, ∀i = 1, . . . ,N. (5.4b)

In model (5.1)-(5.4), the piston rod mass M, the i-th chamber cross-sectional area Aci
,

the viscous coefficient bm, and the fluid compressibility bulk modulus E are the time-
invariant parameters. Conversely, the i-th chamber volume Vi(t) is the unique time-varying
parameter, defined as follows [38], [56]:

Vi(t) =
(

L
2 − (−1)ix(t)

)
Aci , ∀i = 1, . . . ,N (5.5)

where L is the overall length of the rod. The supply q+
i (t) and venting q−

i (t) flow-rates
contributions in (5.4b) can be respectively expressed as functions of pi(t), by using the
Continuity Equation (CE) of flow-rate through an orifice [57]:

q+
i (t) = Φi∆p+

i (t) (5.6a)
q−

i (t) = Φi∆p−
i (t) (5.6b)

with:

Φi = Asi
Cd,i

√
2
ρ

(5.7a)

∆p+
i (t) =

√∣∣Ps − pi(t)
∣∣ (5.7b)

∆p−
i (t) = −

√∣∣pi(t)− Pt
∣∣ (5.7c)

∀i = 1, . . . ,N, where Asi
and Cd,i indicate respectively the cross-sectional area and

discharge coefficient of the valve i; ρ is the oil density, while ∆p+
i (t) and ∆p−

i (t) are the
supply and venting pressure drops, respectively.

In summary, the hybrid model traditionally used for digital multi-chamber HSAs is
comprehensively expressed by eqs. (5.1), (5.4)-(5.7) for the nonlinear continuous-time
hydro-mechanical dynamics, and by eq. (5.2) for the discrete -event dynamics. Moreover,
for each of the 2N different force modes, a different dynamical model is defined, due to the
specific control input combinations. Consequently, the formulation of the related control
problem is non-trivial.

5.4 The Proposed Modelling Approach for Digital Multi-Chamber
HSAs

In this section, we first introduce the PWM strategy for properly commanding the digital
HSA. Then, we describe the AEDM formulation for providing a solution to reduce the
overall number of the HSA force modes from 2N to N.

Exploiting the electro-hydraulic analogy, we establish an equivalence between our
digital multi-chamber HSA and the single-phase DC/AC inverter (Fig. 5.2). While
Fig. 5.2 (a) depicts the electronic half-bridge circuit traditionally used for modeling
single-phase DC/AC inverters, Fig. 5.2 (b) illustrates its equivalent hydraulic version
proposed here for describing the behavior of each i-th chamber. As for the inverter, the
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(a) (b)

Figure 5.2: Electronic circuit of the half-bridge single-phase DC/AC inverter [58] (a) and equivalent
hydraulic half-bridge circuit of the i-th ON-OFF couple of valves [49] (b).

transistors Q+ and Q− represent a pair of digital switches, respectively activated by the
PWM-based command signals s+(t) and s−(t). As well, the diodes D+ and D− permit
the current flow only in a specific direction, generating a switching supply voltage vAO(t)
across the load for the DC/AC conversion (for further details, see Appendix A.3).

A similar behavior can be applied to each i-th HSA chamber and its digital valves
couple. The chamber can be treated as a hydraulic load, characterized by the equivalent
hydraulic capacitance Ch,i. The supply S+

i and S−
i and venting valves, properly driven

by their respective PWM-based control signals s+
i (t) and s−

i (t), act as digital switches.
These, thanks to their respected check valves C+

i and C−
i , allow the oil flow only in a

unique specific direction. In this way, upon all the possible switched-based command
signals defined in (5.3), the corresponding valve can deliver either a positive or a negative
flow-rate according to eq. (5.6). As a result, the pressure dynamics of the i-th chamber
switches as follows:

ṗim(t) = fi

(
x(t)

)
+ gi

(
x(t)

)
sim(t), ∀sim(t) ∈ Si,

which is valid ∀i = 1, . . . ,N.

5.4.1 PWM Strategy
The PWM strategy proposed here is based on the following definition of duty-cycle.
Definition 5.4.1 (Duty-cycle)

The duty-cycle associated with the supply S+
i and venting S−

i valve is respectively
defined as

d+
i,k :=

t+ON,i,k

T and d−
i,k :=

t−ON,i,k

T
∀i = 1, . . . ,N, where T > 0 is the constant sampling period used to define the discrete
sampling time tk = kT, ∀k ∈ N. □

The values of d+
i,k and d−

i,k respectively indicate the portion of time during which
s+

i (t) and s−
i (t) reach the maximum value (i.e., 1) within T, at each sampling time tk.

Therefore, getting inspired to power electronics, we suggest the following PWM strategy.
Proposition 5.4.1 (PWM strategy)

For each duty-cycle d+
i,k associated with the supply valve S+

i , the PWM-based signal
for commanding the i-th couple of switching valves at time t is defined as

s+
i (t) =

{
1 for tk ≤ t ≤ tk + d+

i,kT
0 for tk + d+

i,kT < t < tk + T
(5.8a)

s−
i (t) =

{
0 for tk ≤ t ≤ tk + d+

i,kT
1 for tk + d+

i,kT < t < tk + T
(5.8b)
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Figure 5.3: PWM approach with m = 0.8, R = 10: triangular carrier and sinusoidal modulating signals (a),
i-th PWM-based signal s+

i (t) (b), and resulting flow-rate qi(t) entering the corresponding HSA chamber
(c).

∀i = 1, . . . ,N. □

Proof 5.4.1
For each duty-cycle d+

i,k and d−
i,k respectively associated with the supply and venting

valves, a general switching-based command signal si(t) can be modulated through the
PWM, as follows:

s+
i (t) =

{
1 for tk ≤ t ≤ tk + d+

i,kT
0 for tk + d+

i,kT < t < tk + T

s−
i (t) =

{
1 for tk ≤ t ≤ tk + d−

i,kT
0 for tk + d−

i,kT < t < tk + T

∀i = 1, . . . ,N, resulting in the following set of all the possible input vectors, at time t:

Si =
{

sim(t) =
(
s+

i (t), s−
i (t)

)
: m = 1, . . . , 4

}
∀i = 1, . . . ,N, where m denotes the specific operating mode associated with the input
vector. Within each PWM period, the control input sim(t) can switch between these
m modes. Hence, we can define the duty-cycle associated with the mode m (or modal
duty-cycle) di,km

as the fraction of time T where a given mode is active, and arrange
all these modal duty-cycles in the following matrix [55]:

Di,k =
(

d⊤
i,k1

, . . . ,d⊤
i,k4

)⊤

, ∀i = 1, . . . ,N

where di,km
=
(
d+

i,km
, d−

i,km

)
, ∀m = 1, . . . , 4 represents the duty-cycle vector

associated with the corresponding mode m, for the i-th chamber.
To make the modulation physically consistent, the duration of each active mode

m must be exactly equal to T (i.e., the same of the whole PWM period), to this aim
we impose [55]: ∥∥∥Di,k

∥∥∥
1

= 1, for tk ≤ t ≤ tk + T, ∀m = 1, . . . , 4.

Moreover, without loss of generality, only two admissible modes (i.e., for pressurizing
and for venting the chamber i) can be considered for the corresponding switching
valves [50]. This results in the following constraint for each modal duty-cycle di,km

:

di,km
=
(
d+

i,k , 1− d+
i,k

)
for m = 1, 2 (5.9)

∀i = 1, . . . ,N.

69



The Proposed Modelling Approach for Digital Multi-Chamber HSAs

Constraint (5.9) guarantees that, within the PWM time interval T, the supply
valve is open and closed respectively for a time d+

i,k (resulting in the pressurized mode)
and a time 1− d+

i,k (resulting in the venting mode). Accordingly, the venting valve is
open and closed respectively for a time 1− d+

i,k (resulting in the venting mode) and a
time d+

i,k (resulting in the pressurized mode). □

The PWM-based strategy defined in Proposition. 5.4.1 ensures that each i-th chamber
can be either pressurized or vented, at the same time t. As a consequence, the
corresponding pair of valves can deliver either a positive or a negative flow-rate, as
described below: {

q+
i (t) = Φi∆p+

i (t), for tk ≤ t ≤ tk + d+T
q−

i (t) = Φi∆p−
i (t), for tk + d+T < t < tk + T

. (5.10)

Figure 5.3 illustrates the proposed PWM strategy, where a triangular-wave carrier
and a sinusoidal-wave modulating signals are used to generate the switching command
s+

i (t) (note that, s−
i (t) = 1− s+

i (t)). The carrier signal has a unit width and frequency
fs = 1/T, while the modulating signal has frequency fm ≪ fs and amplitude m. The
pulses of the generated PWM-based signal are centered in kT. Additionally, we define
the PWM frequency ratio as R = fs/fm.

5.4.2 AEDM Formulation
The flow-rates entering the chamber i in accordance with eq. (5.10) impact the pressure
during the time interval d+

i,kT and T− d+
i,k, as respectively indicated in (5.6)-(5.7).

Nonetheless, hydraulic pressure transient times typically exceed the PWM sampling
period T, thus we can assume that the chamber pressure pi(t) remains constant for tk
[56], approximating it with its mean value pi,k:

pi(t) ≈ pi,k = 1
T

∫ tk+T

tk

pi(t) dt, tk ≤ t ≤ tk + T (5.11)

∀i=1, . . . ,N. This leads to focusing on substantial changes in the mean pressure value at
each tk. As a result, the supply and venting pressure drops can be approximated as:

∆p+
i (t)≈∆p+

i,k =
√∣∣Ps−pi,k

∣∣, tk ≤ t ≤ tk +d+
i,kT (5.12a)

∆p−
i (t)≈∆p−

i,k = −
√∣∣pi,k−Pt

∣∣, tk +d+
i,kT < t < tk +T (5.12b)

∀i=1, . . . ,N, while the flow-rates become:

q+
i,k ≈ Φi∆p+

i,k, tk ≤ t ≤ tk +d+
i,kT (5.13a)

q−
i,k ≈ Φi∆p−

i,k, tk +d+
i,kT < t < tk +T (5.13b)

∀i=1, . . . ,N. Similarly to the single-phase DC/AC inverter, the proposed PWM-based
formulation allows to approximate also the flow-rate signal with its mean value, within the
discrete period tk. Therefore, rather than relying on (5.13), we can directly consider the
mean value of the total flow-rate entering the i-th chamber during each discrete sampling
time tk, expressed as follows:

qi,k = 1
T

(∫ tk+d+
i,k

T

tk

q+
i,k dt+

∫ tk+T

tk+d+
i,k

T
q−

i,k dt

)
(5.14)

∀i = 1, . . . ,N. Substituting (5.12) in (5.13), and the latter in (5.14), the flow-rate can be
rewritten as a function of duty-cycle d+

i,k:

70



The Proposed Modelling Approach for Digital Multi-Chamber HSAs

qi,k = Φi

(√∣∣Ps−pi,k

∣∣d+
i,k −

√∣∣pi,k−Pt
∣∣(1−d+

i,k

))
= Φi

(√∣∣Ps−pi,k

∣∣+
√∣∣pi,k−Pt

∣∣)d+
i,k − Φi

√∣∣pi,k−Pt
∣∣ (5.15)

∀i = 1, . . . ,N. Thus, applying the CE to the equivalent hydraulic half-bridge circuit
results in the following equivalent Kirchhoff’s Current Law (EKCL) at node i for governing
its corresponding pressure dynamics [57]:

ṗi(t) = 1
Ch,i(t)

(
qi(t)− V̇i(t)

)
, ∀i = 1, . . . ,N (5.16)

where Vi(t), Ch,i(t), and pi(t) denote respectively the volume, the equivalent hydraulic
capacitance, and the pressure of the HSA’s chamber i, whereas qi(t) the provisioned
flow-rate. Thus, substituting (5.5) and (5.18) in (5.16), the EKCL becomes:

ṗi(t) = E
Vi(t)

(
(−1)iAciv(t) + qi(t)

)
, ∀i = 1, . . . ,N. (5.17)

It is easy to see that (5.17) is identical to (5.1c), showing that each chamber i can be
effectively considered as an equivalent hydraulic capacitance load.
Remark 5.4.1

Note that, within the electro-hydraulic analogy framework, the time derivative of
the i-th chamber volume V̇i(t) exactly represents a flow-rate, whereas the equivalent
hydraulic capacitance can be defined as:

Ch,i(t) = Vi(t)
E , ∀i = 1, . . . ,N. (5.18)

From the above equation, it appears evident that also Ch,i(t)ṗi(t) represents a flow-rate
(i.e., expressed in m3/s). □

Then, the mechanical and pressure dynamical equations are discretized with the
Taylor-Lie approximation method [59], which enables the representation of an nonlinear
input-affine dynamics as a polynomial expansion. However, the PWM-based flow-rate
could not be discretized using a fixed sampling time (because of its discontinuity within
T), resulting in violating the Zero-Order Hold (ZOH) condition. Instead, if we use its
mean value (which adhere the ZOH) over the sampling period T, the duty-cycle can be
used as the constant input, resulting in the following formulation:

vk+1 = vk + 1
M

(
−bmvk −

N∑
i = 1

(−1)iAci
pi,k

)
T

yk+1 = yk−
(

bmvk −
N∑

i=1
(−1)iAcipi,k

)
T

(5.19a)

(5.19b)

pi,k+1 = ai,k fi,d(pi,k) + bi,k gi,d(pi,k)d+
i,k + ωi,k (5.19c)

with:

ai,k = bi,k = EΦi

V i,k

(5.20a)

fi,d(pi,k) = −
√∣∣pi,k−Pt

∣∣ (5.20b)

gi,d(pi,k) =
√∣∣Ps−pi,k

∣∣+
√∣∣pi,k−Pt

∣∣ (5.20c)

ωi,k = (−1)iAci
vk (5.20d)
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Figure 5.4: Block diagram of the proposed two-level adaptive control architecture. The plant, representing
the whole configuration of the digital multi-chamber HSA, is highlighted in the gray box, while the red
box underlines the decentralized MRAC-based controller implemented at the low-level.

where eqs. (5.19c) and (5.20b)-(5.20d) are valid ∀i = 1, . . . ,N. Eqs. (5.19a)-(5.19b) model
the pure mechanical MISO behaviour of the HSA, having the mean value of pressure pi,k,
∀i = 1, . . . ,N, as multiple input and the mean value of piston rod force yk+1 as single
output. Conversely, eq. (5.19c) represents the i-th SISO model for the pure hydraulic
behaviour of the corresponding chamber, having the duty-cycle associated with the
supply valve d+

i,k as single input and the mean value of pressure pi,k as single output,
∀i = 1, . . . ,N.

The terms ai,k and bi,k represent unknown time-varying parameters, fi,d(·) and gi,d(·)
respectively stand for the nonlinear state and input functions, while Φi is a constant
parameter defined in (5.7a). The discrete variable representing the mean value of rod
velocity (i.e., vk) acts as a state variable for the mechanical model, whereas is included in
ωi,k as a known disturbance for the hydraulic dynamics. Parameters such as mass piston
(M), total rod length (L), chamber area (Aci), valve cross-sectional area (Asi), valve
discharge coefficient (Cd,i), viscous coefficient (bm), oil density (ρ), fluid compressibility
(E), supply pressure Ps, and venting pressure Pt are constant. On the contrary, ai,k and
bi,k (which depend on the i-th chamber volume V i,k) and ωi,k (which depends on the rod
velocity) change over time.
Remark 5.4.2

Besides pressure pi(t), also the i-th chamber volume Vi(t) and the piston rod velocity
v(t) exhibit slow variations within the time period T, thus:

Vi(t) ≈ V i,k = 1
T

∫ tk+T

tk

Vi(t) dt for tk ≤ t ≤ tk + T

v(t) ≈ vk = 1
T

∫ tk+T

tk

v(t) dt for tk ≤ t ≤ tk + T.

□

5.5 The Proposed Adaptive Control Architecture
The complete two-level adaptive control framework proposed for the digital multi-chamber
HSA modeled before, is shown in Fig. 5.4. The entire architecture of the digital HSA
described in Section 5.3 is represented in the the gray box, while the MRAC-based
controller is displayed in the red box. At each sampling time tk, the high-level employs a
DPI-based controller to decouple the force error into N different components –one per each
chamber– and evaluate the pressure signals as control variables. Then, the low-level uses
a decentralized MRAC-based controller to accurately track the pressure signals computed
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Figure 5.5: Block diagram of the outer DPI-based controller.

by the high-level, by evaluating the appropriate duty-cycle for each valve, ensuring the
proper flow-rate to the chambers.

5.5.1 The DPI-based Force Controller
The block diagram of the outer DPI closed-loop system is shown in Fig. 5.5. Firstly,
through the decoupling column-vector D = (D1, D2, . . . , DN)⊤, the force error is split
into N different contributions, one per each chamber i. In the following, we define the
decoupling factors of D as geometrically proportional to each chamber contribution:

Di =



Aci

/ N∑
i = 1

i = odd

Aci

−Aci

/ N∑
i = 2

i = even

Aci

(5.21)

where
∑N

i=1,i=odd Aci
and

∑N
i=2,i=even Aci

are respectively the total cross-sectional areas
of the whole odd and even chambers (i.e., chamber 1 is considered as odd, while chamber
2 as even, and so on). Then, N different PI-based controllers are designed –one per each
i-th decoupled single-input single-output (SISO) subsystem obtained from the overall
MISO mechanical dynamics. We define the N SISO subsystems as the elements of the
following row-vector transfer matrix:

W (s) =
(
G1(s), . . . , Gi(s), . . . , GN(s)

)
where the i-th element is the transfer function of the related SISO dynamics obtained
from (5.1b), (5.1d), defined as follows:

Gi(s) = Yi(s)
Pi(s)

= −(−1)i Aci
s

bm
M + s

, ∀i = 1, . . . ,N. (5.22)

Each transfer function in (5.22) represents the relation between the i-th chamber pressure
and the contribution of force provided by the relative HSA’s chamber.

Hence, the following PI-based controller Ci(s) is obtained for each plant in (5.22):

Ci(s) = Gi(s)−1
(KPis+ KIi

s

)
, ∀i = 1, . . . ,N (5.23)

where Gi(s)−1 aims at removing the internal mechanical dynamics of the corresponding
chamber i; Kpi and KIi are the proportional and the integral PI constants, respectively.
Thus, the closed-loop transfer function becomes as follows:

GOi
(s) = KPis+ KIi

(KPi + 1)s+ KIi

, ∀i = 1, . . . ,N.
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Reference
Model i

Adaptive law

Figure 5.6: Block diagram of the i-th inner decentralized MRAC-based controller. The blue box highlights
the adaptation mechanism.

We can get conditions to find the proper values of the parameters KPi and KIi from the
frequency response of the closed-loop transfer function GOi(s). Specifically, in order to
have a correct tracking of the force reference signal, we impose the following constraints:

∣∣GOi(s)
∣∣∣∣∣∣

s=jω

= 0.9

arg
(
GOi

(s)
)∣∣∣∣

s=jω

= −π/18
∀i = 1, . . . ,N. (5.24)

Thus, the following equations are obtained:

KPi =
9
(
190
√

tan( π
18 )2+1− 1629 tan( π

18 )2+171
)

32761 tan( π
18 )2 + 361 (5.25a)

KIi =
90ω tan( π

18 )
(
181
√

tan( π
18 )2+1 + 180

)
32761 tan( π

18 )2 + 361 (5.25b)

∀i = 1, . . . ,N, where ω is a design parameter representing the main frequency of the force
reference signal yref

k .
Finally, (5.23) is discretized with the Forward Euler method (i.e., substituting s=z−1

T ),
resulting in the following discrete-time PI-based controller:

Ci(z) = KCi

z2+
(KIiT(bmT−M)

M
)
z + (bmT−1)(KIiT−KPi)

KPi
−1

z2 − 2z + 1 (5.26)

∀i = 1, . . . ,N, where KCi = KPi

−(−1)iAci
represents the gain of the controller i, while

the proportional KPi and the integral KIi parameters are the solutions of the system
(5.25a)-(5.25b), respectively.

5.5.2 The Decentralized MRAC-Based Pressure Controller
MRAC uses a reference model to generate the desired plant output trajectory. The
tracking error, reflecting deviation from this trajectory, is minimized over time by
adjusting the feedback control law via an online controller parameter estimation [60].
Direct adaptive schemes make direct adjustments to controller parameters, while indirect
schemes estimate and modify model parameters before adjusting the controller [53]. The
proposed decentralized architecture for the inner control-loop is shown in Fig. 5.6, where
N different direct MRAC-based controllers –one per each chamber– are designed for
ensuring the accurate pressure tracking for the whole MIMO systems. The proposed
architecture simplifies the multi-variable control problem by treating the rod velocity as
a known disturbance and the hydraulic parameters as unknown variables.

For the sake of describing the controller designing, the following assumptions are given.
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Assumption 5.5.1 (A1)
(cf. [60], Chapter 6) The nonlinear discrete-time state function fi,d(pi,k) is bounded

for bounded pi,k, and the input function gi,d(pi,k) > c > 0 ∀ pi,k ∈ R, for some
constant c ∈ R+

∗ , ∀k ∈ N and ∀i = 1, . . . ,N. □

From (5.20b)-(5.20c), we can verify that −
√
|Ps − Pt| ≤ fi,d(pi,k) ≤ 0 for Pt ≤ pi,k ≤ Ps,

and gi,d(pi,k) is always strictly positive for c =
√
|Ps − Pt| > 0, ∀k ∈ N and ∀i = 1, . . . ,N.

Assumption 5.5.2 (A2)
(cf. [61]) The unknown model parameters ai,k and bi,k (with bi,k > 0) are slowly time-
varying, i.e., ∥ai,k+1−ai,k ∥≤∆aimax and ∥bi,k+1−bi,k ∥≤ ∆bimax , where ∆aimax ∈ R+,
and ∆bimax ∈R+ are known, ∀k ∈ N and ∀i = 1, . . . ,N. □

Assumption 5.5.3 (A3)
(cf. [61]) The disturbance ωi,k is persistently bounded and slowly time-varying,

respectively meaning that ∥ ωi,k ∥≤ ωimax and ∥ ωi,k+1−ωi,k ∥≤ ∆ωimax , where
ωimax ∈R+ and ∆ωimax ∈R+ are unknown, ∀k ∈ N and ∀i = 1, . . . ,N. □

We can see from (5.20a) that bi,k > 0. As well, both bi,k, and the variations of the
unknown parameters ai,k and bi,k are bounded by the known and real positive quantities
equal to ∆aimax = ∆bimax = Aci

L, ∀k ∈ N and ∀i = 1, . . . ,N. Further, the disturbance
ωi,k and its variation over tk+1 − tk are respectively bounded by some unknown (but real
and positive) quantities ωimax > 0 and ∆ωimax > 0, depending on the maximum allowable
velocity vk. Overall, these conditions reflect a real-world scenario.

The objective of each MRAC-based controller i is to allow the closed-loop controlled
system (5.19c)-(5.20) to follow the discrete-time reference model dynamics below:

p m
i,k+1 = −am

i p
m

i,k + bm
i p

ref
i,k , ∀i = 1, . . . ,N (5.27)

where p m
i,k and p ref

i,k are respectively the reference model pressure (acting as a state
variable) and the pressure reference signals for the i-th chamber, at the discrete time tk;
conversely, am

i and bm
i represent the model reference state and input functions, respectively.

The proposed control law is:

ui,k = 1
gi,d(pi,k)ϕ⊤

i,kθ̂i,k, ∀i = 1, . . . ,N (5.28)

where ϕi,k and θ̂i,k represent respectively the regression and the estimated parameters
vectors of the unknown controller gains at time tk, equal to:

ϕi,k =
(
fi,d(pi,k), pi,k, p

ref
i,k , ωi,k

)⊤
(5.29a)

θ̂i,k =
(
θ̂i1,k, θ̂i2,k, θ̂i3,k, θ̂i4,k

)⊤
(5.29b)

∀i = 1, . . . ,N. Since the unknown time-varying parameters ai,k and bi,k defined in (5.20a)
are slowly time-varying (for A5.5.2), we can rename ai and bi, respectively. Thus, the
vector of the true (unknown) gains of the controller can be defined as follows:

θ∗
i =

(
θ∗

i1
, θ∗

i2
, θ∗

i3
, θ∗

i4

)⊤
(5.30)

with:
θ∗

i1
= −ai

bi
, θ∗

i2
= −a

m
i

bi
, θ∗

i3
= bm

i

bi
, θ∗

i4
= − 1

bi

∀i = 1, . . . ,N. From the equations above, we can obtain the following expressions:

ai = −θ∗
i1
bi, biθ

∗
i2

= am
i , biθ

∗
i3

= bm
i , biθ

∗
i4

= −1 (5.31)
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∀i = 1, . . . ,N. To estimate the controller gains, the Lyapunov-based approach is proposed
[60].

First, the pressure dynamics (5.19c) is rewritten in terms of the unknown controller
gains vector θ∗

i. To this aim, substituting (5.31) in (5.19c), and then, adding and
subtracting the term biϕ

⊤
i,kθ∗

i, we obtain:

pi,k+1 =− am
i pi,k + bm

i p
ref

i,k + bi

(
ϕ⊤

i,kθ∗
i + gi,d(pi,k)d+

i,k

)
∀i = 1, . . . ,N.

Second, substituting the control law (5.28) in the above equation, the following
closed-loop dynamics is achieved for the pressure:

pi,k+1 = −am
i pi,k + bm

i p
ref

i,k + biϕ
⊤
i,kθ̃i,k (5.32)

∀i = 1, . . . ,N, where θ̃i,k represents the error vector of the estimated controller parameters
at time tk, defined as follows:

θ̃i,k =
(
θ̃i1,k, θ̃i2,k, θ̃i3,k, θ̃i4,k

)⊤
(5.33)

with:
θ̃i1,k = θ̂i1,k − θ∗

i1
, θ̃i2,k = θ̂i2,k − θ∗

i2
,

θ̃i3,k = θ̂i3,k − θ∗
i3
, θ̃i4,k = θ̂i4,k − θ∗

i4
.

(5.34)

∀i = 1, . . . ,N. Subtracting each term of eq. (5.27) to eq. (5.32), we obtain the following
pressure tracking error dynamics:

eP
i,k+1 = −am

i e
P
i,k + biϕ

⊤
i,kθ̃i,k, ∀i = 1, . . . ,N (5.35)

where eP
i,k = pi,k − p∗

i,k and represents the tracking error on the pressure at the discrete
time tk.

Third, in order to bring (5.35) to zero, the following discrete-time adaptive law for
the estimated control parameters vector is defined:

θ̂i,k+1 = θ̂i,k − γiϕ
⊤
i,ke

P
i,kT, ∀i = 1, . . . ,N (5.36)

where γi represents the adaptive gains vector, defined as follows:

γi =
(
γi1 , γi2 , γi3 , γi4

)⊤
, with γil

> 0

∀i=1, . . . ,N, ∀l=1, . . . , 4, with l∈N.
Finally, by means of the corresponding PWM Generator block, the i-th control law

(5.28), updated through (5.36), is normalized within the interval [0, 1] to achieve the
duty-cycle di,k related to the corresponding chamber i, as follows:

d+
i,k = ui,k − qi,min

qi,max − qi,min
, ∀i = 1, . . . ,N (5.37)

where qi,min and qi,max are respectively the minimum and the maximum allowable flow-
rates for the i-th chamber.

5.6 Case Study
For the sake of demonstrating the effectiveness of the proposed approach, this section
conducts numerical experiments on a digital four-chamber HSA with eight ON-OFF valves.
The HSA serves as the primary component of a real 30-ton class excavator presented in
[38], whose mechanical and hydraulic parameters are summarized in Table 5.1. With
the aim of further evaluating the proposed methodology, we present a comparison of the
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Table 5.1: Parameters of the digital multi-chamber HSA [38].

Parameter name Symbol Value Unit
Number of chambers N 4 -

Cylinder length L 1.4 m
Piston rod mass M 500 Kg

Chamber 1 cross sectional area Ac1 1.54 10−2 m2

Chamber 2 cross sectional area Ac2 0.77 10−2 m2

Chamber 3 cross sectional area Ac3 0.38 10−2 m2

Chamber 4 cross sectional area Ac4 0.19 10−2 m2

Lumped flow coefficient for S±
1 Φ1 6.29 10−6 m3

s
√

Pa
Lumped flow coefficient for S±

2 Φ2 3.14 10−6 m3

s
√

Pa
Lumped flow coefficient for S±

3 Φ3 1.56 10−6 m3

s
√

Pa
Lumped flow coefficient for S±

4 Φ4 0.78 10−6 m3

s
√

Pa
Valves switching frequency fs 1 KHz

Oil bulk modulus E 1.5 109 Pa
Oil density ρ 880 Kg/m3

Viscous coefficient bm 0.195 Pa·s
Supply (pump) line pressure Ps 350 105 Pa
Venting (tank) line pressure Pt 20 105 Pa

Table 5.2: Setup Parameters used for the AEDM Validation and the Closed-loop Simulation.

Parameter Value

AEDM
Validation

fs 6283.2 rad/s
fm 6.2832 rad/s

m1, m2, m3, m4 0.8, 0.9, 0.5, 0.6
R 1000

Closed-loop
Simulation

ω0 3.14 rad/s
ωf 9.42 rad/s
ωs 1.5 rad/s
D (0.8, −0.8, 0.2, −0.2)⊤

ω 15 rad/s
KP1, KP2, KP3, KP4 2.0438
KI1, KI2, KI3, KI4 62.7710

γ1, γ2, γ3, γ4 (0.1, 0.1, 0.1, 0.1)⊤

obtained results with [38], one of the most recent and innovative chapter in this field,
which employs a cascaded control architecture for digital multi-chamber HSAs. The
performance of the two techniques are evaluated by means of two significant indices, i.e.,
the maximum peak force error and energy efficiency.

All the simulations are conducted in MATLAB/Simulink and run on a laptop with a
1.70 GHz Intel Core i7-1255U CPU and 16 GB RAM.

5.6.1 Simulation Setup
Two simulations are conducted: an open-loop simulation for assessing the AEDM reliability
and a closed-loop simulation for testing the two-level adaptive control system. Table 5.2
provides all setup parameters for both cases.

For the AEDM validation, the considered HSA is modeled through eqs. (5.19)-
(5.20). Then, four PWM-based commands are generated with a triangular-wave carrier
and modulating sinusoidal-wave signals for each chamber i. The high frequency ratio
(R = 1000) is determined by carrier (fs) and modulating signals (fm), while m1, m2,
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Figure 5.7: Chirp-based force reference signal used for the closed-loop simulation.

Table 5.3: AEDM Validation - Relative Percentage Errors.

Error [%]
min(e) max(e) MSE

Va
ri

ab
le

Flow-rate

q1 2.9702 10−6 0.0800 0.5535
q2 3.4259 10−6 0.0800 0.2735
q3 8.5032 10−8 0.0784 0.1157
q4 2.0124 10−6 0.0814 0.0604

Pressure

p1 3.8866 10−6 0.1223 0.0175
p2 2.6798 10−5 0.1699 0.0293
p3 1.1551 10−6 0.0668 0.0042
p4 2.2807 10−6 0.1084 0.0096

Velocity v 1.2606 10−9 1.9045 10−5 1.1258 10−14

Force y 1.9472 10−6 0.0811 0.0294

m3, and m4 represent the modulating signal amplitudes. Conversely, in the closed-loop
simulation, the PWM-based command signals result from the cascaded control law defined
in Section 5.5, implemented with a sampling time T = 0.001 s (i.e., equal to 1/fs). Then,
four PI-based controllers, characterized by proportional and integral gains KPi and KIi

(∀i = 1, 2, 3, 4), are decoupled through the D vector for the force reference signal depicted
in Fig. 5.7. The signal is chirp-based, obtained by modulating a sinusoidal signal having
a frequency that linearly increases from ω0 to ωf , with a constant frequency ωs. The
DPI designing parameter ω is set to 15 rad/s , resulting from the signals modulation.
Finally, an MRAC-based controller with γi as adaptive gains vector is designed for each
i-th chamber.

5.6.2 AEDM Validation
Table 5.3 summarizes the relative minimum (min(e)), maximum (max(e)), and Mean
Square Error (MSE) values for the flow-rate, pressure, velocity, and piston rod force across
all chambers at a frequency ratio of R = 1000. The values, indicative of the proposed
model accuracy, consistently exhibit maximum and mean square errors below 1% for all
variables.

Furthermore, in Fig. 5.8 the effectiveness of the proposed AEDM is detailed shown
over four time intervals around 8 s. We can note that the duty-cycle associated to chamber
1, 2, 3, and 4 remain nearly constant within each sampling period, as shown in in figures
(a1), (a2), (a3), and (a4), respectively. Instead, the corresponding PWM-based signals are
displayed in figures (b1), (b2), (b3), and (b4) for all the chambers. Finally, from figures
(c1), (c2), (c3), and (d4), we can see how the discrete-time flow-rate and pressure signals
accurately represent their respective mean values over T, ∀tk.
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Figure 5.8: AEDM Validation - Detailed behavior around 8 s. Duty-cycle associated to the valves of
chamber 1 (a1), chamber 2 (a2), chamber 3 (a3), and chamber 4 (a4), and corresponding PWM-based
signals (b1), (b2), (b3), and (b4), respectively; comparison between the (actual) switching flow-rate and
pressure against their respective discrete-time mean values for chamber 1 (c1)-(d1), chamber 2 (c2)-(d2),
chamber 3 (c3)-(d4), and chamber 4 (c4)-(d4).

5.6.3 Results and Discussion
Figure 5.9 shows the inner MRAC-based control signals. The first and second rows
respectively display the control input evaluated with eq. (5.28) and the corresponding
duty-cycle computed with eq. (5.37), for each chamber. Specifically, the behavior of the
control law and the duty-cycle signals for chamber 1, 2, 3, and 4 is respectively depicted
in figures (a1)-(b1), (a2)-(b2), (a3)-(b3), and (a4)-(b4), over the entire simulation time.
Moreover, a zoom around 8 s is illustrated in Fig. 5.10. In particular, figures (a1), (a2),
(a3), and (a4) respectively show the changes in the control input between two consecutive
time steps for chamber 1, 2, 3, and 4, while figures (b1), (b2), (b3), and (b4) show their
corresponding obtained duty-cycles. It is worth noting that changes in duty-cycle are
minimal in this specific case. Further, the pulse width of the command signals, associated
with their respective duty-cycles, for chamber 1, 2, 3, and 4 are depicted in figures (c1),
(c2), (c3), and (c4). Conversely, the tracking performances of the inner control-loop are
displayed in Fig. 5.11, showing a good pressure tracking with a zero relative percentage
error after reaching the settling time of 1 s. Specifically, the pressure tracking in chamber
1, 2, 3, and 4 is respectively depicted in figures (a1), (a2), (a3), and (a4), while their
relative percentage error is shown in figures (b1), (b2), (b3), and (b4), respectively.

Fig. 5.12 illustrates the force tracking performance. More in detail, figure (a) compares
the overall behavior of the evaluated force signal against the reference, while figure (b)
shows that the relative percentage error lies within [−2, 2]% after the settling time (i.e., 1
s) is reached. Also, the decoupled force errors are detailed in Fig. 5.13, highlighting the
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Figure 5.9: Closed-loop simulation - Overall behavior over the whole simulation time (15 s). Control
signal provided by each MRAC-based controllers to chamber 1 (a1), chamber 2 (a2), chamber 3 (a3),
and chamber 4 (a4) and corresponding duty-cycle respectively generated for each PWM-based couple of
valves for chamber 1 (b1), chamber 2 (b2), chamber 3 (b3), and chamber 4 (b4).

Table 5.4: Closed-loop simulation - Relative Percentage Errors.

Error [%]
min(e) max(e) MSE

Va
ri

ab
le

Pressure

e1 1.4092 10−4 5.2069 2.7255
e2 1.0317 3.9808 3.3092
e3 1.9823 10−5 7.1595 2.3912
e4 0.5002 3.0186 0.8601

Force

eF
1 3.7415 10−5 2.2613 0.5404

eF
2 7.4829 10−5 4.5226 2.2221

eF
3 3.7415 10−5 2.2613 0.5555

eF
4 7.4829 10−5 4.5226 2.2221

eF 1.9053 10−5 1.4530 0.2124

contributions of each decoupled controller C1(z), C2(z), C3(z), and C4(z) in figures (a),
(b), (c), and (d), respectively. All the tracking error results are summarized in Tab. 5.4.
Notably, the maximum force error eF is limited to 1.45% (and to 0.21% for the MSE),
while the MSE for all pressure signals remains below 3.3%, showcasing robust performance
in this challenging scenario.

Furthermore, the implemented PWM strategy enhances the regulation of the valves
switching with respect to the reference approach. By modulating the pulse width, we
can adjust the time interval for each valve to be opened or closed through the duty-
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Figure 5.10: Closed-loop simulation - Detailed behaviour around 8 s. Control signal provided by each
MRAC-based controllers to chamber 1 (a1), chamber 2 (a2), chamber 3 (a3), and chamber 4 (a4),
corresponding duty-cycle generated for each couple of valves for chamber 1 (b1), chamber 2 (b2), chamber
3 (b3), and chamber 4 (b4), and PWM-based command signal respectively obtained for chamber 1 (c1),
chamber 2 (c2), chamber 3 (c3), and chamber 4 (c4).

cycle, resulting in improving the overall HSA energy efficiency. Specifically, the average
percentage energy efficiency over an entire work cycle can be defined as follows:

η = Wmech

Wmech + Wloss
· 100

in which Wmech and Wloss are respectively the average values of the mechanical energy
and hydraulic energy losses (due to the valves switching), defined as in [38]:

Wmech = 1
p

p∑
k=1

∣∣vk yk

∣∣
Wloss =

N∑
i=1

(1
p

p∑
k=1

∣∣(∆p+
i,k −∆p−

i,k) qi,k

∣∣)
where p is the overall number of all the collected samples during an entire whole cycle. As
a result, the average percentage of energy efficiency achieved during a complete simulation
work cycle is 78.60 %, demonstrating a significant improvement with respect to the
reference approach (≃ 71 %).

Finally, for the sake of completeness, the behaviour of the estimated parameters
vector θ̂i,k over the whole simulation time is illustrated in Fig. 5.14, for each chamber.
Specifically, in figures (a), (b), (c), and (d) we can appreciate how the estimates of the
parameters vector for chamber 1, 2, 3, and 4 respectively change during the adaptation
mechanism, until to stabilizing at specific constant values.
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Figure 5.11: Closed-loop simulation - Pressure tracking for chamber 1 (a1), chamber 2 (a2), chamber 3
(a3), and chamber 4 (a4) and corresponding relative percentage error respectively obtained for chamber 1
(b1), chamber 2 (b2), chamber 3 (b3), and chamber 4 (b4) over the whole simulation time.

Figure 5.12: Closed-loop simulation - Force tracking (a) and corresponding relative percentage error (b)
over the whole simulation time.

In summary, compared to [38], our approach improves energy efficiency by 7.6%,
albeit the force peak error goes beyond by 0.45%. Notably, our adaptive-based control
architecture significantly streamlines the cascaded control-loop proposed by the benchmark,
reducing the computational time required for evaluating the control law. Specifically, in
contrast to the reference chapter, that needs to compute an optimization problem (i.e.,
MPC formulation) for obtaining the control action, our method relies on a faster algebraic
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Figure 5.13: Closed-loop simulation - Decoupled force tracking error for chamber 1 (a), chamber 2 (b),
chamber 3 (c), and chamber 4 (d) over the whole simulation time.

Figure 5.14: Closed-loop simulation - MRAC estimated parameters θ̂i1 (a), θ̂i2 (b), θ̂i3 (c), and θ̂i4 (d),
∀i = 1, 2, 3, 4, over the whole simulation time.

computation.

5.7 Conclusions
In this chapter, we design a MRAC, based on a PWM strategy inspired to power
electronics, for digital multi-chamber HSAs that use pressure control valves. Specifically,
the contribution is twofold. First, we propose a novel AEDM, resulting in a MISO
dynamical model relating the N duty-cycle signals (one per each couple of ON-OFF valves)
with the average value of piston rod force. Then, a two-level closed-loop architecture is
designed for controlling both the force and chambers pressure. The high-level closed-loop
employs a DPI-based controller, whereas the low-level uses a decentralized nonlinear
MRAC. The outer loop employs a linear control law, while the inner loop accounts
for all the model nonlinearities and uncertainties by treating the rod velocity as a
known disturbance and the hydraulic parameters as uncertainties. Numerical simulations
on a four-chamber HSA with eight ON-OFF valves show that our adaptive control
architecture, coupled with the PWM-based AEDM, allows an effective tracking for both
force and pressure. Moreover, compared to a literature-based control approach, our
method demonstrates similar tracking performances with enhanced energy efficiency,
presenting a promising and more viable alternative.

Future work may extend the current multi-chamber approach to a multi-pressure
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architecture. This extension would require adapting the AEDM accordingly. For the
inner control loop, the nonlinear discrete-time MRAC formalization could incorporate
the time-varying case. Additionally, exploring methods for improving the controller
robustness (e.g., leakage, parameter projection, dead zone) represents another interesting
path for further research.
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Chapter 6

Adaptive Constrained Clustering for
Real-Time Fault Detection in Industrial
Systems

VI

Abstract

Thanks to the pervasive deployment of sensors in Industry 4.0, Data-Driven (DD)
methods are recently playing an important role in detecting and diagnosing all
potential faults within the plant. In this chapter, a novel Adaptive Constrained
Clustering (ACC) algorithm is defined to support the real-time fault detection in
Industrial Systems (ISs), by clustering the incoming monitoring data into two clusters
over time, representing the nominal and non-nominal work conditions, respectively.
To this aim, the proposed algorithm relies on a two-stage procedure: micro-clustering
and constrained macro-clustering. The former stage is responsible for grouping the
batches of work-cycle data into micro-clusters, while the data stream continuously
arrives from the data acquisition system. Then, after condensing the micro-clusters
into vectors of cluster features, and leveraging on additional knowledge on the
nominal and non-nominal working conditions (i.e., constraints on some samples), the
second stage aims at offline grouping the micro-clusters features into macro-clusters.
Experimental results on a real-world industrial case study show that the proposed
ACC achieves the same results of offline baseline methods (e.g., Constrained K-
means) with a higher responsiveness and processing speed; in comparison to stream
baseline methods (e.g., Stream K-means), the proposed approach obtains more
accurate and easily interpretable results.
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6.1 Introduction
Due to harsh conditions and severe operations, automatic Industrial Systems (ISs)
are prone to failure under unpredictable circumstances. By properly recognizing and
addressing possible faults, damages may be reduced, maintenance costs can be minimized,
and productivity can be increased [1]. Thus, in the design of automatic systems it is
of paramount importance to ensure reliability and dependability [2]. Thereby, process
monitoring and fault diagnosis are becoming a fundamental part of modern automation,
as outlined in [3]–[5]. As a result, the discipline of Prognostics and Health Management
(PHM) is expanding and is essential for implementing predictive maintenance in complex
ISs. In this context, Condition Based Monitoring (CBM) is becoming increasingly
important in order to improve industrial applications and bring several benefits, such as
the reduction of machinery downtime and maintenance costs [6].

Recently, as opposed to model-based techniques [7], Data-Driven (DD) methods have
been widely used in ISs to detect possible faults under the realistic hypothesis that

88



Introduction

monitoring data is available [8]–[10]. For instance, Bayesian networks and the principal
component analysis are respectively used in [11] and [12] as the core component of the fault
diagnosis approach. However, within the Machine Learning (ML) context, unsupervised
learning (e.g., clustering) is one of the most common techniques to interpret and transform
raw data into information that can potentially create value in CBM applications. For
instance, a clustering analysis successfully supports the identification of the fault severity
level in the case of multi-degradation systems where distinguishing among different faults
is difficult. Hence, several clustering-based automated techniques are proposed in the
related literature to deal with CBM. In [13] the normal operation of a selective laser
melting machine – defined as a manufacturing process that uses a metal powder bed and
thermal energy supplied by a computer-controlled and focused laser beam to build a work-
piece – are compared against three faulty conditions using clustering methods in order to
implement a CBM system and enable machine tools for predictive maintenance solutions.
In standard clustering algorithms (e.g., K-means) the goal is to divide the original data
set into non-intersecting groups such that the distances between the instances of the same
group (i.e., intra-clusters) are smaller than the distances with respect to instances of
other groups (i.e., inter-clusters). An interesting modification of the traditional K-means
is represented by the Constrained K-means, where the learning process is not totally
unsupervised. In addition to the original data set, some additional information about the
desired clusters are provided: for example, information can be related, but not limited, to
must-link and cannot-link constraints.

Nevertheless, all the traditional clustering methods (such as K-means and Constrained
K-means) require the availability of the whole data set to build and run the ML models.
In the current industrial scenarios, where sensors and Internet of Things devices generate
dynamical process data at high speed, producing actionable insights at the right time
is challenging [14]. More specifically, when real-time monitoring data arrive over time,
conventional techniques used for static data sets are not suitable for online fault detection
based on Data Stream (DS) [15]. The goal of DS clustering is to maintain a continuously
consistent good clustering of the observed sequence, using a limited amount of memory,
time, and information about data. Performing the clustering analysis over DS requires
additional challenges, including the need for quick responses and the single-pass constraint
over the raw data. Several stream clustering approaches have been proposed in the
literature to address the DS clustering problem: they can be mainly categorized into
partitioning-based (e.g., Leader, Stream K-means, and CluStream), density-based (e.g.,
DenStream), and grid-based e.g., DStream) [15]. In particular, the partitioning-based DS
clustering techniques are divided, in turn, into adaptive methods (e.g., Leader and Stream
K-Means) and Online-Offline clustering methods (e.g., CluStream) [15]. For instance,
in [16] a fault-detection system based on data stream prediction is proposed as a DS
management system, including different data prediction methods both for short-term and
long-term prediction: the achieved results show that the methods using more historical
data perform better in long-term prediction, while the methods using the most recent
data perform better in short-term prediction. Another peculiarity of DS mining is the
so-called concept drift, which refers to the unforeseen change in statistical properties of
the instances coming from the stream of data over time [17]. Especially when the goal
of the clustering activity is to determine a fault detection strategy, understanding how
and when the stream of data changes over time is crucial. To this aim, in [18] authors
indicate four different concept drift modes: sudden, gradual, incremental, and recurring.
A method to detect concept drift in data streams as potential indication for faulty system
behaviors is proposed in [19]. Although the results show the effectiveness of the approach,
it is worthwhile noting that the concept drift does not always represent a meaningful
measure of the degradation of the process under analysis.

6.1.1 Chapter Contribution
In this chapter, a partitioned-based DS clustering approach is used to perform a fault
detection strategy in a real-time fashion, aimed at preventing the controller performance
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Figure 6.1: Work-flow of the real-time fault detection approach.

deterioration and preserving the overall performance of ISs.
Specifically, the proposed method relies on a cyclical Adaptive Constrained Clustering

(ACC), which is composed by two steps: micro-clustering and constrained macro-clustering.
The DS is partitioned over a finite number of batches (also known as windows) of data. In
the micro-clustering step, incoming data are grouped into several so-called micro-clusters,
which are thus dynamically updated over time. This represents a big challenge in DS
mining, usually done by means of common clustering methods (e.g., K-means), where
however no control on the final clusters is guaranteed. Moreover, within the DS mining
context, challenging issues arise when some constrained-based learning approaches must
be applied to clusters which, in turn, are formed over time. To cope with such an issue,
additional must-link and cannot-link constraints are thus taken into account during the
macro-clustering step in an innovative fashion, while dealing with the vectors of cluster
features related to each generated micro-cluster. Then, leveraging the information acquired
at the previous stage, the composition of macro-clusters is dynamically updated, so that
the incoming monitoring data are grouped into two clusters over the time, representing
the nominal and non-nominal work conditions, respectively. Differently from the related
literature where unsupervised methods are typically employed in DS mining, the proposed
approach combines the use of a large amount of unlabeled data with a limited quantity
of additional information. This results in shifting the benefits of the offline constrained
clustering to the real-time scenario, with the final aim of discriminating the nominal and
non-nominal working conditions of a real industrial machine.

6.2 The Real-Time Fault Detection Framework
Consider an industrial process with a repeated work-cycle, where a number of parameters
is periodically monitored through the measurements collected by faultless sensors installed
on the machine. It is worthwhile noting that the faultless hypothesis for the sensor
results in assuming the retrieved data be accurate and reliable, without any errors or
faults. Those parameters are used to perform an analysis on the work conditions of the
IS under monitoring. More specifically, the main goal is to define a real-time detection
methodology aimed at detecting whether the IS is nominally working or any faulty
condition is occurring. The flow-diagram showing the high-level activities performed by
the proposed real-time fault detection approach is illustrated in Fig. 6.1.

The overall framework comprises two main stages to be conducted for each iteration
j corresponding to a given time window: Data Acquisition and Data Monitoring. The
former is focused on acquiring a continuous stream of raw data from the industrial process,
whereas the latter performs the mining activities aimed at extracting information useful
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Figure 6.2: Scheme of the proposed ACC algorithm.

for determining the system working state. Hence, during the Data Acquisition step, a
continuous DS is retrieved by sensors and, being properly pre-processed and rearranged,
data are analyzed during the Data Monitoring step. As long as the process is working
in accordance with the nominal behaviour, no further action is taken; conversely, if any
faulty condition occurs, an alert is arisen and eventual subsequent PHM actions are
immediately triggered.

For the sake of handling the incremental stream of data, the single-pass paradigm
is considered, according to which an instance of parameters which has been already
processed cannot be processed again (e.g., random access is not allowed) [15], [20], [21].
Suppose that the monitoring information of the work-cycle i is stored in an m-dimensional
vector X⃗i. Due to memory and computational effort limitation, only a finite group of data
extracted from the input stream are analysed at a time. In particular, the stream of data
is divided into equal batches (or windows) containing B data points, in accordance with
the so-called landmark window model [15], [17]. As a consequence, the fault detection
procedure is iterated by a sampling period W = B T , where T denotes the cycle time. In
the j-th time window only the B instances X⃗i related to the cycle times i T belonging to
the window [(j − 1)W, j W ] are considered, as follows:

Dj =
{
X⃗i, . . . , X⃗i+B−1

}
, ∀j = 1, 2, . . . (6.1)

In this way, it is ensured that two consecutive windows Dj and Dj+1 (∀j = 1, 2, . . .) do
not overlap , resulting in allowing real-time data processing. Therefore, a lower memory
usage and, at the same time, a faster run-time than traditional static approaches are
reached for large data sets.

6.3 The Proposed Adaptive Constrained Clustering
In this section the proposed ACC algorithm to perform the real-time fault detection, in
accordance with the problem formulated in Section 6.2, is presented. The basic idea is to
cluster the incoming data points into two clusters over time, representing the nominal
and non-nominal work conditions, respectively. The cluster of non-nominal conditions
groups all the possible faults that may affect the IS dynamics. To this aim, the proposed
algorithm relies on a two-stage procedure including the micro-clustering and macro-
clustering steps as shown in Fig. 6.2. The former is responsible of grouping the batches of
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Algorithm 6.1 Adaptive Constrained Clustering
Require: Data stream Dj , ∀j = 1, 2, . . ..

Require: Initial micro-clusters {N 1
0 , . . . ,N

I0
0 } = ∅.

Require: Initialize macro-clusters MH
0 =MF

0 = ∅.

for j = 1, 2, . . . do(
{N 1

j , . . . ,N
Ij

j }, {CFN 1
j
, . . . ,CF

N
Ij
j

}
)

= Micro-clustering
(
Dj , {N 1

j−1, . . . ,N
Ij−1
j−1 }

)
{MH

j ,MF
j } = Macro-clustering

(
{CFN 1

j
, . . . ,CF

N
Ij
j

}, {MH
j−1,MF

j−1}
)

end for
return Data clusters {MH

j ,MF
j }, ∀j = 1, 2, . . .

Algorithm 6.2 Micro-clustering
Require: Data batch Dj .
Require: Previous micro-clustering {N 1

j−1, . . . ,N
Ij−1
j−1 }.

Require: Distance threshold dthreshold.
Ij ← Ij−1

{N 1
j , . . . ,N

Ij

j } ← {N 1
j−1, . . . ,N

Ij−1
j−1 }

for X⃗ ∈ Dj do
i∗ = mini∈1,...,Ij

(
dist(X⃗,N i

j )
)

d∗ = dist(X⃗,N i∗

j )
if d∗ < dthreshold then
N i∗

j ← N i∗

j ∪ {X⃗}
else

Ij ← Ij + 1
N Ij

j ← {X⃗}
end if

end for
for N ∈ {N 1

j , . . . ,N
Ij

j } do
Compute CFN = (NN ,

−→LSN , SSN ) through Eqs. (6.3)-(6.5)
end for
return Updated micro-clustering {N 1

j , . . . ,N
Ij

j }.
return Micro-cluster features {CFN 1

j
, . . . ,CF

N
Ij
j

}.

data into micro-clusters while DS continuously arrive from the data acquisition system.
Then, after processing each batch of data in the micro-clustering step, the micro-clusters
are condensed into vectors of cluster features. Finally, leveraging on additional knowledge
on the nominal working conditions set (i.e., clustering constraints on some samples), the
macro-clustering aims at grouping the micro-clusters features into macro-clusters, so that
each data point is clustered in accordance with the overall clusters. The procedure is
repeatedly executed until the DS process is active.

The overall procedure is formally described in Algorithm 6.1, whilst the micro-
clustering and macro-clustering steps – respectively defined in Algorithm 6.2 and 6.3 –
are described in detail in the sequel.

6.3.1 Micro-clustering Step
The goal of the primary step is to identify and discover behavioral groups (or clusters) in
the DS.
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Algorithm 6.3 Macro-clustering

Require: Micro-clustering {N 1
j , . . . ,N

Ij

j }.
Require: Micro-cluster features {CFN 1

j
, . . . ,CF

N
Ij
j

}.

Require: Previous macro-clustering {MH
j−1,MF

j−1}.
Require: Must-link constraints for nominal and non-nominal conditions H and F

for N ∈ {N 1
j , . . . ,N

Ij

j } do
compute micro-cluster centroid X⃗0

N by Eqs. (6.6)
dH = dist(X⃗0

N ,H)
dF = dist(X⃗0

N ,F)
if dH < dF then
MH

j ←MH
j−1 ∪ {N}

else
MF

j ←MF
j−1 ∪ {N}

end if
end for
return Updated macro-clustering {MH

j ,MF
j }.

The micro-clustering procedure shown in Algorithm 6.2 is based on the leader clustering,
which is a partition-based DS clustering technique [15]. Each batch of data is optimally
clustered into micro-clusters using a distance criterion: whenever a new data point X⃗
arrives from the streams, the cluster i∗ having the closest distance d∗ is found. If such
a distance is below the threshold dthreshold, the data point X⃗ is assigned to cluster i∗,
otherwise a new cluster (leader) is created, being composed of the single data point
X⃗. Note that no prior information on the number of micro-clusters is needed; however,
the performance of the algorithm depends on the correctness of the threshold guess
dthreshold. Indeed, dthreshold is used to control the granularity of the micro-clustering
and the trade-off between micro-cluster size and number of micro-clusters. A common
approach is to set statically such a threshold to low values that capture the local structure
of data while ensuring the resulting clusters not to be too small. As an alternative,
the Exponentially Weighted Moving Average (EWMA) [22], [23] method can be used to
dynamically adjust and fine-tune the dthreshold value in real-time, allowing for adaptive
and responsive adjustments based on dynamic characteristics and the eventual occurrence
of drift in data.

Once the data points in the batch are clustered into micro-clusters, the following
features are computed for each micro-cluster. Given a cluster N composed of data points
{X⃗i}, the vector of corresponding cluster features is defined as the following triple:

CFN =
(
NN ,

−→LSN , SSN

)
(6.2)

where NN is the number of points in N , −→LSN is the linear sum of the data points, and
SSN is the square sum of data points:

NN = |N | (6.3)

−→LSN =
NN∑
i=1

X⃗i (6.4)

SSN =
NN∑
i=1

X⃗2
i =

NN∑
i=1

〈
X⃗i, X⃗i

〉
. (6.5)

6.3.2 Constrained Macro-clustering Step
The goal of the secondary step is to group the micro-clusters obtained by the previous step
into macro-clusters based on a given set of constraints, which are additional information
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about the data set. As soon as the micro-clustering creates the micro-clusters features
over batch data, the macro-clustering step updates the final clusters using the constrained
sets. In particular, as formally described in Algorithm 6.3, the observed I micro-clusters
are grouped into K = 2 predefined groups (i.e., the macro-clusters of nominal and non-
nominal conditions, which are denoted at iteration j by MH

j and MF
j , respectively),

where an observed micro-cluster is represented by its corresponding cluster feature vector
[15]. Indeed, as usually done in constrained clustering [6], the Euclidean distance between
each micro-cluster centroid and the must-link constraints sets is calculated in order to
update the overall macro-clusters after each batch processing. In particular, knowing the
corresponding cluster features, the centroid X⃗0

N is computed in reference to cluster N as:

X⃗0
N =

∑NN
i=1 X⃗i

NN
=
−→
LSN

NN
. (6.6)

The constraints sets can be represented by must-link (i.e., constraint specifying that two
data points must be assigned to the same cluster) and/or cannot-link (i.e., constraint
specifying that two data points cannot belong to the same cluster) constraints; however,
without loss of generality, in Algorithm 6.3 we refer to the must-link set only. Hence, the
distance of the must-link samples to micro-clusters is calculated, relying on the information
on some samples related to the healthy and faulty behaviors of the considered industrial
component (i.e., samples belonging to the macro-cluster of nominal and non-nominal
conditions). As a results, the macro-clustering component finds the nominal micro-
clusters and merge them in a final cluster of nominal conditions, whilst the remaining
micro-clusters are combined in the final cluster of non-nominal conditions.

6.4 Case Study
For the sake of validating the proposed approach, the ACC algorithm is implemented
in Python and used to perform the real-time fault detection of a pneumatic system
deployed in a real industrial process. In particular, the experiments refer to a robotic
work-cell produced by an automotive company leader of the Italian and European market
[24]. The whole cell – that is employed to analyze the quality and detect any possible
defects of an automotive work-piece performing a 90 seconds work-cycle – consists of
an anthropomorphic manipulator and three grippers. Among them, the “rotary gripper”
(positioned on the base of the framework) represents the most critical component and,
consequently, subject to frequent faults. Hence, it constitutes the case study for the
proposed real-time fault detection procedure.

6.4.1 Experimental Setup
The rotary gripper is driven by two pneumatic actuators respectively called “A side”
and “B side”, whose pneumatic scheme is represented in Fig. 6.3 (a). Each side consists
of a linear pneumatic piston and a typical 4-way valve for provisioning the needed air
flow-rate into the chambers of the related piston. The gripper is equipped with flow
meters, so that during each whole work-cycle both the maximum and mean flow-rate of
the air entering the piston chambers are retrieved and collected by an on-board acquisition
system. Moreover, the overall working time of each 4-way valve (one for each piston side)
is computed as the absolute value of the difference between the time when the actuation
command is given to the valve until the time when the related piston rod reaches its final
stroke. Therefore, for each work-cycle, six different monitoring features are collected and
recorded in the DS, as summarized in Table 6.1. Leveraging on a dimension reduction,
only a subset of the monitored features is used in the clustering procedures; namely, as
reported in the subsequent analysis on the complete experimental data set, the two most
meaningful features correspond to MaxFlowA and MaxFlowB.

The whole experiment is based on a data set of N=600 work-cycles, comprehending
100 nominal and 500 non-nominal operating conditions shuffled in a random fashion. The
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(a) (b)

(c) (d)

(e) (f)

Figure 6.3: Pneumatic schemes of the actuator used for driving the rotary gripper in the case of nominal
working condition (a), internal air flow-rate leakage (b), external air flow-rate leakage for the A side (c)
and the B side (d), internal occlusion for the A side (e) and the B side (f).
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Table 6.1: Data features collected during each work-cycle.

Feature name Description Unit

MaxFlowA Maximum flow-rate l/minon A side piston

MaxFlowB Maximum flow-rate l/minon B side piston

IntegrFlowA Mean flow-rate l/minon A side piston

IntegrFlowB Mean flow-rate l/minon B side piston

TimeA Working time of the 4-way svalve on A side piston

TimeB Working time of the 4-way svalve on B side piston

Table 6.2: Description of the fault types addressed by the case study.

Fault type Number of instances System state
No fault 100 Nominal

Ext. leakage on side A 100 Non-nominal
Ext. leakage on side B 100 Non-nominal
Int. occlusion on side A 100 Non-nominal
Int. occlusion on side B 100 Non-nominal

Internal leakage 100 Non-nominal

faulty conditions regard the rotary gripper over the complete work-cycles of the robotic
cell. Specifically, as described in Table 6.2, five different anomaly conditions are generated.
It is worth pointing out that the robotic work-cell under study may also be affected by
other less frequent types of faults in addition to the described ones. Nevertheless, only
data related to the five considered faults have been provided by the automotive Italian
company that produces the work-cell. As indicated in the table, the external leakage of air
flow and the internal occlusion are simulated for both pistons of the pneumatic actuator,
while the internal leakage is the same for both sides. For the sake of implementing the
above-described faulty scenarios, three different configurations of the pneumatic circuit
are deployed:

1. Pneumatic circuit generating the internal air flow-rate leakage – An additional valve
is inserted between both the outputs of the 4-way valve (Fig. 6.3 (b)).

2. Pneumatic circuit generating the external air flow-rate leakage – Two additional
valves are inserted between the air venting source (i.e., flow-rate not in pressure)
and chamber 1 of the piston for the A side (Fig. 6.3 (c)) and between the air supply
source (i.e., the flow-rate in pressure) and chamber 2 of the piston for the B side
(Fig. 6.3 (d)), respectively.

3. Pneumatic circuit generating the internal occlusion – Two additional valves are
inserted between the pressure pipeline output of the 4-way valve (i.e., flow-rate not
in pressure) and chamber 1 of the piston for the A side (Fig. 6.3 (e)) and between
the venting pipeline output of the 4-way valve (i.e., flow-rate not in pressure) and
chamber 2 of the piston for the B side (Fig. 6.3 (f)), respectively.

A portion equal to 1% of the dataset is used to define the constrained set on sample
working conditions. Specifically, the faulty must-link set F is formed by picking one
sample from each of the five non-nominal categories in Table 6.2, while the healthy must-
link set H is composed of two samples of nominal operating condition. Furthermore, for
the sake of evaluating the effectiveness of the proposed approach, the labels are removed
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from the entire data set; subsequently, the ACC algorithm is applied to the unlabeled
data; finally, the obtained macro-clusters are compared with the true classes (i.e., the
ground truth), while different clustering methods can be compared through evaluation
metrics. The experiment is repeated 100 times by changing both the batch size and the
value of the algorithm parameters to show the performance sensitivity.

6.4.2 Performance Evaluation
The performance of the micro-clustering procedure is evaluated using the Sum of Squared
Errors (SSE) and the Silhouette Score (SS), which are internal methods (i.e., they evaluate
the clustering performance without any reference). The former measures the sum of
squared distances of data points from their cluster centroids:

SSQ =
I∑

k=1

∑
X⃗i∈Nk

∥∥∥X⃗i − X⃗0
Nk

∥∥∥2
. (6.7)

Conversely, the SS of a data point aims at assessing how well a data point fits into the
corresponding micro-cluster compared to others:

SS(X⃗i) = b(X⃗i)− a(X⃗i)
max{a(X⃗i), b(X⃗i)}

(6.8)

where a(X⃗i) is the average dissimilarity of point X⃗i with all other points in the same
cluster, and b(X⃗i) is the lowest average dissimilarity of point X⃗i to any other cluster to
which it does not belong. The SS for the overall clustering is the mean of the SS for all
data points, as follows:

SS =
∑

X⃗i∈{N1∪...∪NI }

SS(X⃗i)
N

. (6.9)

As for the evaluation of the macro-clustering, the Purity index is considered, which is
one the most commonly used external methods (i.e., they assess the accuracy of clustering
by comparing the results to known ground truth). It is computed as follows:

Purity = 1
N

K∑
h=1

max
k∈{H,F }

∣∣Ωh ∩Mk
∣∣ (6.10)

where Ωh (for h = 1, 2) denotes the sets of nominal and non-nominal data points with
ground truth labels. Note that perfect clustering has a purity index equal to 1, while
poor clustering has purity values close to 0.

6.4.3 Results Analysis and Discussion
Figure 6.4 shows the composition of all micro-clusters and two macro-clusters over time
obtained in the case of batches with a fixed size equal to B = 50 and setting the threshold
distance to dthreshold = 1 (i.e., a maximum size of 100 data points for each microcluster
in real-time processing).

It is worthwhile noting two findings: on the one hand, the number and size of micro-
clusters (represented in Fig. 6.4 by coloring the corresponding data points) increases over
iterations; on the other hand, at each iteration, all data points are grouped into two
macro-clusters (represented in Fig. 6.4 by coloring the corresponding micro-clusters), thus
allowing to properly distinguish between the nominal and non-nominal working conditions
in real-time.

Finally, since the most significant algorithm parameter is the distance threshold
dthreshold, different experiments are analyzed and compared by varying dthreshold within
the range [0, 1, 2, 3, 4, 5, 6, 7, 8]. In particular, for each value of dthreshold the number of

97



Case Study

Figure 6.4: Results of the ACC algorithm over batches in the case of batch size B = 50. Data points in the
current batch are represented by red color, while the green and orange colors denote the micro-clusters
belonging to the nominal and non-nominal macro-clusters, respectively.
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Figure 6.5: Compression rate as a function of radius threshold (a) and sum of square error over the
number of clusters (b) for the micro-clustering of the ACC approach.

micro-clusters is evaluated over the whole DS by means of the so-called compression rate
(i.e., the number of samples divided by the number of the micro-clusters) and the Elbow
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Figure 6.6: Results of the silhouette analysis on micro-clustering varying the number of micro-clusters in
the range [2,9].

method (i.e., the heuristics aimed at determining the optimal number of clusters) [15].
From the plots shown in Fig. 6.5 it can be seen that for dthreshold = 1 the compression
rate is equal to 100 (Fig. 6.5 (a)) while the optimal number of micro-clusters is equal to 6
(Fig. 6.5 (b)), implying that each micro-cluster optimally comprises 100 data points. This
result is also confirmed by the Silhouette analysis that usefully aims at investigating the
separation distance between the resulting clusters: Fig. 6.6 reports the average Silhouette
score obtained varying the numbers of micro-clusters I, showing that the best values are
achieved in the case of 6 clusters.

In addition, as for the macro-clustering, the purity metric is evaluated: the two obtained
macro-clusters include respectively 100 and 500 data points, precisely corresponding to
the data points representing the nominal and non-nominal classes (ground truth), thus,
reaching a purity index equal to 1. This shows the accuracy and reliability of the method
in properly classifying the data in accordance with the nominal/non-nominal working
conditions.

6.4.4 Comparison with Related Clustering Approaches
In order to show the effectiveness of the proposed ACC, it is compared with both a
static (namely, the Constrained K-means) and a stream clustering (namely, the Stream
K-means) approach.

The Constrained K-means performs a profitable modification of the traditional K-
means algorithm: leveraging on background knowledge about the data set, it uses pairwise
must-link and cannot-link constraints [25]. Imposing the number of final clusters equal
to 2 and using the must-link constraints F and H, the results are shown in Fig. 6.7.
Although it is apparent that the obtained results in terms of final clusters are equal to
those achieved by the proposed approach, it is worthwhile noting that our ACC algorithm
works in real-time. Therefore, even though Constrained K-means correctly detect the
effective working conditions, reaching a purity value equal to 1, it is an offline and therefore
slower approach for data mining on the whole data set.

Conversely, the well-known Stream K-means, also called online K-means, is a variant
of the classical K-means algorithm designed to handle large data sets [15], [25]. In this
approach, the data is processed sequentially in batches, rather than all at once. Each
batch is used to update the current set of cluster centroids, which are then refined
iteratively. By processing data in a streaming fashion, it is possible to handle large data
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Figure 6.7: Results obtained by the Constrained K-means algorithm with two final clusters.

sets efficiently and in real-time, without requiring the entire data set to be loaded into
memory. However, in this approach the number of clusters must be predefined. Moreover,
it is worthwhile noting that Stream K-means requires a longer more computational time
than our approach due to the iterative process of updating the current set of cluster
centroids within each batch. Conversely, the proposed ACC algorithm always maintains a
set of CFN that summarizes the features of each corresponding micro-cluster, which makes
it faster than the Stream K-means, despite requiring more storage memory. Figure 6.8
shows the results of the Stream K-means algorithm applied to the case study, considering
batches of 50 points each and two clusters (K = 2). It is evident that, during the first
iterations, the clusters formed by the first batches are not well-separated; as new batches
are added and the algorithm is applied to larger and larger portions of the data, the
clusters become less distinct, and begin to overlap in some iterations. In addition, the
clusters formed at each iteration are dependent on the order in which the batches of data
points are processed. On the contrary, in the ACC method, the order in which the data
points arrive does not affect the clustering results at each iteration or at the end of the
procedure. Indeed, the Stream K-means algorithm is not very effective at clustering this
data set, as the clusters are not well-separated and do not remain stable over time. In
terms of purity, the Stream K-means only scores 0.66. Such a result demonstrates that
the proposed approach outperforms the other reference streaming method in terms of
accuracy.

6.5 Conclusions
This chapter proposes an ACC algorithm for the real-time fault detection of ISs. The
aim is detecting the eventual occurrence of faults by clustering data into two groups,
representing the nominal and non-nominal work conditions, respectively. To this aim,
the proposed methodology is composed of a micro-clustering and a macro-clustering
sub-stages. The former is able to create a certain number of different (micro) clusters
by processing the incoming data; besides, some features are extracted at this step. The
latter aims at grouping all the micro-clusters previously obtained into two final desired
macro-clusters, respectively indicating the nominal and non-nominal working conditions.
Finally, the proposed algorithm is tested on a real IS based on two HSAs, outperforming
not only a baseline static Constrained K-means, but also an online Stream K-means
algorithm.

Future works could consider a dynamical method for updating the distance threshold
value (e.g., EWMA) to track DS changes. This could help ensuring that each data
point belonging to a micro-cluster is well-represented by the cluster itself, improving the
overall accuracy and responsiveness of the whole process. Moreover, an additional fault
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Figure 6.8: Results of the Stream K-means algorithm over batches in the case of batch size B = 50. Data
points in the current batch are represented by red color, while the light-green and grey colors denote the
two clusters, whose updated centroids at each iteration are indicated by the blue stars.

identification sub-stage may be considered for providing more information on the faults
root causes, resulting in defining a complete fault diagnosis method.
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Chapter 7

Conclusions

VII
Industrial Systems (ISs) are increasingly implementing the so-called Industry 4.0

paradigm, advancing toward smart manufacturing to meet high production demand,
fast-changing requirements, and enhanced connectivity. One promising strategy is the the
real-time digital representation of the production environment, which partially addresses
these goals. Most of the related literature focuses on the Digital Twin (DT) concept, which
offers significant advantages by providing perception and cognition abilities in autonomous
and intelligent production systems. However, traditional model-based methods are often
unpractical for capturing the intrinsic complexity (e.g., nonlinearity and uncertainty) of
these systems, due to significant growing of process data volumes. This challenge has
recently motivated the adoption of identification techniques aimed at obtaining dynamical
models to develop Data-Driven (DD) control strategies for monitoring and controlling
ISs.

This thesis has explored two main research directions related to the implementation
of DD tools for process control and performance preservation of industrial systems.

The first part has introduced indirect DD process control schemes based on dynamical
models obtained through system identification. We have presented novel optimization-
based methodologies for controlling nonlinear systems widely used for industrial processes,
in a robust and stable fashion. The two specific contributions are reported hereafter.

• The indirect DD process control methodology based on Model Predictive Control
for the deep drawing process presented in Chapter 2 aims at improving the overall
efficiency, fault tolerance, and quality of the final workpiece. Numerical experiments
in a DT-based software-in-the-loop simulation demonstrate its effectiveness in
predicting the profile of the metal sheet to avoid quality defects in stamped parts.

• The DD robust control approach for nonlinear input-affine systems presented in
Chapter 3 allows to infer the unknown nonlinear dynamics by directly solving a Semi-
Definite Programming (SDP) problem online, without requiring any approximation.
The SDP framework also ensures closed-loop stability by constraining the descent
of a proper Lyapunov function over time.

Despite the promising results, the first part of this thesis highlights open problems
and suggests future research directions:

• The predictive-based process control approach proposed in Chapter 2 lacks adaptive
mechanisms to autonomously recognize the operating conditions of the plant. To
this aim, future research developments could integrate the process controller into a
prognostic and health management system, aligned to the DT paradigm.

• The direct DD robust control for nonlinear systems presented in Chapter 3 may
encounter feasibility issues in solving the SDP problem if addressing non-constant
reference trajectories. Potential improvements could include using a reference
governor, relaxing the Lyapunov condition (upon trajectory changes), or exploiting
the previous estimation values to adjust the regression online.

The second part of the thesis has focused on DD methods for real-time monitoring
of ISs through adaptive approaches with real-time data. This part has introduced both
innovative adaptive control strategies for unknown parameters estimation of Hydraulic
Servo Actuators (HSAs) and original methods for the real-time fault detection of ISs. The
specific contributions of each chapter are reported hereafter.
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• The Adaptive Model Predictive Control (AMPC) approach presented in Chapter 4
offers a practical and viable solution for controlling HSAs based on flow control
valves. The nonlinear dynamics is approximated at each iteration with a linear
time-varying model through the iterative linearization paradigm used to update the
AMPC internal model for effectively provisioning a predicted control action on the
system.

• Chapter 5 presents another adaptive control framework for digital multi-chamber
HSAs based on pressure control valves, providing a twofold contribution. On the
one hand, the modeling approach of such systems is streamlined thanks to a novel
Average Equivalent Discrete-time Model based on Pulse Width Modulation. On
the other hand, a cascaded control-loop architecture based on Model Reference
Adaptive Control is designed to guarantee higher energy efficiency, simplify the
control architecture, and face all model uncertainties.

• The Adaptive Constrained Clustering (ACC) algorithm presented in Chapter 6
allows clustering the incoming monitoring data for distinguishing nominal from non-
nominal working conditions in ISs. Our solution combines the use of a large amount
of unlabeled data with a limited quantity of additional information, exploiting the
benefits of offline constrained clustering, as well those of data stream clustering
approaches to perform a real-time fault detection strategies.

Notwithstanding, open problems in the second part of the thesis point to additional
research directions:

• The proposed adaptive control methods described in Chapter 4 and 5 could be
enhanced to improve the controller robustness by addressing factors such as leakage,
parameter projection, and dead zones. In addition, future works may consider to
extend the control architecture to multi-pressure HSAs.

• The ACC algorithm presented in Chapter 6 lacks integrated fault isolation and
analysis techniques to provide root-cause insights, making the development of a
complete fault diagnosis method an important future objective.
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Appendix A

Preliminaries

VIII

The goal of this appendix is to give a brief overview on the theoretical preliminaries
required by this thesis and, specifically, system identification methods, adaptive control
techniques, and the single-phase DC/AC inverter modeling approach.

A.1 System Identification
The formulation of a typical identification problem considers the following Multiple-Input
Multiple-Output (MIMO) Linear Time-Invariant (LTI) discrete-time system:{

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k) + Du(k)

(A.1)

where u(k) ∈ Rm, y(k) ∈ Rp, and x(k) ∈ Rn represent respectively the input, output,
and state vectors, having initial condition x(0) = x0, ∀k ∈ R+. A solution of system
(A.1) is given by

x(k) = Akx0︸ ︷︷ ︸
Unforced state response

+
k−1∑
τ=0

A(k−τ−1)Bu(τ)︸ ︷︷ ︸
Forced state response

y(k) = Ckx0︸ ︷︷ ︸
Unforced output response

+
k−1∑
τ=0

CA(k−τ−1)Bu(τ) + Du(k)︸ ︷︷ ︸
Forced output response

.

(A.2a)

(A.2b)

Consider for the moment the Single-Input Single-Output (SISO) case. If we evaluate the
response of system (A.1) to the impulse

u(k) = δ(k) =
{

1 k = 0
0 k > 0

,

then, the output signal becomes

y(k) = w(k) =
{

CA(k−1)B k = 0
D k > 0

.

If we consider the impulse response of each output related to the corresponding input
signal, the following matrix W(k) can be built:

W(k) =


w1,1(k) . . . w1,m

w2,1(k) . . . w2,m

... . . . ...
wp,1(k) . . . wp,q

 ∈ Rp×m (A.3)

where the i, j-th w(k)i,j element represents the i-th response to the generic column-element
input ui,j(k) ∈ Rp×1 defined as

ui,j(k) =
{

δ(k) i = j

0 i ̸= j
, ∀i = 1, . . . , p, ∀j = 1, . . . ,m.
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By applying the Z-Transform to (A.3), we obtain the transfer matrix of (A.1):

W(z) = C(zI−A)−1B + D. (A.4)

Consequently, system (A.1) can be rewritten as a direct relation between the input u(k)
and the output y(k) as follows:

Y(z) = W(z)U(z) (A.5)

where Y(z) and U(z) represent respectively the Z-Transform of the output and input
signal vectors.
Remark A.1.1

If we impose a change of coordinates characterized by x̃(k) = T−1x(k), through the
non singular matrix T ∈ Rn×n, such that the system can be rewritten as

x̃(k) = T−1AT︸ ︷︷ ︸
Ã

x̃(k) + T−1BT︸ ︷︷ ︸
B̃

ũ(k)

y(k) = CT︸︷︷︸
C̃

x̃(k) + Dũ(k)
(A.6)

where Ã, B̃, and C̃ represent the new state, input, and output matrices, respectively.
Thus, the impulse response of system (A.6) is

y(k) = w̃(k) =
{

C̃Ã
(k−1)

B̃ k > 0
D k = 0.

(A.7)

Thereby, it is easy to see that the impulse response (A.7) and –consequently– the
transfer matrix W(z) of the system is not affected by the change of coordinates in the
state space. □

Definition A.1.1 (Persistence of excitation, [1])

Given the training dataset {u(k),y(k+1)}N
k=0 and the so-called Hankel matrix HL,N(u)

HL,N(u) =


u(0) u(1) . . . u(N− L)
u(1) u(2) . . . u(N− L + 1)

...
...

. . .
...

u(L− 1) u(L) . . . u(N− 1)

 ∈ RmL×(N−L+1),

the input {u(k)}N−1
k=0 is said to be Persistently Exciting (PE) of order L if

rank
(
HL,N(u)

)
= mL, i.e. the Hankel matrix has full rank. □

Let us consider, now, the SISO case. In that case, the transfer matrix (A.4) can be
directly rewritten as a transfer function:

W(z) = B(z)
A(z) (A.8)

where B(z) and A(z) are two polynomials given by

B(z) = bn−mz
m−n + · · ·+ bn−1z

−n+1 + bnz
−n (A.9a)

A(z) = 1− a1z
−1 + · · · − an−1z

−n+1 − anz
−n (A.9b)

with m ≤ n, where n−m is the relative degree of system (A.4). For the sake of expressing
the input-output relationship (A.5) in the time domain (i.e., getting rid of the complex
frequency z), the following-defined shift (or delay) operator q is introduced:

q : q−τf(k) = f(k − τ) τ ≥ 0, (A.10)
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Figure A.1: Typical Box-Jenkins model.

which provides a connection between the complex frequency z and the discrete-time
domain k. Hence, by using (A.10), system (A.5) can be easily rewritten as

y(k) = W(q)u(k) (A.11)

with
W(q) = B(q)

A(q) (A.12)

where B(q) and A(q) are respectively given by (A.9a)-(A.9b), but rewritten in the so-called
shift operator domain q:

B(q) =bn−mq
m−n + · · ·+ bn−1q

−n+1 + bnq
−n (A.13a)

A(q) = 1− a1q
−1 + · · · − an−1q

−n+1 − anq
−n. (A.13b)

As a consequence, the following equivalence holds for the SISO system (A.11):

A(q)y(k) = B(q)u(k).

Consider the following SISO LTI discrete-time system represented in Fig. A.1:

y(k) = W(q)u(k) + H(q)e(k)

where e(k) is a with Gaussian noise having the mean value µ and variance σ2 respectively
as

µ = E
[
e(k)

]
= 0

σ2 = E
[
e(i)e(j)

]
=
{

1 i = j

0 otherwise
,

while W(q) = B(q)
A(q) , with B(q) and A(q) defined in (A.13a)-(A.13b). On the contrary,

H(q) = C(q)
D(q) represents the transfer function of the “output error system", where C(q)

and D(q) have a similar structure of A(q), i.e.:

C(q) = 1 + c1q
−1 + · · ·+ cn−1q

−n+1 + cnq
−n

D(q) = 1 + d1q
−1 + · · · − dn−1q

−n+1 − dnq
−n.

Let us consider the case where m = n− 1 (i.e., W(q) is strictly proper and has the same
number of poles and zeros):

B(q) = b1q
−1 + b2q

−2 + · · ·+ bn−1q
−n+1 + bnq

−n (A.16a)
A(q) = 1− a1q

−1 + · · · − an−1q
−n+1 − anq

−n. (A.16b)

As for H(q), instead, according to how it is structured we can have different models
belonging to the more general so-called Box-Jenkins family (i.e., class of models):

y(k) = B(q)
A(q)u(k) + C(q)

D(q)e(k). (A.17)
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Figure A.2: Typical ARX model.

A.1.1 Box-Jenkins’ Models
Box-Jenkins’ models represent a cornerstone in the field of system identification, especially
for linear systems in the form of (A.1). These models are particularly renowned for their
efficacy in handling time series data by incorporating both autoregressive and moving
average components, alongside exogenous inputs [2].

A.1.1.1 ARX Models
The simplest Box-Jenkins family’s model is given by the AutoRegressive eXogenous
(ARX), whose block scheme is represented in Fig. A.2. Such class of models leverage
past values of the output and both current and past values of the input to predict future
outputs [3]. It is characterized by C(q) = 1 and D(q) = A(q), resulting in the following
expression:

y(k) = B(q)
A(q)u(k) + 1

A(q)e(k)

which, by multiplying both sides by A(q), can be rewritten as

A(q)y(k) = B(q)u(k) + e(k). (A.18)

By substituting (A.16a)-(A.16b) in (A.18), we obtain(
1− a1q

−1 + · · · − anq
−n
)︸ ︷︷ ︸

A(q)

y(k) =
(
b1q

−1 + b2q
−2 + · · ·+ bnq

−n
)︸ ︷︷ ︸

B(q)

u(k) + e(k)

which can be easily rewritten as

y(k) = a1q
−1y(k) + · · ·+ anq

−ny(k)︸ ︷︷ ︸
Autoregressive

+ b1q
−1u(k) + b2q

−2u(k) + · · ·+ bnq
−nu(k)︸ ︷︷ ︸

Exogenous

+e(k),

where the autoregressive and the exogenous terms are highlighted. Finally, if we collect
y(k) and u(k) in the previous equations, it becomes

y(k) =
(
1−A(q)

)
y(k) + B(q)u(k) + e(k). (A.19)

From equation (A.19), we have to point out that each sample of an autoregressive
signal is evaluated as a linear combination of the all previous samples, i.e., it can be
viewed as an weighted average of all of them. Moreover, being (A.19) characterized by
two different polynomials, i.e., A(q) and B(q), it is called to have two degrees of freedom.

A.1.1.2 ARMAX Models
Another Box-Jenkins family’s model is given by the AutoRegressive Moving Average
eXogenous (ARMAX), whose block scheme is represented in Fig. A.3. In addition to
ARX models, this class includes a moving average component, which accounts for the
noise structure in the system, thereby providing a better prediction capability [3]. It is
characterized by a moving average of the error, resulting in C(q) ̸= 1 (with D(q) = A(q)):

y(k) = B(q)
A(q)u(k) + C(q)

A(q)e(k)
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Figure A.3: Typical ARMAX model.

which, also in this case, by multiplying both sides by A(q), can be rewritten as

A(q)y(k) = B(q)u(k) + C(q)e(k). (A.20)

By substituting (A.16a)-(A.16b) in (A.20), we obtain(
1− a1q

−1 + · · · − anq
−n
)︸ ︷︷ ︸

A(q)

y(k) =
(
b1q

−1 + b2q
−2 + · · ·+ bnq

−n
)︸ ︷︷ ︸

B(q)

u(k)

+
(
1 + c1q

−1 + · · ·+ cnq
−n
)︸ ︷︷ ︸

C(q)

e(k)

which can be easily rewritten as

y(k) = a1q
−1y(k) + · · ·+ anq

−ny(k)︸ ︷︷ ︸
Autoregressive

+ b1q
−1u(k) + b2q

−2u(k) + · · ·+ bnq
−nu(k)︸ ︷︷ ︸

Exogenous

+ e(k) + c1q
−1e(k) + · · ·+ cnq

−ne(k)︸ ︷︷ ︸
Moving average

where the autoregressive, the exogenous, and the moving average terms are highlighted.
Finally, if we collect y(k), u(k), and e(k) in the previous equations, it becomes

y(k) =
(
1−A(q)

)
y(k) + B(q)u(k) + C(q)e(k). (A.21)

A.1.2 Nonlinear Models
The formulation of a typical identification problem for nonlinear systems considers the
following MIMO input-affine dynamics [4]:{

ẋ(t) = f
(
x(t)

)
+ g
(
x(t)

)
u(t)

y(t) = h
(
x(t)

) (A.22)

where x(t) ∈ X ⊆ Rn, u(t) ∈ U ⊆ Rm, and y(t) ∈ X ⊆ Rp represent respectively the
vector of n states, m inputs, and p outputs, while f : X → Rn, g : U → Rm, and
h : X → Rp are smooth state, input, and output functions, respectively. Moreover, we
suppose that system (A.22) is controllable and observable [5].

A.1.2.1 Hammerstein-Wiener Models
Hammerstein-Wiener (HW) models [6], [7] represent an important class of dynamical
systems for nonlinear identification, in which the input and output nonlinearities are
static. HW models can be used in several areas, from the electromechanical system
and radio frequency components modeling, to audio and speech processing, until to
predictive control of industrial processes thanks to their simplicity in representation and
implementation than heavy-duty nonlinear models, such as neural networks and Volterra
models.
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Figure A.4: Block diagram of the complete HW model.

(a) (b)

Figure A.5: Block diagram of the Wiener (a) and Hammerstein model.

The whole block diagram of HW models is represented in Fig. A.4. It is given by
a series connection between two static nonlinear blocks and a dynamic linear block (in
the middle). The input and output nonlinearities are modeled with purely static (i.e.,
algebraic) blocks. Furthermore, HW models can be used for modeling separately either
just the input or output nonlinearity, respectively resulting in the so-called Wiener
and Hammerstein model (see Fig. A.5). Such a transformation results in the following
equivalent system for (A.22) [4]:

ẋ(t) = Ax(t) + Bw(t) v(t) = Cx(t) (A.23a)
w(t) = ϕ

(
u(t)

)
y(t) = ψ

(
v(t)

)
(A.23b)

where ϕ : U ⊆ Rm → U ′ ⊆ Rm′ and ψ : X ′ ⊆ Rp′ → X ⊆ Rp are the nonlinear functions
mapping the input and output signals, respectively. The matrices A,B, and C represent
respectively the state, input, and output matrix of the linear dynamical subsystem,
which can be rewritten in the typical Box-Jenkins model through the Z-Transform (see
(A.4)-(A.5)) and the shift operator q (see (A.11)-(A.13b)) [7]:

vj(k) =
m∑

i=1

Bi(q)
Ai(q)

ui(k) + e(k) ∀i = 1, . . . ,m ∀j = 1, . . . , p (A.24)

where, vj(k) and ui(k) are the j-th and i-th linear input and output, respectively.

A.1.2.2 Sparse Identification of Nonlinear Dynamics
The idea of Sparse Identification of Nonlinear Dynamics (SINDy) [8] is to utilize algorithms
based on sparse regression to learn the simplest model within an admissible library, required
to describe the retrieved data.

For simplicity, suppose to simplify the nonlinear dynamics (A.22) with the following
autonomous system [4], [9]:

ẋ(t) = f
(
x(t)

)
(A.25)

where the states x(t) ∈ X ⊆ Rn can be measured. Moreover, assume that the
function f : X → Rn can be expanded as a polynomial of degree d ∈ N given by a
finite combination of multiple candidate basis functions θ1

(
x(t)

)
, θ2
(
x(t)

)
, . . . , θK

(
x(t)

)
(consisting of monomials of degree less or equal to d). This results in:

ẋ(t) = f
(
x(t)

)
≈

K∑
k=1

ξkθk

(
x(t)

)
(A.26)

where θk ∈ Rn, k = 1, . . . ,K. Thus, the sum in (A.26) can be compacted as follows

K∑
k=1

ξkθk

(
x(t)

)
=

ξ11 · · · ξK1
... . . . ...
ξ1n · · · ξKn


 θ1

(
x(t)

)
...

θK

(
x(t)

)
 := Ξ⊤Θ

(
x(t)

)
(A.27)

112



System Identification

where Θ : X → RK and Ξ ∈ RK×n are the library of all the candidate nonlinear functions
and the matrix containing all the sparse vectors, respectively. Thus, by substituting
(A.27) in (A.26), the nonlinear dynamics (A.25) can be approximated as follows:

ẋ(t) ≈ Ξ⊤Θ
(
x(t)

)
. (A.28)

Each parameter ξk ∈ Ξ can be obtained through a linear regression. For many systems,
polynomial terms could be sufficient, despite the presence of nonlinearities in the dynamics.
Once S observable data points

(
x(t)(s), ẋ(t)(s)) are available (where s represents the i-th

retrieved data point ∀i = 1, . . . , S), the parameters ξk can be obtained through several
sparse optimization algorithms. To this aim, the fundamental assumption of SINDy is
that the dynamics may be characterized by relatively few active terms, selected by the
sparse element-vector ξk. Thus, the following objective function is usually involved for
promoting the sparsity in the regression problem [8], [10]:

min
Ξ

1
2

∥∥∥Ẋ−Ξ⊤Θ
(
x(t)

)∥∥∥2

2
+ λ∥Ξ∥1, (A.29)

usually solved with the Least Absolute Shrinkage and Selection Operator regression
method. In the equation above, λ and Ẋ are respectively the sparsity-promoting hyper-
parameter and the state derivatives matrix for all the retrieved samples, defined as

Ẋ =
(

ẋ(t)(1)⊤
. . . ẋ(t)(D)⊤

)⊤
,

while a possible basis functions matrix Θ
(
x(t)

)
can be chosen as [8]

Θ
(
x(t)

)
=
(

1 x⊤ (
x1(t)2, . . . , xn(t)2)⊤ sin

(
x1(t)

)
· · ·

)⊤
.

The basic procedure upper-described for SINDy regression method can be also extended
to include both the state and control input. In that case, the candidate functions will be
θk

(
x(t),u(t)

)
. For a wide range of nonlinear systems, SINDy regression is highly useful

in rapidly learning accurate models from few examples, which makes them considerably
more data-efficient than other methods (e.g., neural networks) [9].

A.1.3 Validation Criteria
Regarding the validation procedure for system identification, several criteria are presented
in the literature to aid in model selection, including the Akaike’s Information Criterion
(AIC), the Akaike’s Final Prediction Error (FPE), and the Rissanen’s Minimum
Description Length (MDL) [11]–[13].

They provide quantitative measures to balance the model goodness of fitting and
complexity, helping in preventing overfitting and ensuring that the selected model is good
for new data. Let us define the size of the regressors (i.e., the number of parameters to
be estimated) as d, and the dimension of the training dataset (i.e., the number of the
overall retrieved samples) as N.

AIC is a measure of the relative quality of a statistical model that penalizes complex
models to avoid overfitting, preventing the selection of overly complex models that may
not generalize well to new data [11]. AIC is calculated using the formula:(

1 + 2d
N

)
1
N

N−1∑
k=0

e2(k | θ). (A.30)

Lower values indicate a better balance between model fit and complexity. AIC is usually
employed when the choice of the model is made on the same dataset used for the training.

FPE is another criterion used for model selection, particularly for the time series
analysis. FPE is closely related to AIC, always based on the final prediction error. Also
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FPE penalizes the number of parameters in the model to avoid overfitting [12], and it is
calculated as follows: (

1 + d
N

)
(

1− d
N

) 1
N

N−1∑
k=0

e2(k | θ). (A.31)

As for FPE, lower values indicate a better balance between model fit and complexity. It
is usually employed when the training and validation datasets are different.

MDL is a criterion for model selection based on the information theory. For the sake
of balancing model fitting to data together with the complexity of the model, MDL aims
to find the model that minimizes the length of the description of the data [13]. MDL is
calculated using the formula:

d ln(N)
N + 1

N

N−1∑
k=0

e2(k | θ). (A.32)

Also in this case, lower values indicate a better balance between model fit and complexity.
Moreover, like in the case of AIC, also MDL is generally employed when the choice of the
model is based on the same training and validation dataset.

A.2 Adaptive Control
Adaptive control aims at achieving optimal performance in systems with uncertain
or time-varying parameters, due to modeling inaccuracies and environmental changes.
Specifically, adaptive systems allow to estimate such unknown parameters in real-time by
properly adjusting the control law iteratively to refine the controller parameters, ensuring
robustness [14].

The problem formulation typically addressed by adaptive control is as follows [14]:

y(t) = θ⊤ϕ(t) + d(t) (A.33)

where y(t) is the system output, ϕ(t) and θ are respectively the known regression terms
and unknown parameters vectors, while d(t) represents the disturbances or unmodelled
dynamics. The control objective is to design a stable control law u(t) such that:

lim
t→∞

|y(t)− ym(t)| = 0

where ym(t) is the output of a desired reference model. Notwithstanding, due to the
inherent nonlinearity of adaptation mechanisms, ensuring stability and convergence is
non-trivial in such a problem. To this aim, most of adaptive systems use expressions as
follows as candidate Lyapunov functions:

V (θ̃) = θ̃
⊤Γ−1θ̃

where Γ is the adaptation gain matrix.

A.2.1 Model Reference Adaptive Control
Model Reference Adaptive Control (MRAC) represents a fundamental methodology within
adaptive control. The MRAC framework for the SISO system in (A.33) is described in
Fig. A.6, depicting a reference model that defines the target trajectory ym(t) for the plant
output yp(t) to track [15]. The tracking error, denoted as e1(t) = yp(t)− ym(t), quantifies
the divergence of the plant output from its intended path. The closed-loop plant comprises
a conventional feedback control strategy that incorporates both the plant and a controller
C(θ), along with an adjustment mechanism that facilitates the real-time computation of
the estimated controller parameters u(t). MRAC strategies are categorized into direct or
indirect adaptive laws. In the direct MRAC approach, the controller’s parameter vector
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Figure A.6: General structure of MRAC scheme [15].

θ is directly modified through an adaptive law. Conversely, in an indirect setting, θ
is determined at each time t by resolving an algebraic equation connecting θ with the
online-determined plant parameter estimates.

The problem formulation typically addressed by MRAC schemes is as follows:

ẋ(t) = ax(t) + bu(t) (A.34)

where a and b are the unknown parameters (with the sign of b known). The control
objective is to choose an appropriate control law u(t) such that all signals in the closed-
loop plant are bounded and the current state x(t) tracks the state xm(t) of the reference
model given by

ẋm(t) = amxm(t) + bmr(t)
where r(t) is the bounded piecewise continuous reference input, am > 0 and bm are known,
while xm(t) is measured at each time t.

The control law u(t) in (A.34) is chosen so that the closed-loop plant transfer function
from the input r(t) to output x(t) is equal to that of the reference model, i.e.:

u(t) = −k∗x(t) + l∗r(t) (A.35)

where k∗ and l∗ are the true adaptation parameters that should satisfy the following
equations:

l∗ = bm

b
, k∗ = am + a

b
,

which hold under the assumption that the plant (A.34) is controllable (i.e., b ̸= 0). Since
the plant parameters a and b are unknown, (A.35) cannot be practically implemented.
Conversely, the control law used in the MRAC scheme is as follows:

u(t) = −k(t)x(t) + l(t)r(t) (A.36)

where k(t) and l(t) are respectively the estimate of the true control parameters k∗ and l∗
at time t. Therefore, the adaptive control law aims at finding k(t) and l(t) online through
the following adaptation mechanism:

k̇ = γ1e1x sgn(b), l̇ = γ2e1r sgn(b) (A.37)

where γ1, γ2 > 0 are adaptive gains, while sgn(·) represents the sign function. The
adaptive law (A.36)-(A.37) ensures the derivative of the candidate Lyapunov function

V
(
e1, k̃, l̃

)
= e2

1
2 + k̃2

2γ1
|b|+ l̃2

2γ2
|b|,

i.e.,

V̇ = −ame
2
1 − bk̃e1x+ bl̃e1r + |b|k̃

γ1
γ1e1xsgn(b) + |b|l̃

γ2
γ2e1rsgn(b),

to boil down to
V̇ = −ame

2
1.

Here, k̃ = k− k∗ and l̃ = l− l∗ represent the parameters errors for k∗ and l∗, respectively.
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A.3 Single-Phase DC/AC Inverter Model
This section aims at illustrating the approach typically used for modelling the single-phase
DC/AC inverter. Further details can be found in [16].

If we indicate the constant supply voltage of a half-bridge electronic circuit as Vs, the
pulse width of the digital signals commanding the transistors can be modulated in order
to deny simultaneous switching, thus preventing a short circuit. Hence, the load voltage
drop can be written as follows:

vAO(t) =
{

Vs
2 for tk ≤ t ≤ tk + d+

k T
−Vs

2 for tk + d+
k T < t < tk + T

(A.38)

where d+
k denotes the corresponding duty-cycle at discrete time tk. The PWM-based

formulation approximates the voltage drop signal with its mean value over each period tk
as follows:

vAO(t) ≈ vAO,k = 1
T

∫ tk+T

tk

vAO(t) dt, tk ≤ t ≤ tk + T. (A.39)

Thus, substituting (A.38) in (A.39), the mean voltage drop value through the electric
load can be rewritten as:

vAO,k = 1
T

(∫ tk+dkT

tk

Vs

2 dt−
∫ tk+T

tk+dkT

Vs

2 dt

)
= Vs

2
(
2dk−1

)
. (A.40)

Therefore, by employing Kirchhoff’s voltage law in the half-bridge circuit, we can derive
the following dynamical model for the single-phase DC/AC inverter:

˙iAO(t) = −R
L iAO(t) + 1

LvAO(t) (A.41)

where L, R, and iAO(t) are the electric inductance, resistance, and current of the load,
respectively. Then, discretizing (A.41) by means of the Euler method, the latter can be
expressed in the following equivalent discrete-time form:

iAO,k+1 = a iAO,k + b vAO,k. (A.42)

Substituting (A.40) in (A.42), the following discrete-time dynamical model is obtained
for the single-phase DC/AC inverter:

iAO,k+1 = a iAO,k + Vs b d
+
k −

Vs

2

with:
a = e− L

R T, b =
∫

tk+T
tk

(
1
Le

− L
R (tk+T−τ)

)
dτ

where iAO,k and dk are the discrete-time electrical current passing through the load
(as state variable and output) and the duty-cycle (as control input), respectively. The
quantity −Vs

2 , instead, acts as a constant external disturbance input.
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