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Looking at NB-IoT over LEO Satellite Systems: Design and
Evaluation of a Service-Oriented Solution

G. Sciddurlo, A. Petrosino, M. Quadrini, C. Roseti, D. Striccoli, F. Zampognaro,
M. Luglio, S. Perticaroli, A. Mosca, F. Lombardi, I. Micheli, A. Ornatelli,

V. Schena, A. Di Mezza, A. Mattioni, D. Morbidelli, G. Boggia, and G. Piro

The adoption of the NB-IoT technology in satellite communi-
cations intends to boost Internet of Things services beyond the
boundaries imposed by the current terrestrial infrastructures.
Apart from link-level studies in the scientific literature and
preliminary 3GPP technical reports, the overall debate is still
open. To provide a further step forward in this direction, the work
presented herein pursues a novel service-oriented methodology
to design an effective solution, meticulously stitched around
application requirements and technological constraints. To this
end, it conducts link-level and system-level investigations to
tune physical transmissions, satellite constellation, and protocol
architecture, while ensuring the expected system behavior. To
offer a real smart agriculture service operating in Europe, the
resulting solution exploits 24 Low Earth Orbit satellites, grouped
into 8 different orbits, moving at an altitude of 500 km. The
configured protocol stack supports the transmission of tens of
bytes generated at the application layer, by also counteracting
the issues introduced by the satellite link. Since each satellite has
the whole protocol stack on-board, terminals can transmit data
without the need for the feeder link. This ensures communication
latencies ranging from 16 minutes to 75 minutes, depending on
the served number of terminals and the physical transmission
settings. Moreover, the usage of the Early Data Transmission
scheme reduces communication latencies up to 40%. These results
pave the way towards the deployment of an effective proof-of-
concept, which drastically reduces the time-to-market imposed
by the current state of the art.

Index Terms—NB-IoT, satellite communication, system design,
link-level analysis, system-level evaluation.

I. INTRODUCTION

Narrowband-Internet of Things (NB-IoT) has been stan-
dardized by the 3GPP in Release-13 for serving Internet of
Things (IoT) devices through the mobile network infrastruc-
ture [1]. The widespread growth of IoT applications is cur-
rently embracing some challenging scenarios, including those
concerning devices deployed in geographical areas where
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terrestrial networks are not present or hard to reach (for
instance deserts, oceans, or forests). Here, service continuity
and fast service deployment can be successfully achieved only
by leveraging disruptive methodologies that go beyond the
boundaries imposed by current terrestrial networks.

Recently, the scientific literature and the 3GPP standard-
ization body considered as viable the integration of NB-IoT
in satellite-based architectures. Without any doubt, the design
of the space segment is not easy. A number of state of
the art contributions already tackled the related operational
technical challenges, while focusing on feasibility studies at
both physical and link levels [2]–[11], satellite constellation
[5], [9], and Random Access procedure [3], [10], [11]. How-
ever, aside from the important findings they report, detailed
selection of physical (and standards-compliant) transmission
settings, protocol stack configuration, and a significant system-
level evaluation of the overall communication architecture are
still unexplored topics. Also, the discussion started by the
3GPP in RAN2 technical meetings (see [12] and [13]) is still
in its embryonic stage and no turnkey solutions have been
standardized yet.

To bridge this gap, the work presented herein addresses
the design of a fully functional NB-IoT over satellite service,
compliant with 3GPP specifications, and aiming to face the
most critical issues arising from the employment of NB-IoT
over Non-Terrestrial Networks (NTNs) into a real application
scenario1.

Differently from the current scientific literature, it follows
a service-oriented methodology that:

• illustrates application requirements and technological
constraints that characterize a reference use case (taken
from the smart agriculture domain);

• configures the whole protocol stack for ensuring the
transmission of tens of bytes generated at the application
layer within a single data packet, even in the absence of
a feeder link;

• identifies low-level adaptations for counteracting the is-
sues that affect the satellite communication during the
random access procedure, Doppler shift, and frequency
carrier offset;

1This paper is the result of research activities carried out by different
academic and industrial partners, collaborating as a partnership in the context
of the project “3GPP Narrow-Band Internet-of-Things (NB-IoT) User Sensor
Integration into Satellite” funded by the European Space Agency (ESA) under
contract no. 4000129810/20/NL/CLP, https://artes.esa.int/projects/nbiot4space
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• conducts an accurate link-level investigation to retrieve
physical settings that guarantee an effective ground-
satellite communication;

• defines a satellite constellation offering a realistic service
operating in Europe;

• investigates the performance of the conceived architecture
through system-level simulations.

Obtained results demonstrate that a constellation of 24 Low
Earth Orbit (LEO) satellites, grouped into 8 different orbits
and moving at an altitude of 500 km ensures communication
latencies ranging from 16 minutes to 75 minutes, depending on
the served number of terminals and the physical transmission
settings. At the same time, the adoption of the Early Data
Transmission scheme can reduce communication latencies up
to 40%. By reducing the number of satellites per orbit (from
3 to 2), it is still possible to drain all the generated data, but
at the cost of a much higher average communication latency.

The remainder of this paper is organized as reported below.
Section II introduces the NB-IoT technology and presents
the state of the art addressing the integration of NB-IoT
in satellite architectures. Section III describes the reference
scenario taken into account in this contribution and clari-
fies the targeted system requirements. Section IV illustrates
the overall protocol architecture and reviews the low-level
adaptations to be integrated. Section V provides a link-level
study and develops the satellite constellation. Starting from
these outcomes, Section VI investigates, through system-level
simulations, the overall performance of the proposed NTN-
based communication system. Finally, Section VII provides the
conclusions of this paper and draws future research activities
and developments.

II. STATE OF THE ART ON NB-IOT OVER SATELLITE
SYSTEMS

The review of the state of the art is organized as in what
follows: first, the NB-IoT technology, standardized by 3GPP in
Release-13 is presented in Section II-A; scientific contributions
focusing on NB-IoT over satellite systems are discussed in
Section II-B; finally, recent 3GPP activities on NTN networks
are illustrated in Section II-C. These two latter Sections also
note the scientific and technical lacks covered by this work.

A. The NB-IoT technology

NB-IoT is a powerful communication technology for Low
Power Wide Area Network (LPWAN). Standardized by 3GPP
in Release-13, it implements terrestrial communications for a
high number of devices, over large areas, at a low cost, and
with a long battery life [14].

NB-IoT uses a subset of the well-known Long Term Evo-
lution (LTE) technological features while limiting its opera-
tion to a single carrier bandwidth of 180 kHz (narrow-band
technology) [15]. Similarly to LTE, the downlink is based
on the Orthogonal Frequency Division Multiplexing (OFDM)
transmission scheme, with 12 subcarriers and 15 kHz subcar-
rier spacing [16]. The frame lasts 10 ms and consists of 10
subframes of 1 ms each. In turn, the single subframe embraces
two slots with seven OFDM symbols. The uplink is based

on the Single Carrier Frequency Division Multiple Access
(SC-FDMA) transmission scheme. It differs from LTE. Two
possible configurations, namely single-tone and multi-tone, are
supported. The multi-tone configuration still uses a subcarrier
spacing of 15 kHz. The Resource Unit, which represents the
smallest radio resource that can be allocated to the end-user
[17], spans over 3, 6, or 12 adjacent subcarriers and lasts 4 ms,
2 ms, or 1 ms, respectively [18]. The single-tone configuration,
instead, can operate with a subcarrier spacing equal to 15 kHz
or 3.75 kHz. However, in this case, only one subcarrier can be
used by a single user. Depending on the subcarrier spacing,
the uplink bandwidth is divided into 12 or 48 Resource Units
lasting 8 ms and 32 ms, respectively [18].

B. Related Works on NB-IoT over satellite links

The scientific literature investigated the possibility to use
NB-IoT (with specific adaptations) in satellite-based commu-
nication systems. As summarized in Table I, available studies
focus the attention on the analysis and the selection of a
suitable antenna type [2]–[4], the evaluation of the link budget
[2]–[8], the design of a satellite constellation [5], [9], the
study of link-level performance [2], [8], the evaluation of the
Doppler shift [3], [4], [6], [8]–[11], and the management of
the Random Access procedure [3], [10], [11]. Other interesting
related works, such as [19] and [20], investigate Doppler shift
and Random Access procedure in satellite communication
systems based on LTE and 5G, respectively. Focusing the
attention on specific aspects of the system and in the absence
of uniform assumptions, these studies appear isolated. Nev-
ertheless, the effective deployment of NB-IoT over satellite
links requires a service-oriented approach where protocols,
architectural, physical, and functional aspects are accounted
for altogether. In this sense, the main contribution of this paper
is to describe every aspect of interest, by reviewing, enhancing,
redefining, modelling, and simulating it in the context of an
exhaustive proof of the feasibility of the target solution, while
endorsing the compelling capabilities allowed by regenerative
satellites.

C. Recent 3GPP discussions

The 3GPP started the standardization of NTN in Release-15,
addressing deployment scenarios, related system parameters
(e.g., architecture, satellite altitude, orbit), and adapted channel
models [21]. Available reports and specifications use the con-
cept of narrow-band access (already introduced with NB-IoT)
to characterize a service-link provided by a mobile satellite
in the frequency band below 6 GHz. Moreover, they define
two possible deployment scenarios. The wide area IoT service
intends to provide a global continuity of service to a group
of moving sensors in areas partially covered by terrestrial
networks. The local area IoT service, instead, is conceived
for a group of sensors able to collect data and report to a
central point installed on a moving platform. In this case, the
satellite has to guarantee the connectivity between the mobile
core network and the base stations serving IoT devices. In
both cases, 3GPP remarks the optional integration of the Inter
Satellite Link (ISL) and the possibility to consider either a
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TABLE I
REVIEW OF RELATED WORKS

Features [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [19] [20] This work
NB-IoT in satellite communications 3 3 3 3 3 3 3 3 3 3 3

Antenna Selection 3 3 3 3
Link Budget Evaluation 3 3 3 3 3 3 3 3

Constellation Design 3 3 3
Visibility Time 3

BLER curves Analysis 3 3 3
Doppler shift Evaluation 3 3 3 3 3 3 3 3 3 3

Random Access procedure 3 3 3 3 3 3
Protocol Stack Configuration 3

System-level Architectural Design 3
System-level Performance Analysis 3

satellite with bent-pipe payload or the implementation of the
base station on-board the satellite.

More recently, with Release-17, 3GPP proposed new
amendments from Physical (PHY) to Non-Access Stratum
(NAS) layers, aiming to improve performances of NTNs in
terms of latency, coverage, and power consumption [22].
Particularly interesting is the discussion presented in [13],
whose goal is to investigate the applicability of [12] in NTN
deployments for explicit support of IoT services based on NB-
IoT.

As anticipated in Section I, 3GPP activities on NTN net-
works are not complete. Therefore, this paper leverages all
the guidelines proposed by preliminary 3GPP technical reports
and pursues the ambitious goal to provide concrete answers to
the open questions recently arisen from 3GPP.

III. THE REFERENCE USE CASE AND RELATED
REQUIREMENTS

The reference use case taken into account in this work refers
to the smart agriculture scenario, which represents one of the
most promising application fields, where NB-IoT technology
over satellite can be effectively employed.

As well-known, farms require constant and continuous
connection and communication with monitoring systems em-
ployed for different purposes (i.e., harvest management, power
consumption of machines and facilities, optimization of pro-
duction processes, or environmental control for greenhouse
and open field management) [23]–[25]. In this context, satel-
lites play a key role to answer the challenges of future
farming, especially for large customers that require hundreds
or thousands of NB-IoT devices for precision farming in rural
areas. This is testified by several companies that are leveraging
LEO satellite-based connections to deliver seamless, real-
time communications in 100% of the globe [26]. Currently,
there are also initiatives aiming to help mobile operators to
accelerate the process of deploying new NB-IoT devices and
services connected through satellite-based systems in smart
agriculture scenarios [27].

These motivations are also based on the project funded by
the European Space Agency (ESA), mentioned in Section I,
which considers the smart agriculture scenario as one of the
most interesting case studies.

Without loss of generality, this study assumes that clusters
of IoT devices are distributed in the geographical area covered

by the satellite. Each cluster is deployed in a rectangular crop
field of size 30 hectares. This is about the maximum size of
a crop field as present in some European countries [25]. A so
large field size allows evaluating the system performance for a
wide area covered by a high number of sensors. Sensor nodes
are supposed to be placed uniformly in the whole field, with a
10 m inter-spacing. Therefore, a total number of 3000 nodes
can be deployed in each cluster.

Like in the vast majority of smart agriculture scenarios,
wireless sensor units deployed on-ground are characterized
by four different types of components, i.e., the application-
specific sensors, the processing unit, the radio transceiver, and
the battery power [23]. The energy needed by each sensor
is almost totally consumed by the radio transceiver when the
node is active, so it depends on the time interval needed by
the node to successfully transmit its generated measurement.
Nevertheless, the node is active only during the Random
Access procedures and the TB transmissions, each one taking
not more than tens of milliseconds. Since a sensor node is
active for a small fraction of time a day, monitoring sensors
operated in smart agriculture can effectively exploit embedded
rechargeable batteries powered by solar cells that are enough
for the system to work properly, as testified by several works
found in the literature [23], [28]–[32]. As a consequence,
energy consumption is not a relevant issue in the considered
application scenario, and its impact on the system performance
can be neglected in this study.

In the use case under analysis, portable sensors are used to
measures five different soil-related parameters for monitoring
purposes: soil moisture, rain/water flow, soil temperature,
conductivity, and salinity [23]. These sensed measurements are
collected with a 2-byte precision each. In addition, 2 bytes of
sensor ID (65536 different sensors can be addressed, which is
enough for the depicted scenario) are included to identify the
specific sensor data come from. Finally, 6 additional bytes of
latitude/longitude coordinates from a GPS module are added to
the generated message, to locate the position of the sensed data
with high accuracy. The whole size of the message generated
by each sensor is thus 18 bytes at the application layer.

To monitor the field efficiently, the sensed parameters do not
need to be generated with a high frequency. So, it is supposed
that all the five measurements are collected by each node 6
times per day, i.e., a measurement of each type is collected
every 4 hours by each sensor node. Furthermore, this very
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low frequency of data generation can be easily manageable by
the network since it allows each node to exploit the visibility
time of more satellites (passing over the field) to transmit
its own data. To this end, sensed data are collected by the
node and buffered until the node enters the satellite visibility
time. During this time interval, the node attempts to send the
content of the buffer to the base station on the satellite until
its successful reception.

Regarding the system requirements, this works intends to
fulfil the following challenging aspects:

• NB-IoT compliance: the adoption of standard 3GPP
technology shall be endorsed as much as possible with the
aim to support device interoperability, application extend-
ability, and cost-efficiency. In particular, it is necessary
to provide a solution with simplified hardware, which
guarantees a long battery life.

• Guarantee of a service area and timing compliant
with application characteristics: satellite coverage shall
be ensured in the service area with an interval of a few
hours, allowing the sensors to transmit data within this
interval.

• Need for a proper satellite configuration to cover the
entire zone of interest: the satellite system is designed
to cover the European zone of interest, which is a portion
of about 6700 km of the Earth surface of 60° longitude,
starting from 20° west to 40° east.

• Data transfer accomplishment within the visibility
time: the visibility time represents the period during
which the NTN terminal can set up a radio bearer and
perform the data transmission towards the satellite. A
transmission round shall be shorter than the visibility
time, which in turn is a function of the satellite orbit
characteristics and the achieved link budget.

• Satellite access latency shall not significantly shrink
the time window for sensor data transmission: the av-
erage amount of time required for finalizing the Random
Access procedures is the first delay contribution that is
inflated by the satellite Round Trip Delay (RTD). Such a
setup delay shall be at least an order of magnitude lower
than the overall visibility time, in order to not impair
actual data transmission.

• The satellite link shall support the reliable com-
munication: satellite provides a wireless channel sig-
nificantly affected by several propagation impairments.
Specifically, propagation losses on the ground-space link
are due to different contributions, including absorption
of the atmosphere, attenuation by rain, scintillation of
troposphere and ionosphere, depolarization effects, and
fog and atmospheric gas attenuation. All of these essential
aspects should be taken into account to identify suitable
physical layer settings and system configurations that
guarantee reliable communication.

• Doppler effect compensation: because of the movement
of the satellite, a shift in the frequency domain will occur.
The Doppler shift requires adaptations at the physical
layer.

• Need for a communication infrastructure resilient to

feeder-link unavailability: the connection between the
satellite and the rest of the NB-IoT network functional
elements is not guaranteed over time. The feeder-link
is set up when a gateway is under the satellite spot-
beam and this might be time-shifted with respect to
service-link availability. As a consequence, the whole
architecture shall be designed in order to allow NTN
terminals to exchange data with satellites, even in the
temporary absence of the feeder-link.

• Optimization of the satellite cost: the decoupling of the
satellite service and feeder-link poses the problem of how
to guarantee an end-to-end service. Solutions can embrace
the setup of a satellite constellation and the deployment
of on-board processing.

IV. PROTOCOL ARCHITECTURE AND LOW-LEVEL
ADAPTATIONS

In line with 3GPP standardization activities on NTN net-
works [21], the architecture considered in this work imple-
ments the Local Area IoT Service scenario.

As for the baseline satellite infrastructure, the reference
architecture embraces NTN terminals, satellite, and NTN-
Gateway. NTN terminals and satellite exchange data through
the service-link. In particular, the NTN terminal can establish a
connection with a single satellite of the constellation during its
visibility period. Indeed, when a new satellite belonging to the
same orbit passes over the area where the aforementioned NTN
terminal is deployed, that device restarts the configuration
procedures in a stateless way. On the other hand, satellite and
NTN-Gateway interact with each other through the feeder-link.
The NTN-Gateway could be located in a different geographical
area, thus leading to a time-shifted contact over a feeder-link
with the serving satellite.

In this paper, the network architecture design is driven
by the requirement of decoupling service-link and feeder-
link. Therefore, since the feeder-link availability is not always
guaranteed, data transmissions through the service-link can
be still implemented asynchronously with respect to the data
offload to the NTN-Gateway. To this end, the conceived solu-
tion assumes to install the full Evolved Packet System (EPS)
protocol stack on-board the satellite. The overall service can
be implemented through a satellite constellation without ISL.
Indeed, possible configurations that exploit ISL and multiple
gateways are not considered and the resulting solution ensures
a significant reduction of both complexity and costs. Such an
important technical choice has been initially considered by
the Cellular IoT (CIoT) architecture [33]. But, at the time
of this writing and to the best of the authors’ knowledge, it
has never been investigated from the system-level perspective,
representing an attractive solution for international companies,
like ESA, working on satellite systems.

Fig. 1 depicts the proposed network architecture and the
resulting protocol stack. The satellite hosts different logi-
cal nodes, including evolved NodeB (eNB), CIoT-Serving
Gateway Node (C-SGN), and Local Break-Out (LBO). The
eNB, that is the base station, implements the Uu interface
offering the radio connectivity with NTN terminals. C-SGN
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implements the functionalities of the rest of the EPC protocol
stack. For this reason, it includes:

• the Mobility Management Entity (MME) handles Con-
trol Plane communications by means of NAS signalling
supported by Radio Resource Control (RRC) protocol;

• the Serving Gateway (S-GW) and the Packet Gateway (P-
GW) handle User Plane communications supported by IP
at a higher layer;

• the Home Subscriber Server (HSS) is in charge of the
NTN terminal network registration and authentication.

To support the asynchronous data delivery, messages delivered
by NTN terminals through service-link are temporarily stored
on-board the satellite, by leveraging a local application im-
plemented through the LBO. Collected data can be offloaded
to a remote NTN-Gateway (on the ground) as soon as it
will be in the line of sight with the satellite. To embrace
multiple possibilities at the same time, the feeder-link can be
implemented by using non-3GPP technologies, offering data
rates comparable or higher than those registered in the uplink
direction.

Starting from the afore described high-level protocol ar-
chitecture, some specific adaptations must be integrated into
different levels of the communication stack for properly coun-
teracting the issues introduced by the satellite communication
link.

A. Selected adaptations for the Uu interface

Regarding the Uu interface, adaptations are required for
both Control Plane and User Plane [34]. A new method for
uplink transmission, called Non-IP Data Delivery (NIDD),
is available and allows to encapsulate user data in NAS
messages of the Control Plane, involving both MME and
Service Capabilities Exposure Function (SCEF) components,
as an alternative to IP-based data transport. NIDD introduces
an overhead of 6 bytes due to the header size of the NAS
message. Furthermore, new RRC procedures available since
Release-15 allow suspending and (then) quickly resume the
RRC connection, which is very useful considering the limited
visibility intervals.

As specified in Section III, the total size of each message
coming from a sensor node is equal to 18 bytes. At the ap-
plication layer, the Constrained Application Protocol (CoAP)
protocol is chosen [35], introducing an associated 4 bytes
of overhead. It is a web-based protocol that relies upon the
request-response (or client-server) paradigm and asynchronous
data exchange. These two features are both suitable for the
considered scenario, where sensors exchange data on-demand
and with a low frequency. NIDD is selected at the transport
layer as an alternative to the canonical UDP/IP solution. In
fact, CoAP is compatible with NIDD, leading to an overhead
reduction from 28 bytes of the UDP/IP solution to 6 bytes, as
described above.

At lower layers, Packet Data Convergence Protocol (PDCP),
Radio Link Control (RLC) and Medium Access Control
(MAC) protocols have been properly configured to meet NTN
NB-IoT constraints and associated requirements. To this end,
data retransmissions have been demanded to the MAC layer

only, i.e., enabling the Hybrid Automatic Repeat Request
(HARQ) process, disabling retransmission and feedback-based
procedures at PDCP and RLC layers. Furthermore, Protocol
Data Unit (PDU) segmentation at the RLC layer has been
disabled. This in turn translates into the possibility to use
PDUs with an extremely simplified header for all the three
layers [36]–[38], adding a minimum of 4 bytes of overhead.

In conclusion, with the proposed configuration, account is
taken for 18 bytes for data, 4 bytes for application, 6 bytes for
NIDD and a total of 4 bytes for all lower layers (i.e., PDCP,
RLC and MAC). Consequently, the smallest transport block
that fits one of the possible options for the Transport Block
Size (TBS), enabling the opportunity to exploit the Early Data
Transmission (EDT) protocol in the proposed solution, is equal
to 41 bytes (328 bits), as specified in [39].

B. Selected adaptations for the Random Access procedure

The Random Access procedure is exploited by NTN termi-
nals to acquire the uplink resources needed for data transmis-
sion.

First of all, the network needs to know which Random
Access Occasion (RAO) a preamble belongs to, in order to
determine the correct Timing Advance (TA) for the synchro-
nization of the uplink transmission.

If the periodicity of the RAO is not large enough, the
preamble receiving windows of two consecutive RAOs could
overlap each other, creating ambiguity on the RAO a preamble
belongs to. An excellent solution to avoid this issue, investi-
gated in [12], is to extend the interval between two RAOs to an
amount greater than two times the maximum delay difference
experienced by two NTN terminals within the same cell.

Enhancements to the Timing Advance are required as well.
The TA command exceeds the maximum value allowed by the
standard, which covers a distance of at most 100 km between
the NTN terminal and the satellite [11]. To cope with this
issue, the most promising solutions consider an autonomous
TA calculation by the NTN terminal. It exploits the Global
Navigation Satellite System (GNSS) to derive its position and
the satellite ephemeris provided by the network to estimate
the propagation delay through geometric formulas [40]. An
alternative solution to GNSS is to broadcast a common TA
offset related to a reference point located at the center of the
beam (Nadir). The differential part of the TA, evaluated for
the NTN terminal with respect to the reference point, can be
compensated by the TA command without introducing any
modification to the standard since it falls in the 100 km range
also in the worst case of an NTN terminal at the cell edge.

Even if the majority of these solutions must be better
investigated through experimental testbeds, these adaptations
have been selected as the most appropriate choices for the
scenario under analysis.

C. Selected adaptations for Doppler Shift and Carrier Fre-
quency Offset

In satellite communication, two undesirable effects emerge
in the frequency domain: the Doppler shift and the Carrier
Frequency Offset (CFO). The former is caused by the relative
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Fig. 1. The proposed network architecture and the protocol stack of the NTN terminal and satellite.

movement between the NTN terminal and the satellite. Since
in the selected scenario the NTN terminals are fixed on the
ground, it is exclusively due to the satellite movement. The
latter, instead, describes the frequency shift given by the
inaccuracy of the receiver local oscillators. These two effects
produce a frequency shift that causes interference in adjacent
subcarriers in the uplink, thus posing a relevant issue for signal
reception.

According to [20], a maximum Doppler shift of 950 Hz
can be tolerated by the LTE physical layer. Nevertheless, by
following the model presented in [19] and the indications
provided in [12], the scenario considered in this work will
experience a Doppler shift from -30 kHz to 30 kHz. Because
these values are much more above the tolerated limit of
950 Hz, additional methodologies must be integrated into
the adapted Uu interface to achieve Doppler compensation.
Also for the CFO, it is necessary to introduce compensation
techniques. Following 3GPP specifications, in fact, where an
NTN terminal crystal accuracy can be 10 ppm, a CFO of
about 20 kHz is derived at the carrier frequency chosen in
the reference scenario [12].

The Uu interface conceived in this work may integrate two
suitable solutions for the Doppler shift compensation. The
first is based on the standard recommendations and makes
use of GNSS capable devices with the knowledge of the
satellite ephemeris so that the position of the satellite and the
relative distance from it can be estimated autonomously by
NTN terminals.

The second solution refers to not GNSS-enabled devices. It
starts from the study carried out in [9], which aims to jointly
compensate the Doppler shift and the CFO. If compared to
the Doppler shift, the CFO has a constant value during the
whole satellite visibility. Given the absence of any positioning
information, an estimator can be used, based on the prior
knowledge of the expected Doppler Shift, which is always

contained within the maximum deviation range computed for
the selected scenario. To perform a correct initial Doppler
shift estimation and compensation, the filter bandwidth is
widened by a frequency range that includes the maximum
Doppler shift and the CFO, so that it can always contain
the modulated signal affected by the total frequency shift.
Then the Doppler shift estimation is updated periodically
through a first-order differential system. It is able to track and
compensate the Doppler variations in time, with a periodicity
that allows the inclusion of shift variation into the 950 Hz
value. Accordingly, an 80 ms periodicity is sufficient to
satisfy the Doppler compensation rate during all the satellite
visibility periods.

V. LINK-LEVEL ANALYSIS AND SATELLITE
CONSTELLATION

The design of an effective communication architecture that
leverages the NB-IoT technology over a satellite-link grounds
its roots on a deep investigation of link-level features.

A. Antenna Selection

Regarding the NTN terminal, the antenna must be eas-
ily deployable, at a low cost. For this reason, the solution
considered in this work adopts a monopole antenna with
linear polarization, installed horizontally-oriented. Such an
antenna type is already available as a Commercial-Off-The-
Shelf (COTS) product [41].

Regarding the satellite, it is important to keep the best trade-
off between the amount of power radiated by the antenna
and the High Power Amplifier (HPA), which is responsible
to generate such power. Small satellites cannot host a large
HPA. But, to counteract the reduced power resource offered
by a small HPA, it is possible to increase the radiated power
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by working on the antenna gain. However, it is not possible
to overstate in this direction because a high antenna gain
translates to an increased volume, mass, and deployment
complexity. Based on these aspects, this work considers a
tile circular patch antenna for the satellite, whose deployment
must be managed by taking into account the possible dynam-
ical steady states of the satellite orbit. Moreover, the signal
generated by a monopole antenna, with linear polarization,
experiences a polarization rotation when propagating through
the Earth’s ionosphere (because of the impact of the Earth’s
magnetic field). Consequently, the satellite may receive a
signal with a polarization different from the one expected by
its receiving antenna. This generally worsens communication
performance. An antenna with circular polarization at the
satellite side, however, partially mitigates this effect. In this
context, the worst case of misalignment between circular and
linear polarization, equal to 45°, produces a penalty of 3
dB. Note that the tile circular patch antenna offers good
performance regarding the coverage of the satellite beam. The
Half Power Beam Width (HPBW) factor represents the angle
in which the relative power is higher than the 50% of the peak
power of the main lobe reported in the effective radiated field
of the antenna. The main lobe of the selected antenna ensures
± 56° HPBW, thus resulting in a very suitable choice for the
scenario under study.

In both cases, the selected antennas offer a not negligible
gain, equal to 5.19 dB for the one installed on the NTN
terminal and 6.97 dB for the antenna patch hosted by the
satellite. Please note that these values have been calculated by
considering the analytical formulation presented in [41] and
by leveraging (for the satellite only) a linear approximation in
the frequency range spanning from 1900 MHz to 2200 MHz.

To conclude, Fig. 2 shows additional details on the selected
antenna types, also reporting the related radiation diagrams.

Fig. 2. Proposed antennas types and related radiation diagrams.

B. Link Budget Analysis

Given the power gain offered by the selected antennas,
the transmission power imposed by the NB-IoT technology,
and the propagation losses, the link budget analysis allows
obtaining the satellite antenna altitude and the range of eleva-
tion angles at which the radio link could be established. The
link budget evaluation is based on the analysis carried out in
[42] for satellite communications systems. The design of the
satellite system is based on theoretical formulas that accurately
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Fig. 3. Link Budget in the function of Elevation Angle for different orbital
altitudes.

model real phenomena that impair the signal propagation in
both uplink and downlink directions. Therefore, according to
the analytical description of the satellite link carried out in
[42], the link budget is expressed in dB as a function of both
frequency carrier fc and elevation angle θel:

LB(θel, fc) = P +GANT (fc)− FSPL(θel, fc)
− Limp(θel, fc) +DCF (θel, fc),

(1)

where P represents the signal power, GANT is the sum of
the base station and NTN terminal antenna gains (reported in
Section V-A), FSPL describes the free space path loss, Limp

provides additional losses due to the propagation, and DCF
is the sum, expressed in dB, of the diagram correction factors
of transmitting and receiving antennas. Note that Eq. (1) does
not consider multi-path fading models because the paths due to
obstacles on Earth are negligible if compared to the one reach-
ing the satellite. The amount of impairments Limp, instead,
is calculated by considering the air attenuation that takes into
account the dry air absorption [43], the rainfall attenuation that
estimates the droplet absorption, as described in [44], [45], the
scintillation attenuation that takes into account the fluctuations
of the amplitude and the phase of a radio wave [41], the
polarization attenuation that considers the difference between
the polarization of both receiving antenna and incoming radio
wave [42], and the fog and atmospheric gas absorption [46],
[47]. The models used to evaluate the attenuation due to
air, rainfall, scintillation and atmospheric gas absorption are
predictive models, based on estimates defined analytically in
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the most recent updates of the ITU-R recommendations cited
above.

Fig. 3 reports the link budget evaluated as a function of
the elevation angle and the satellite altitude. Without loss of
generality, it is considered an NTN terminal deployed in the
European field of view. In line with NB-IoT specifications
[21], the carrier frequency and the transmission power have
been set to fc=1995 MHz and P=23 dBm, respectively, for
the uplink. In the downlink, instead, they have been set to
fc=2185 MHz and P=33 dBm, respectively. Overall, the link
budget strongly depends on the user-satellite elevation angle: it
increases when the elevation angle progressively approaches
90°. At the same time, the link quality decreases with the
satellite altitude. In both uplink and downlink, the receiver
antenna captures the attenuated signal and the noise power.
Therefore, it is important to understand in which conditions
the power of the received signal is higher than the receiver
sensitivity. Now, according to [42], the receiver sensitivity
represents the noise power of the link expressed by the Nyquist
formula reported in Eq. (2):

RS|dBm = 30 + 10log10(kBTsysBW ), (2)

where kB is Boltzmann constant, Tsys is the equivalent system
noise temperature accounting for both antenna and receiver
noise, and BW is the NB-IoT subcarrier bandwidth. Accord-
ing to [48], Tsys = 150 °K for the uplink and Tsys = 290 °K
for the downlink. On the other hand, instead, BW depends on
the chosen transmission configuration.

To conclude, Fig. 3 also reports the calculated receiver
sensitivity. Obtained results invite to select the lowest satellite
altitude (i.e., 500 km) to reach a suitable link budget for
smaller elevation angles. An altitude of 500 km provides
the best trade-off between elevation angle (which determines
coverage area) and connectivity (expressed in terms of power
level perceived by the receiver).

Given the link budget and the receiver sensitivity, it is
possible to calculate the expected value of Signal to Noise
Ratio (SNR):

SNR = LB(θel, fc)−RS. (3)

Fig. 4 depicts the SNR curves as a function of the elevation
angle for different transmission modes in the uplink. NB-IoT
technology allows using subcarriers individually in order to
ensure a greater concentration of power on a narrower band.
This results in increasing the coverage range and power gain.
The marked improvement in the single-tone configuration
(almost 10.8 dB if compared to multi-tone) makes this solution
more attractive for the conceived architecture. As shown in
Fig. 4, the single-tone configuration achieves good SNR values
for lower elevation angles with respect to multi-tone. As
explained in Section II-A, even if the adoption of a single-
tone configuration with a subcarrier of 3.75 kHz would further
increase the SNR, this comes at a cost of a longer subframe
duration. Therefore, the intermediate configuration (single-
tone with a subcarrier of 15 kHz bandwidth) is selected as the
best trade-off between SNR performance and time resources

employment. In fact, it guarantees higher SNR with the same
elevation angle if compared to multi-tone configuration.
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Fig. 4. SNR in different transmission mode configurations for the uplink.

In line with these considerations, BW is set to 15 kHz
for the uplink and 180 kHz for the downlink. The receiver
sensitivity differs for uplink and downlink configurations.
In fact, considering a subcarrier bandwidth of 15 kHz, the
uplink communication experiences a lower receiver sensitivity
compared to the downlink one, calculated for a subcarrier
bandwidth of 180 kHz, resulting in -130 dBm and -117 dBm,
respectively.

Note that the intersections between the link budget curves
and the receiver sensitivity, shown in Fig. 3, identifies the
elevation angle after which the SNR is greater than zero.
Nevertheless, the radio link could be established even at
negative SNRs under certain configurations, resulting in lower
elevation angles. The practical feasibility of the connection is
determined by the investigation of the communication success
probability defined by the study of the BLock Error Rate
(BLER) curves, as reported in Section VI-B.

C. Satellite Constellation

The employment of a single satellite per orbit for the chosen
500 km altitude results in very short periods of visibility. On
the contrary, considering a constellation of multiple satellites,
NTN terminals may have more occasions to transmit their data,
thus reducing the periods during which they remain without
satellite coverage. This would also lower the amount of data
stored and forwarded by each NTN terminal while simplifying
the satellite hardware and reducing the NTN terminals energy
consumption (which is an important requirement for the IoT
technology).

The satellite platform of interest for this study must adopt
cheaper solutions, able to satisfy the cost optimization require-
ment. From this point of view, this work assumes to adopt
either small or nano-satellites, providing an effective and low-
cost solution with several simplifications in the system design
and deployment. Taking this aspect into account, the choice
fell on a 12U CubeSat in a 2x2x3 configuration [49]. This
platform is composed of several units that can be assembled
in a fully scalable and flexible fashion to reach the needed
performance.

A LEO Cubesat operating at the altitude of 500 km (corre-
sponding to an orbital radius equal to 6878.14 km) presents a
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Fig. 5. European field of view and satellite beam coverage.

flying speed needed to maintain the satellite in orbit equal to
7612.6 m/s.

Accordingly, the orbital period is equal to 1 hour and 34
minutes. The number of satellites per orbit must be properly
selected to jointly achieve cost and service requirements. A
lower number of satellites is surely preferable from the cost
perspective. At the same time, however, it is also necessary to
consider the low variability of the frequency of sensed data
transmission, as well as the battery life of NTN terminals.
Thus, to achieve a suitable trade-off between the two afore-
mentioned constraints, the proposed architecture integrates 2
or 3 satellites per orbit. In the first case, an NTN terminal can
see a satellite every 47 minutes and 18 seconds, even if the
500 km orbital period for a single satellite is of 1 hour and
34 minutes. In the latter case, instead, an NTN terminal can
see a satellite every 31 minutes and 32 seconds.

The well-known System Tool Kit [50] is used to evaluate
the satellite spot-beam diameter. Specifically, according to the
goal to cover about 6700 km of longitude corresponding to
the European field, the performed investigation highlighted
that about 8 circular orbits (i.e., with a 0° eccentricity) and
sun-synchronous (i.e., with a 97°/98° orbital inclination) are
required to ensure the continuous service requirement. In
this way, the whole satellite constellation should involve 24
satellites.

Fig. 5 reports the covered geographical area and shows a
snapshot of beam coverage and satellite orbits. It is important
to note that the areas covered by the satellite beams that belong
to adjacent orbits present an overlap. Nevertheless, in order
to avoid interference among satellite transmissions on NTN
terminals, the solution proposed herein assumes that satellites
of different orbits are spatially shifted (as depicted in Fig. 5).

VI. SYSTEM-LEVEL PERFORMANCE OF NB-IOT OVER
SATELLITE

The isolated knowledge of the link budget is not sufficient
to evaluate the feasibility of the resulting satellite architecture.
For this reason, this Section proves the effectiveness of the
proposed architecture through system-level simulations. In
particular, the presented analysis evaluates how physical and
system configurations influence (1) the ability of the overall

communication architecture to disseminate data through the
service-link and (2) the resulting communication latencies.

A. System-level tool and parameter settings

System-level simulations are conducted through the 5G-
air-simulator [51] [52]. It represents a well-known system-
level simulator, supporting NB-IoT. Among the implemented
functionalities, it is important to remark that the model for
the Random Access procedure available in 5G-air-simulator
has been already validated from an analytical point of view in
[53]. This ensures the trustworthiness of the results discussed
below. Furthermore, the tool has been properly enhanced to
embrace the implementation of the conceived NTN scenario
[54].

Regarding the physical layer, the transmitted power and the
configurated bandwidth used in this study have been already
declared in Section V. Other parameters to be configured
include: Modulation and Coding Scheme (MCS), TBS, and
Number of Resource Units (NRU). The MCS is set to QPSK,
since it guarantees a higher spectral efficiency with respect to
BPSK. The TBS represents the amount of data passed through
the physical layer which will be mapped into the Narrowband-
Physical Uplink Shared Channel (NPUSCH) channel. Its value
is set to 328 bits, according to the configuration of the protocol
stack discussed in Section IV-A. Given the TBS, a data packet
can be transmitted by using different NRUs. In line with [55],
NRU can be set to 2, 3, 4, 5, or 6. On the one hand, higher
values of NRU correspond to a higher data protection level
at the physical layer. From another hand, instead, the higher
the NRU, the longer-lasting the physical transmission of a
data packet. According to the high distances of the considered
satellite scenario and the resulting latencies, the upper bound
of the number of HARQ retransmissions has been set to 4.

Regarding the Random Access procedure, the number of the
available preambles is set to 48, the periodicity of the RAO is
set to 80 ms, and the backoff window is set to 65536 ms.

To evaluate the impact of the traffic load, a different number
of clusters of NTN terminals are considered. As already
anticipated in Section III, each cluster contains 3000 NTN
terminals deployed in a single crop field with an area of 30
hectares. Each NTN terminal generates data every 4 hours.
Moreover, every 4 hours, all the available NTN terminals
generate their data within a time slot of 1 minute. In this way,
it is possible to investigate how the designed approach reacts
in critical bursty traffic conditions.

The satellite allocates radio resources to NTN terminals
that won the access procedure according to the round-robin
scheduler.

Finally, computer simulations are conducted to observe 48
hours of network activity. Such an amount of time embraces a
large number of satellite visibility cycles and allows obtaining
stable average results.

B. Link-to-system model

A link-to-system model represents the first step towards an
accurate system-level study. In fact, it is able to describe the
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quality of the communication achieved under specific param-
eter settings, while ensuring an abstraction of transmission,
propagation, and reception aspects. In this context, the 5G-air-
simulator tool has been extended to implement the propagation
model, link budget, and SNR model, as discussed in Section
V. Then, BLER curves have been integrated as well, in order
to simulate the quality of the communication link as a function
of the measured SNR. To this end, MATLAB LTE Toolbox has
used to generate BLER curves. Given the setting of physical
parameters, the BLER has been computed as the ratio between
the total number of received blocks for which the control
of the Cyclic Redundancy Check (CRC) fails and the total
number of transmitted blocks. Furthermore, to achieve a fine-
grained BLER evaluation, SNRs values have been chosen in
the range spanning from -10 dB to 10 dB. The total number
of transmitted blocks has been set to 1000.

Fig. 6 shows the obtained BLER curves as a function of
NRU and SNR. Results highlight that higher NRU values
provide a better protection of data transmitted at the physical
layer. At the same time, higher SNRs values are associated
with better link conditions. Thus, bases on these premises, it
is possible to conclude that the BLER reduces with both NRU
and SNR.

C. Satellite attach procedure and visibility time

Each NTN terminal starts the attachment procedure when
the receiver power of the reference signal transmitted by the
satellite experiences a coupling loss lower than the Maximum
Coupling Loss (MCL) threshold, set to 154 dB. Based on
the selected parameter settings and the aforementioned MCL
threshold, the average SNR value (measured in the downlink
direction) is equal to -4.9 dB. Moreover, according to the
study reported in Section V-B, this SNR value is obtained
for elevation angles equal to 46.3° for the downlink. Such a
condition determines the beginning of the visibility time.

Now, considering the satellite altitude of 500 km, a trigono-
metrical analysis allows calculating the diameter of the effec-
tive satellite footprint. Considering the slant range (that is the
distance from the NTN terminal and the satellite, calculated as
a function of the conceived elevation angle), the diameter of
the effective footprint approximately results in 890 km. Indeed,
by exploiting the relative speed (i.e., with respect to the Earth)
of the LEO satellite equal to 7059 m/s and the aforementioned
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effective footprint, definitively it is possible to determine the
visibility time, approximately equal to 125 s.

D. Communication latencies over the service-link

The communication latency represents the amount of time
required by a packet to be successfully received by one of
the satellites of the constellation, with respect to its generation
time instant. Fig. 7 and Fig. 8 show the communication latency
measured when the EDT transmission scheme is disabled and
enabled, respectively. Reported curves describe the impact of
different physical configurations and different network loads.
In this case, each orbit hosts 3 satellites.

First of all, the communication latency depends on the
probability to win a Random Access procedure. As expected,
a higher number of clusters determines the growth of NTN
terminals aiming to access the network and, in turn, the
collision probability during the Random Access procedure.
This justifies the increment of the communication latency
with the number of clusters served by the configured satellite
architecture.

Furthermore, also the NRU assigned to each NTN termi-
nal strictly affects the average end-to-end delay. Although a
transport block distributed into many Resource Units (RUs)
guarantees high protection, it results in a longer transmission
time, impacting considerably on end-to-end delay.

On the contrary, the EDT scheme ensures the reduction of
the communication latency up to 40%, thanks to its ability to
delivery of the data packet along with the Msg3 of the Random
Access procedure.

This article has been accepted for publication in IEEE Internet of Things Journal. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2021.3135060

© 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.



11

0 2 4 6 8 10 12 14 16

Time [s] 10
4

0

0.5

1

1.5

2

2.5

3
P

a
c
k

e
ts

 i
n

 t
h

e
 b

u
ff

e
r 

[#
]

10
4

EDT Enabled

EDT Disabled

Fig. 9. Number of packets in the buffer with 10 clusters.

TABLE II
AVERAGE COMMUNICATION LATENCY MEASURED UNDER DIFFERENT

CONSTELLATION DESIGNS.

RACH Satellites Average end-to-end delay [s]
Configuration per orbit nC = 1 nC = 4 nC = 7 nC = 10

EDT disabled 3 969 1602 1869 2386
2 1816 2739 3124 3895

EDT enabled 3 859 1061 1207 1491
2 1646 1909 2128 2546

E. Ability of the system to drain buffered data through the
service-link

The analysis of the aggregate number of packets stored in
all the NTN terminals allows verifying whether the designed
satellite architecture is able to successfully support the of-
fered service. If this value quickly grows, it means that the
network cannot satisfy all the requests made by the NTN
terminals. Consequently, the generated messages will overload
the network. On the contrary, if packets in the buffer do
not accumulate very fast, the network can absorb the traffic
generated by the NTN terminals.

Fig 9 demonstrates the effective ability of the designed
approach to drain buffered data through the service-link,
considering a constellation of 24 satellites (i.e., 3 satellites
per orbit). Without loss of generality, results only refer to
the highest loaded scenario (10 clusters of NTN terminals,
i.e., 30000 nodes), where NRU is set to 2. Reported curves
highlight that NTN terminals need more than one visibility
time to transmit their data. The dissemination of the whole
packet burst generated by the NTN terminals is faster when
EDT is enabled.

F. Impact of the number of satellites per orbit

To provide further insight, Tab. II reports the average
communication latency measured when a different number of
satellites per orbit is taken into account. As for the previous
analysis, the study is conducted by considering NRU equal
to 2. As expected, communication latency increases with the
number of clusters (nC). Moreover, EDT always ensures better
results. Nevertheless, a constellation with 2 satellites per orbit
is still able to drain all the generated data but at the cost of
higher communication latency.

VII. CONCLUSION

This work presented an effective NB-IoT over satellite
architecture supporting an agriculture use case. In this context,
the link-level features were properly investigated through the
choice of the suitable antennas and the definition of the proper
parameters (satellite altitude, elevation angle, and physical
transmission settings) allowing the link reliability. Based on
these outcomes, and in line with the recent 3GPP discussions
on Non-Terrestrial Networks (NTN) scenarios, the satellite
constellation and the resulting architecture were defined. Here,
the assumption of the whole protocol stack installed on-board
the satellite represents an important novelty that characterizes
this work against the current state of the art. Moreover,
technical adaptations to the radio interface were explored
to fully support the connection between NTN terminals and
the remote satellite. Finally, the overall performance was
evaluated through system-level simulations, by justifying the
design choices taken to satisfy NB-IoT specifications and offer
exhaustive proof of the feasibility of the conceived solution.
Future research activities will explore other use cases, address
any novel required extension, and evaluate the effectiveness
of the proposed technical solutions through an experimen-
tal testbed. Regarding this latter important aspect, the work
will implement terminals and base stations through Software-
Defined Radio, NB-IoT traffic emulator, and channel emulator
through hardware/software modules. The intention is to meet
a Technology Readiness Level higher than 4.
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