
06 May 2024

Repository Istituzionale dei Prodotti della Ricerca del Politecnico di Bari

The effects of incident electric fields on counterflow diffusion flames / Di Renzo, M.; Urzay, J.; De Palma, P.; de Tullio, M.
D.; Pascazio, G.. - In: COMBUSTION AND FLAME. - ISSN 0010-2180. - STAMPA. - 193:(2018), pp. 177-191.
[10.1016/j.combustflame.2018.03.001]

This is a post print of the following article

Original Citation:

The effects of incident electric fields on counterflow diffusion flames

Published version
DOI:10.1016/j.combustflame.2018.03.001

Terms of use:

(Article begins on next page)

Availability:
This version is available at http://hdl.handle.net/11589/128798 since: 2022-06-05

Publisher:



The effects of incident electric fields on counterflow diffusion flames

Mario Di Renzoa,b, Javier Urzaya,∗, Pietro De Palmab, Marco D. de Tulliob, Giuseppe Pascaziob

aCenter for Turbulence Research, Stanford University, Stanford, CA 94305-3024, United States
bDipartimento di Meccanica, Matematica e Management & Centro di Eccellenza in Meccanica Computazionale,

Politecnico di Bari, Bari 70125, Italy

Abstract

Numerical simulations of counterflow laminar diffusion flames impinged by sub-breakdown DC electric fields are per-
formed in this work using multi-component transport and a detailed chemical mechanism for methane-air combustion
that includes elementary steps for the conversion of six electrically charged species. The electric field is induced by two
electrodes located on the oxidizer and fuel sides and arranged parallel to the mixing layer in a configuration resembling
the one recently studied experimentally by Park et al. [1], which unveiled significant electric-field effects on the aerody-
namics. In these simulations, the electric drift of the charged species leads to a bi-directional ionic wind that is axially
directed toward both injectors. The major components of the ionic winds are the H3O+ and O2

– ions, which are steered
by the electric field into the fuel and oxidizer streams, respectively. At sufficiently high electric fields of the same order as
a few kilovolts per centimeter, the ionic wind intricately couples with the aerodynamic field of neutral molecules flowing
into the burner, in a manner that ultimately leads to non-negligible disturbances of the velocity field. The overall effect
of these interactions consists of a decrease in the local strain rate and in the stoichiometric scalar dissipation rate, which
increases the burning rate of the diffusion flame. The functional form of the scalar dissipation rate depends on the
applied electric field, which may have consequences for future subgrid-scale modeling for these processes. In contrast to
electrified one-dimensional premixed flames, here the current ceases to vary monotonically with the voltage as a result of
the coupling with the aerodynamic field. Comparisons between the present numerical simulations and the experiments
performed by Park et al. [1] are made that indicate qualitative agreement. Quantitative disagreements related to the
saturation intensities and to the strength of the electric disturbances of the velocity field are discussed, and possible
sources of these discrepancies are identified.

Keywords: Diffusion flames, Sub-breakdown electric-fields, Chemi-ionization, Electric drift.

1. Introduction

The impingement of electric fields on flames is known to
have potential for mitigating combustion instabilities, en-
hancing flame propagation, and decreasing pollutant emis-
sions [2]. Many different technologies have been proposed
to accomplish this objective, but the requirements of low
complexity and low power consumption have proven to be
very stringent constraints. This method takes advantage
of the charged species produced by chemi-ionization ki-
netics in the flame, thereby generating non-electroneutral
regions in the flow field. In particular, the imposed elec-
tric field steers the charged species, which exchange mo-
mentum with the rest of the gas, thereby changing the
flow around the flame and creating an ionic wind whereby
anions and cations flow towards the corresponding elec-
trodes. The electric field can shift the flame position and,
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depending on the configuration and operating parameters,
may stabilize combustion while reducing the emission of
pollutants.

The effects of electric fields on flames have been ob-
served experimentally in a number of studies. Those ex-
periments have provided detailed analyses of ionic chem-
istry of hydrocarbon flames [3], laminar premixed-flame
speed augmentation by electric fields [4], electric extinc-
tion of liquid-pool fires and jet diffusion flames [5], elec-
trically induced instabilities in premixed flames [6], and
variations of lift-off heights jet diffusion flames with elec-
tric fields [7, 8]. Similarly, reduction in pollutant emis-
sions by using electric fields have been demonstrated for
high-power combustors of industrial relevance [9]. Fur-
thermore, active control of small-scale electrified diffusion
flames has been performed in earlier experimental works
by integrating the burner in an electric circuit to obtain a
desired flame response [10]. However, experimental studies
tend to be limited to the qualitative characterization of the
macroscale dynamics of the flame because of outstanding
challenges associated with measuring the distribution of
charged species and the hydrodynamic flow field. Numer-
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ical simulations can palliate these shortcomings and may
serve as a complementary tool to understand the flame
response to an applied voltage, as shown in this study.

Counterflow laminar diffusion flames represent a cor-
nerstone in subgrid-scale models for nonpremixed turbu-
lent combustion [11, 12]. However, their interactions with
electric fields have been the focus of only a very few stud-
ies to date. From the computational standpoint, and in
contrast to premixed combustion, the effects of electric
fields on counterflow diffusion flames have generally re-
ceived much less attention, although progress has been
recently made in simplified models for their interactions
with axial electric fields [13]. The early experimental work
of Dayal and Pandya [14, 15] employed an electric field
generated by two electrodes surrounding each orifice exit
of the two opposing nozzles, and showed that the electric
interaction shifted an ethyl-alcohol/oxygen diffusion-flame
position by ∼5-6% toward the oxidizer side and increased
the flame temperature by about 60 K from the nominal
unelectrified values. The results were interpreted on the
basis of a prevailing chemical effect induced by the electric
field on the flame, in that free electrons, produced by the
flame and energized by the electric field, enabled dissocia-
tion reactions that would have been impossible otherwise,
thereby producing oxygen and hydrogen radicals that im-
balanced the unelectrified flame structure.

More recently, Park et al. [1] studied a similar experi-
mental configuration based on an electrified nonpremixed
counterflow burner and included Particle Image Velocime-
try (PIV) visualizations of the flow, which is a technique
that has been early recognized as challenging to deploy
in electrified flames due to potential self-charging of the
tracers (e.g., see discussion in Ch. 7 in Ref. [2]). They
used two mesh electrodes, which produced an electric field
aligned with the axis of the burner that traversed the diffu-
sion flame. The results included electric intensity/voltage
curves revealing differences with respect to previously re-
ported electric responses of premixed flames, such as the
emergence of an overcurrent at intermediate voltages. Ad-
ditionally, the PIV measurements suggested that the dom-
inant electric effect pertained to the momentum coupling
with the neutral particles in the form an ionic wind, which
appeared to vastly modify the flow structure to the ex-
tent that an extra stagnation plane induced by the electric
interactions was observed in some cases. The numerical
simulation of the experimental configuration employed by
Park et al. [1] is the focus of the present study with the
goal of elucidating the nature of these flow modifications.

Numerical simulations involving electric-field effects on
combustion, subject to detailed chemistry and complex
transport, are scarce in the literature and have been mostly
limited to one-dimensional (1D) premixed flames1 [17–22].

1A recent publication by Belhi et al. [16], which addresses nu-
merically a nonpremixed counterflow configuration similar to the one
presented in this study, was brought to the attention of the authors
during the revision of this manuscript.

In these, the electric force induced by the motion of ions
solely acts to readjust the hydrodynamic pressure gradi-
ent to satisfy mass conservation. Other problems such as
two-dimensional laminar jet flames, where the interactions
with the underlying flow field are more complex, have been
simulated using skeletal mechanisms [23–25] and flamelet-
based models to reduce the computational cost of resolving
the reacting layers [26–28]. In most cases, numerical pre-
dictions tend to disagree with experimental measurements
of electric intensities and charged-species profiles by fac-
tors of 2-3, indicating the relatively early stage at which
the predictive capabilities in this research discipline are to
date.

A number of important barriers, which are clearly man-
ifested also in the present study, hinder the development of
theoretical and computational studies of electrified flames.
These are related to: (a) the multi-scale nature of the
electric/aerothermochemical coupling phenomena, includ-
ing the existence of a large disparity in time scales of the
motion of electrons and neutrals; (b) the complexities as-
sociated with the description of the molecular transport of
charged species; and (c) the absence of accurate descrip-
tions of ionic chemistry and the overreliance of ionic chem-
ical pathways on the prediction of sub-ppm concentrations
of radical precursors.

Each of the barriers outlined above has a corresponding
effect on the calculations. Firstly, the wide range of time
scales typically leads to an exceedingly high computational
cost, particularly in configurations such as the one treated
here where the fluid mechanics of the bulk gas plays an im-
portant role. Specifically, the chemical kinetics of charged
species and the motion of the electrons occur in charac-
teristic time scales that are much shorter than those of
convection and diffusion of the bulk gas, thereby causing
severe numerical stiffness in the integration of the conser-
vation equations. In the present investigation, a pseudo-
time stepping algorithm is developed for a fast approach
to a steady solution. Secondly, the molecular transport
of charged species requires consideration of electric drift
velocities, whose intensities are characterized by electric
mobility coefficients that remain largely uncertain in the
available literature and therefore lead to potentially differ-
ent results. The present study employs values of the elec-
tron mobility recently updated by Bisetti and El Morsli
[18] albeit for planar premixed flames, since studies re-
lated to this quantity are even more scarce for counterflow
diffusion flames. Lastly, the ionization chemistry of electri-
fied flames relies on the correct prediction of minor neutral
intermediates and on the accurate representation of reac-
tion rates for the chemical conversion of charged species.
The former requires appropriate mechanisms for the neu-
trals that can predict minute quantities of radicals such as
CH and O, which, in the methane flames addressed here,
are believed to be responsible for initiating the ionic rad-
ical chains. This is typically attempted by using detailed
mechanisms such as the GRIMech 3.0 [29] employed in this
study, although it appears to be insufficient as suggested
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by the results presented below. The detailed mechanism
for the neutrals requires coupling with a submechanism
for ionized species, such as the relatively complex one pro-
vided by Belhi et al. [27] for lifted jet diffusion flames that
is used in the present work.

In this investigation, numerical simulation results are
presented for electric-field interactions with counterflow
laminar diffusion flames in the configuration depicted in
Fig. 1, which is similar to that studied experimentally by
Park et al. [1] and is described later in the text in Sec. 2.
The involved velocities are much smaller than the speed
of sound and warrant moderately large Reynolds numbers
within the laminar regime, in such a way that the flow
remains axisymmetric and mostly steady with some ex-
ceptions in particular cases which are outlined below. The
analytical formulation of the problem includes a two-way
coupled system of conservation equations describing the
aerothermochemical and electric fields, multi-component
transport coefficients for the involved species, and a de-
tailed chemical mechanism for CH4/O2/N2 combustion
that accounts for ionic chemistry, as mentioned above.
The simulations focus on a set of operating parameters in-
volving a wide range of electric voltages and two different
injection mixture compositions. The results include com-
parisons against experimental velocity fields, quantitative
descriptions of the electric effects on the diffusion-flame
structure, translations of the results into mixture-fraction
space to assess electric effects on the scalar dissipation rate,
and an analysis of the impact of the incident electric field
on PIV-derived velocity measurements.

The remainder of this paper is structured as follows.
The computational set-up and the operating parameters
of the counterflow burner are described in Sec. 2. The sim-
ulation results are analyzed in Sec. 3. Concluding remarks
are given in Sec. 4. Two auxiliary sections are included
in the Supplementary Material. Section S1 of the Supple-
mentary Material provides the conservation equations, a
brief outline of the chemical mechanism, and descriptions
of the transport coefficients and the numerical methods
employed to integrate the equations. Section S2 of the
Supplementary Material focuses on 1D numerical simula-
tions of electrified premixed flames, which serve to com-
pare the results of the present computational framework
with the simulations and experiments in Speelman et al.
[30] and with 1D solutions of that same problem obtained
using Flamemaster [31].

2. Computational set-up

In this section, descriptions of the the computational
set-up and burner geometry are outlined, along with the
operation parameters and boundary conditions. The reader
is referred to Sec. S1 of the Supplementary Material for
further details about the analytical and numerical formu-
lations of the problem, including the associated mathemat-
ical notation.

Figure 1: Sketch of the burner geometry and computational set-
up (not to scale). The computational domain is denoted by the
hatched region, while the two electrodes are represented by the hor-
izontal thick solid lines. The axysimmetric coordinate system {x, r}
is placed at mid distance between the two orifice exits.

The nonpremixed counterflow burner considered here
operates at atmospheric pressure and consists of two op-
posite cylindrical nozzles of diameter 2R = 1 cm separated
by a distance L = 1 cm, as depicted in Fig. 1. The com-
putations presented in this study utilize the same geome-
try and operation parameters as the experiments of Park
et al. [1]. The conservation equations are discretized on
an axisymmetric {r, x} domain given by 0 ≤ r ≤ 8R and
−L/2 ≤ x ≤ +L/2. The grid is Cartesian and uniform
with Nr × Nx = 512 × 256 points in the radial and axial
directions, respectively, which were observed to be effective
in resolving the reaction layers. The resulting grid spac-
ings are ∆x = L/Nx = 39 µm and ∆r = 8R/Nr = 78 µm.

The upper (x = +L/2) and lower (x = −L/2) nozzles
inject, respectively, O2/N2 and CH4/N2 mixtures whose
relative compositions can be varied to study the effect
of shifting the flame position in composition and phys-
ical spaces. In particular, two sets of mixtures are ad-
dressed in this study. The first set consists of a 27.4% O2

/ N2 (on a molar basis) oxidizer mixture flowing against
a pure CH4 fuel stream, which renders a stoichiometric
mixture fraction Zst = 0.07. Conversely, the second set
is based on a fuel-leaner flow whereby a 52.7% O2 / N2

oxidizer mixture is employed along with a 22.2% CH4 /
N2 diluted fuel mixture, which gives Zst = 0.50, in such a
way that, relative to the first set of conditions, the diffu-
sion flame is shifted toward the fuel injector and becomes
comparatively more centered in the burner because of the
corresponding spatial variation of the stoichiometric condi-
tions. In both cases, the gases are injected at temperature
T = 300 K with an axial velocity U = 20 cm/s, thereby
producing a characteristic strain rate A ∼ 2U/L = 40 s−1.
The associated Reynolds number is ReL = AL2/ν0 ∼ 252
in both cases, where ν0 is the kinematic viscosity of the
oxidizer stream which has mostly the same value in both
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cases. The moderate value of ReL in principle warrants
a mostly laminar steady flow in the burner. Near the
stagnation plane created by the two opposing streams, a
convective-diffusive mixing layer of characteristic thickness

δm/L = Re
−1/2
L = 0.063 is formed, within which combus-

tion chemical reactions take place leading to a diffusion
flame that has a mostly flat shape near the axis. This mix-
ing layer is resolved by δm/∆x ∼ 16 grid points across. It
should be noted that this estimate for δm is based on ν0
and therefore does not account for temperature-dependent
effects on the kinematic viscosity, which tend to thicken
the mixing layer as shown below.

In the experiments, the nozzles are mounted down-
stream of convergent sections that reaccelerate the flow
and decrease the thickness of the boundary layers at the
injection planes. As a result, in the computations, the in-
flow profiles of axial velocity are assumed to be uniform.
Cross-sectional uniformity at injection is also assumed for
the temperature and composition fields there. Symmetry
conditions are used along the burner axis r = 0, whereas
standard convective outflow conditions are employed at
the outlet plane r = 8R.

The fuel and oxidizer nozzles are placed concentrically
inside two other cylindrical nozzles of diameter 4R = 2 cm,
which inject a nitrogen sheath that stabilizes the mixing
layer and prevents chemical reactions with ambient air.
The velocity and temperature of the N2 injected in the
sheath is the same as those of the streams flowing out of
the main nozzles, with uniform profiles being assumed for
all quantities.

A constant (DC) voltage difference ∆Φ0 is applied be-
tween a grounded anode at x = +L/2 and a cathode at
x = −L/2. To incorporate the electrodes in a parallel
arrangement to the diffusion flame, the experiments fea-
tured two perforated metallic plates of diameter 8.0 cm
that are positioned at the injection plane of the nozzles.
The plates have a high density of holes nh = 79 cm−2 and
a small diameter per hole dh = 0.8 mm. In the simula-
tions, the electrodes are assumed to be perfectly perme-
able, in that the injected gas flows through them without
pressure loss and in the absence of wake effects due to
the moderate values of the hole-based Reynolds numbers
involved, Reh = 4U/(πnhdhν0) ∼ 26. Additionally, the
two annular portions of the electrodes between the edge of
the N2-sheath injector and the outlet of the computational
domain (i.e., R < r ≤ 8R at x = ±L/2) are treated, for
simplicity, as adiabatic non-slip walls.

The electrode on the fuel side is set to a negative elec-
tric potential whose magnitude ranges from 0 to −2.4 kV
depending on the case considered. This results in a sub-
breakdown axial electric field primarily directed from the
oxidizer to the fuel side. Correspondingly, the Poisson
equation for the electric potential Φ [see Eq. (S1.7) in the
Supplementary Material] is integrated subject to Dirich-
let boundary conditions at the electrodes along with zero-
gradient conditions on all other boundaries.

The boundary conditions for the ionized species are
imposed as follows. If the charge of the ionized species is
such that they are electrostatically attracted to the elec-
trode, a zero normal-gradient condition is imposed there
on the corresponding mass fraction Yi in order to avoid
molecular diffusion of that component into the electrode.
In this way, only the electrically-induced drift velocity Vi

is active on the electrode surface, which is associated with
the ion current entering the electrode. Conversely, if elec-
trostatic repulsion prevails on the electrode surface for a
given component, its mass fraction is set to zero there to
prevent any unrealistic flux of opposite-sign ions released
by the electrode.

The transfer of momentum between charged and neu-
tral particles is represented by the electric force fel in the
momentum equation (S1.2). This interaction, which, as
shown in Sec. 3, primarily occurs outside the mixing layer
in the inviscid region along distances of order L, is typ-
ically referred to as ionic wind. It represents a two-way
coupled effect that can locally modify the flow field of the
neutral gas and is quantified by the dimensionless coupling
parameter

Ξ = (∆Φ0)2ε0/(2ρ0U
2L2) (1)

corresponding to the ratio of the characteristic electric
force ρq0E0 to the characteristic convective acceleration
ρ0AU in (S1.2), with ρ0 being the gas density in the fuel
stream. In Eq. (1), use of the electrostatic scaling of the
electric field E0 ∼ |∆Φ0|/L and of the total charge den-
sity ρq0 ∼ |∆Φ0|ε0/L2 from Eqs. (S1.6)-(S1.7) have been
made. In these simulations, Ξ is a small parameter at small
voltage differences (i.e., Ξ ∼ 0.2 at |∆Φ0| = 0.5 kV), it
increases with the applied voltage, and becomes an order-
unity parameter at the upper end of the range of voltages
considered here (i.e., Ξ ∼ 3.7 at |∆Φ0| = 2.0 kV, and
Ξ ∼ 5.4 at |∆Φ0| = 2.4 kV), thereby highlighting the rel-
evance of the ionic winds in altering the flow field in the
selected regimes.

The initial conditions for the simulations correspond to
the solution profiles of the aerothermochemical variables
obtained for the unlectrified case ∆Φ0 = 0 kV. The con-
vergence of the simulations to the steady solution, as de-
tailed in Sec. S1.4 of the Supplementary Material, is mon-
itored using the L-infinity norm of a residual vector com-
posed of the pseudo-time derivatives of the temperature,
velocity components and species mass fractions, normal-
ized with their maximum values based on the pseudo-time
increment. Using this computational framework, each of
the 9 different computational cases analyzed below in Sec. 3
involves approximately 70,000 CPU hrs using 128 cores.

3. Numerical Results

This section focuses on the results obtained from nu-
merical integrations of the conservation equations described
in Sec. S1.1 of the Supplementary Material in the computa-
tional set-up described above. The results include analyses
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of the electric intensity/voltage curves as well as character-
izations of the influences of the electric field on the velocity
field and on the distribution of charged species.

3.1. Electric characteristics of the diffusion flame

Combustion chemical reactions in the diffusion flame
alter significantly the linear distribution of electric poten-
tial between the electrodes that is encountered in non-
reacting conditions, as shown in Fig. 2. In particular, at
low voltages compared to a saturation voltage introduced
below, the diffusion flame resembles a Faraday cage that
blocks the external electric field by the shielding action
of abundant electric charges steered outwardly from the
reaction region.

The flame-induced screening of the electric field is quan-
titatively shown by the flattened electric-potential distri-
butions corresponding to ∆Φ0 = −0.5 kV and −1.0 kV
in Fig. 2, and occurs independently of the levels of fuel
dilution considered here. In this low-voltage regime, the
charges are produced at a plentiful rate by the ionic chem-
ical pathways described in Sec. S1.2 of the Supplementary
Material in comparison with their slower drift rate of re-
moval by the electric field from the reaction layers. As a
result, the charges become spatially segregated along high-
concentration layers surrounding a central zone of much
smaller charge where the chemical reactions responsible for
producing charged species are important. As shown below
in Sec. 3.2, in this plateau the mixture partially conserves
the quasi-electroneutrality that characterized the unelec-
trified case. The two peaks of charge density lead to a
dipole of opposite polarity to the external field, as shown
in Fig. 3, in a way that makes the diffusion flame to behave
as a quasi-perfect conductor with nearly-zero electric field
inside. These considerations resemble the mechanism of
charge redistribution observed in electrified 1D premixed
flames [32].

The configuration with undiluted fuel Zst = 0.07 yields
stoichiometric conditions closer to the oxidizer injector
and, therefore, creates a diffusion flame that acquires an
equilibrium potential closer to that of the anode, as ob-
served in Fig. 2a. In contrast, Fig. 2b indicates that in-
termediate values of the electric potential are attained at
the diffusion-flame location when fuel dilution is employed,
since the latter displaces stoichiometry toward the fuel ori-
fice. In both cases, a small peak of positive charge is ob-
served in the reacting region in the −0.5 kV case, which is
caused by a small local excess of the concentration of hy-
dronium (H3O+), namely the major positive ion. The dis-
tributions of charged species are analyzed later in Sec. 3.2.

As the absolute value of the applied voltage is increased,
the magnitude of the positive and negative peaks of the
charge density increases and their separation distance de-
creases. This behavior, however, is non-monotonic with
the voltage, as observed in Fig. 3. Specifically, as |∆Φ0| is
increased above 1 kV, the electric field is increasingly less
shielded by the charges, which tend to become spatially re-
organized more uniformly across the burner, as evidenced
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Figure 2: Dimensional electric potential profiles along the axis of the
burner for (a) Zst = 0.07 and (b) Zst = 0.50.

by the broader and shallower distributions of the charge
density shown in Fig. 3. This results in an increasingly lin-
ear distribution of electric potential engendering an elec-
tric field that pierces into the diffusion flame and eventu-
ally reaches values closer to the non-reacting uniform dis-
tribution at the largest voltage differences sampled here.
Under these conditions, the characteristic production rates
of heavy ions are slower than the rates of removal of these
by the electric drift term in the diffusion velocity (S1.4).
Similarly to the low-voltage case, a plateau of nearly-zero
charge is also observed in the electric-charge distribution,
although here the rapid electric drift suppresses the charge
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Figure 3: Dimensional charge density profiles along the axis of the
burner for (a) Zst = 0.07 and (b) Zst = 0.50.

peaks observed at smaller voltages.
The aforementioned changes in the distributions of the

electric field and charge density, observed as the applied
voltage increases, are closely related to the occurrence of a
saturation in the rate of production of charges in the dif-
fusion flame, which intrinsically limits the current density
across the burner as follows. In the absence of combustion
chemical reactions, the burner behaves as an open circuit
when DC voltage is applied to the electrodes. In contrast,
the presence of electric charges generated by chemical re-
actions in the diffusion flame produces a non-zero electric
current across the burner, which is predominantly directed

downwards along the axial coordinate x and depends on
the voltage difference ∆Φ0. In particular, Fig. 4 provides
the voltage dependence of the electric intensity leaving the
top (anode) electrode at x = L/2, namely

I =

∫ ∞
0

2πr

Ns∑
i=1

ρq,i(ux + Vi,x)dr. (2)

In the figure, I is divided by the flame area πR2
f , in a sim-

ilar way as is reported in the experiments by Park et al.
[1], with Ns being the number of species, and ux, Vi,x and
ρq,i being the radial distributions of the axial flow velocity,
axial diffusion velocities and charge densities, respectively,
as prescribed by Eqs. (S1.4) and (S1.8). Specifically, Park
et al. [1] measured the current between the two electrodes
and divided it by an estimated flame area πR2

f , with Rf

a radius determined by the flame luminosity. The cor-
responding experimental intensity values, which were re-
ported only for the diluted case Zst = 0.5, are reproduced
here in Fig. 4b. Conversely, in these simulations, Rf is
determined by the radial extent of the distribution of the
mass fraction of CH (i.e., r ≤ Rf where YCH ≥ 10−9),
since the chemical mechanism utilized here does not in-
clude any of the radiation-emitting species such as OH*

or CH*. The resulting flame radius is of order 12 mm and
9 mm for the cases Zst = 0.50 and Zst = 0.07, respectively,
and remains mostly independent of the applied voltage.
Since the system is in steady state, the time variations of
the total charge in the burner volume are zero. Conse-
quently, charge conservation requires the flux of current
density to be the same on each electrode, thereby leading
to equal intensities there.

The voltage dependence of the intensity provided by
Eq. (2) has a qualitative structure that in principle does
not depend on the dilution for the injection conditions ana-
lyzed here. In both cases, the intensity increases monoton-
ically for small voltages in a sub-saturated regime (zone A
in Fig. 4a), in which the incident electric field is screened
by a shield of charges, which are produced abundantly
and surround the diffusion flame, as described above and
shown in Figs. 2 and 3. The intensity reaches a saturation
value near the upper limit of the voltage interval studied
here (i.e., at |∆Φ0| ∼ 2.0 kV; zone C in Fig. 4a), where
the incident electric field supersedes recombination in re-
moving ions, thereby limiting the current by the rate of
ionization. A third or overcurrent regime at intermediate
voltages (zone B in Fig. 4a), where a peak in intensity
occurs, is observed in the experiments for the configura-
tion with Zst = 0.50 and numerically in the Zst = 0.07
case. In the simulations of the Zst = 0.50 case, this over-
current appears to be absent, which is most likely due to
undersampling along the voltage axis.

The overcurrent regime is not typically observed in 1D
premixed flames [2, 4, 19, 30, 32] (see also Fig. S2.2 in
the Supplementary Material). There, the baseline profiles
of the radicals starting the ionic chemistry chain remain
mostly unaffected by the electric field. As a result, the
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electric current increases monotonically with the applied
voltage up to a saturation voltage beyond which it plateaus
and where the finite rate of production of charged species
becomes the limiting process. In those saturation condi-
tions, and despite the large electric fields, the electric drift
flux remains limited by the rate of production of charged
species. In contradistinction, as described later in Sec. 3.4,
in the present problem the profiles of the radicals starting
the ionic chemistry, along with the rates of production of
ionized species, are all closely coupled with the strain-rate
field. Since the latter is sensitive to the incident electric
field, the dependence of the ion-current intensity on the ap-
plied voltage does not have to be necessarily monotonic. In
this particular case, the presence of the overcurrent is the
result of a drop in the limiting current as saturation con-
ditions are approached (i.e., −2.0 kV) due to the decrease
in the scalar dissipation rate, which leads to overall faster
chemistry and correspondingly smaller concentrations of
charged species.

The comparison between experimental and numerical
values of the intensity for the Zst = 0.5 case in Fig. 4b
reveals some important limitations of the formulation de-
scribed above. Although the sub-saturated and saturated
regimes are present in both experiments and simulations,
the simulations tend to overpredict the intensity approxi-
mately by a factor of 2.5 with respect to the experimental
values, including the saturation range, where the current
only depends on the charge-production modeling capabil-
ity of reaction CH + O −−→ CHO+ + e– (see Sec. S1.2
of the Supplementary Material for descriptions of relevant
chemical-kinetic steps involved in the formulation of this
problem). Related discussions about similar discrepancies,
albeit for premixed flames, are available in Ref. [32]. A
similar offset with respect to the experimental measure-
ments carried out by Speelman et al. [30] is also observed in
the auxiliary simulations of the premixed burner-stabilized
premixed flame provided in the Sec. S2 of the Supple-
mentary Material. The magnitude of these mismatches
in saturation currents are standard in the general liter-
ature of premixed flames and jet flames under electric
fields [19, 25, 30], and suggests that the chemical mech-
anism discussed in Sec. S1.2 of the Supplementary Mate-
rial also underperforms in configurations involving electri-
fied counterflow diffusion flames. The root cause of this
shortcoming resides in the coupling between neutral and
ionic chemistries, including inaccuracies in the prediction
of CH and O radicals generated from neutral production
pathways, and in the large uncertainties associated with
the rates of the chemical steps participating in the ionized
radical chains. Potential improvements to this framework
could include the utilization of extended chemical mecha-
nisms [22, 33, 34] or case-specific optimizations of ioniza-
tion rates in the submechanism for the charged species [30],
although these are aspects that will be subject of future
research.
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Figure 4: Intensity per unit flame area measured at the top elec-
trode as a function of the voltage difference |∆Φ0| for (a) Zst = 0.07
and (b) Zst = 0.50. In panel (b), the experimental data and the
associated uncertainty bars are based on Ref. [1].

3.2. Effects of the incident electric field on the diffusion-
flame structure

The general structure of non-electrified, methane coun-
terflow diffusion flames has been extensively studied in the
past [11, 35] and remains qualitatively unaltered in the
range of voltages studied here. The most relevant effect
of the incident electric field, however, is to alter signif-
icantly the distribution of minor charged intermediates,
whose momentum exchange with the neutral molecules
through the electric force (S1.9), which ultimately leads
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to non-negligible disturbances of the hydrodynamic field
around the diffusion flame, as described below.

The temperature T along the axis of the burner in
the presence of electric fields is shown in Fig. 5. It is
worth mentioning that the maximum temperature under-
goes only small variations in all cases, although the loca-
tion of the peak fluctuates around the unelectrified one in a
manner that does not appear to have a straightforward ex-
planation. Note that, as shown in Sec. 3.4, the flow in the
vicinity of the axis becomes increasingly two-dimensional
as the voltage increases because of the fluid-mechanical
disturbances introduced by the electric force, which com-
plicates the interpretation of the complex patterns of vari-
ations observed along the burner axis. As the voltage is
increased, the temperature profile widens and the peak in-
creases as a result of a decrease in the strain rate and of
an increase in the current across the burner, the latter in-
ducing a small Ohmic dissipation [i.e., the last term on the
right-hand side of Eq. (S1.5)] that in the present operat-
ing conditions can only heat up by a few degrees the cold
flow of gases on both sides of the mixing layer. The phe-
nomenon contributing to the displacement and the shape
modification of the axial profiles, including the cause of
the decrease in the strain rate, involves the interaction of
ionic winds with the incoming flow of the neutral mixture
and is discussed further below.

In the diluted case Zst = 0.50 provided in Fig. 5b, the
location of the temperature peak remains mostly the same
independently of the applied electric field, and the tem-
perature increment on the flanks of the mixing layer is less
intense. In contrast to the non-trivial pattern of variations
observed in the undiluted case in Fig. 5a, the curves in the
diluted case can be easily grouped into subsaturated (i.e.
0.0, −0.5, and −1.0 kV) and saturated (i.e. −1.5 kV and
−2.0 kV) subsets indicating a negligible shift of the tem-
perature peak as the voltage increases. The decreased shift
of the profiles and the collapse of the curves into those two
subsets are observed as well in other bulk quantities such
as major neutral concentration profiles, flow velocities and
scalar dissipation rates, as shown later in Sec. 3.4.

The general structure of the concentration profiles of
major reactants and products undergoes very small varia-
tions under the sub-breakdown electric fields studied here.
This is shown in Fig. 6, which provides the profiles of mo-
lar fractions Xi of the major neutral species CH4, O2 and
H2O along the burner axis. The CH4 is attacked by H
radicals in the diffusion flame in a chain-breaking reaction
to form CO, which oxidizes to CO2 in a broader oxida-
tion layer that lays on the O2-side of the diffusion flame
(profiles not shown here for brevity). The overall effect
of the electric field is to spatially shift these profiles in a
manner analogous to that observed for the temperature in
Fig. 5. Concurrent with the latter, a broadening of the
mixing layer is observed in Fig. 6 as the voltage increases
due to the temperature-induced increase in the kinematic
viscosity.

A minor but relevant intermediate included in Fig. 6
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Figure 5: Temperature profiles along the axis of the burner for (a)
Zst = 0.07 and (b) Zst = 0.50. The curves for -2.0 and -2.4 kV (in
panel a) and -1.5 and -2.0 kV (in panel b) are almost coincident.

is CH, which, together with O, participates in the chemi-
ionization step CH + O −−→ CHO+ + e– that starts the
ionic-chemistry pathways. In all cases, the CH layer is
thin (it is computationally solved by ∼ 8 grid points), and
is spatially located closer to the fuel side of the diffusion
flame. As the applied voltage increases, the peak molar
fraction of CH, which is of order 10−5-10−6, decreases and
shifts in accordance with the temperature and the pro-
files of the other major neutral species displayed in the
figure. In the fuel-diluted case Zst = 0.50, the modifica-
tions introduced by the electric field in the species profiles
in Fig. 6b are qualitatively consistent with the experimen-
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tal observations on the flame axial position based on flame
luminosity in Park et al. [1] (note however that direct com-
parisons of the present simulations with those observations
are not pursued since the chemical mechanism cannot re-
produce radiative excited species). Specifically, the distri-
butions in the two top panels in Fig. 6b, which correspond
to sub-saturated conditions, are almost coincident. The
same is observed in the two bottom panels where the dif-
fusion flame reaches electrical saturation. In these two
saturated cases, the diffusion flame is slightly shifted to-
wards the fuel side relative to the subsaturated cases, and
a decrease in CH molar fraction occurs in a similar manner
as in the undiluted case in Fig. 6a. Once saturation con-
ditions are attained, it is shown below in Sec 3.4 that the
local strain rate in the vicinity of the flame location de-
creases as a result of the flow displacement created by the
ionic wind, and, as a consequence, the local diffusion time
increases, thereby elevating the peak temperature albeit
in small amounts, as observed in Fig. 5. The subsequent
attainment of increasingly faster overall chemistry gener-
ally decreases the content of all intermediates, including
CH and the ionized species, as shown below.

The axial distributions of molar fractions of the six
charged species participating in the ionic chemical descrip-
tion provided in S1.2, namely H3O+, CHO+, O2

– , O– ,
OH– , and e– , are shown in Fig. 7 along the burner axis.
It is worth mentioning that, under zero incident electric
fields, as in the top left panels of Figs. 7a and b, there exists
a self-induced, quasi-electroneutral distribution of charged
species in the diffusion flame that nonetheless leads to van-
ishingly small potentials of order 10 V, which are caused
by small mismatches between hydronium and electron con-
centrations. The general structure of the charged species
in the unelectrified cases, however, reveals some important
physical phenomena that are disturbed when the exter-
nal voltage is applied. In particular, for ∆Φ0 = 0, it is
observed that the H3O+ produced by the charge-transfer
reaction CHO+ + H2O −−→ H3O+ + CO represents the
major ion in the diffusion flame, whose peak concentration
location coincides with that of CH in Fig. 6. In contrast,
the CHO+ produced by the chemi-ionization step CH +
O −−→ CHO+ + e– is present only in relative fractional
amounts as a result of its rapid conversion into H3O+

through the step CHO+ + H2O −−→ H3O+ + CO. The
molar fraction of hydronium is mostly everywhere matched
by that of the electrons, which are present in the mix-
ture in peak number-density amounts of order 1011 cm−3.
Consequently, the positive charge of H3O+ is correspond-
ingly neutralized, with small positive differences of order
XH3O+ −Xe− = O(10−12) being responsible for the small
self-induced voltages as a result of the larger diffusivity of
the electrons. However, near the oxidizer side, the concen-
tration of electrons decreases rapidly and is unaccompa-
nied by a decrease in H3O+, as it would be expected if the
process involved the dissociative recombination reaction
H3O+ + e– −−→ H2O + H. Instead, the electrons are in-
vested in the attachment steps O2 +e– +M −−→ O2

– +M,
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Figure 6: Molar fraction profiles of the neutral species along the axis
of the burner for (a) Zst = 0.07 and (b) Zst = 0.50.

OH+e– +M −−→ OH– +M, and O+e– +M −−→ O– +M,
which produce the major participating anions O2

– , OH– ,
and O– . Eventually, these heavy anions are responsible
for the portion of the bi-directional ionic wind that flows
in the direction opposite to the incident electric field.

Upon applying an external electric field in the −x di-
rection, Fig. 7 indicates that H3O+ and –to a much lesser
extent– CHO+ are steered toward the cathode while the
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Figure 7: Molar fraction profiles of charged species along the axis of
the burner for (a) Zst = 0.07 and (b) Zst = 0.50.

cloud of negative charges is steered toward the anode. It is
worth highlighting that the chosen polarity of the electric
field efficiently leads to this distortion as opposed to a field
applied in the +x direction, in that the negative charges
are prominently produced on the oxidizer side of the flame
and therefore can be easily steered toward an anode placed
on that side. Among the negative charges, the O2

– over-
whelmingly dominates the charged concentration profiles

on the oxidizer side in both undiluted and diluted cases
because of the prevalence of O2 there, which mediates in
the production of O2

– through the electron-attachment
reaction O2 + e– + M −−→ O2

– + M.
Below the voltage for the onset of the overcurrent in

Fig. 4a, the central distribution of charged species in the
diffusion flame is marginally influenced by the incident
electric field, as shown in the right upper panel in Fig. 7a.
In this way, the net electric charge density remains every-
where small in this region. However, a noticeable electric
drift of ions occurs that creates long tails in the distribu-
tions of molar fractions of H3O+ and O2

– lasting up to
the surfaces of the electrodes. As a result, positive and
negative charge imbalances occur, respectively, on the fuel
and oxidizer sides of the mixing layer, which, in conjunc-
tion with the decreasingly small values of ionic mobilities
attained as low temperatures are approached in the periph-
ery of the flame, lead to the charge density spikes shown
in Fig. 3 and to the subsequent screening of the incident
electric field. Additionally, as explained later in Sec. 3.3,
this excess of ions outside the mixing layer, which is ac-
companied by an outwardly motion as prescribed by the
incident electric field, is responsible for the bi-directional
ionic wind, the alteration of surrounding hydrodynamic
field along distances of order L, and the modification of
the flame axial position in the burner.

In saturated conditions corresponding to the bottom
panels in Figs. 7a and b, the amount of produced charges
is not sufficiently large to shield the reacting region from
the incident electric field. In these conditions, the electric
field is able to steer a large amount of charged species
away from the reaction zone before they are replenished
by their corresponding production steps. This leads to the
occurrence of an upper limit in the ion current across the
burner, as shown in Fig. 4. As a consequence, a large
decrease (i.e., by one to two orders of magnitude) in the
molar fraction of charged species in the diffusion flame is
observed with increasing voltages. On the other hand, the
concentration of charges near the electrodes is relatively
more robust to variations in the voltage.

The depletion of electrons in the diffusion flame pre-
dicted as the voltage is increased beyond sub-saturation
conditions is comparatively more evident than for other
ions because of the large values of the electron mobility
µe− (see Sec. S1.3 of the Supplementary Material for de-
tails on the calculation of mobilities of charged species).
In particular, the electrons undergo a fast depletion once
transported to the oxidizer edge of the mixing layer, where
they are rapidly transformed into other anionic species
through electron-attachment reactions. In addition, as the
voltage increases, the increasing drift of electrons towards
the anode inhibits the spatial overlap between the XH3O+

and Xe− distributions, which largely suppresses the dis-
sociative recombination step H3O+ + e– −−→ H2O + H.
Consequently, this favors the onset of saturation, in which
the removal of charged species relies on the electric drift
towards the electrode.
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Figure 8: Axial component of the non-dimensional electric force pro-
files along the axis of the burner for (a) Zst = 0.07 and (b) Zst =
0.50. In panel (a), the lines corresponding to -2.0 and -2.4 kV are
almost coincident.

3.3. Distribution of electrically-induced ionic winds

The incident electric field induces a displacement of
charges axially outwards from the flame, as quantitatively
shown in Figs. 3 and 7. In particular, the major ions
that prevail on the fuel and oxidizer sides are, respectively,
H3O+ and O2

– , which have similar mobilities. Despite the
small sub-ppm concentration of these ions near the elec-
trodes, an electric force fel given by (S1.9) that scales with
the characteristic convective acceleration ρ0AU of the flow
outside the mixing layer is generated across the burner on
both oxidizer and fuel streams, as shown in Fig. 8 for both

undiluted and diluted cases, and in accordance with the
order-unity values selected for the dimensionless interac-
tion parameter Ξ in Eq. (1). This force, which gives rise
to the bi-directional ionic wind, acts primarily in the axial
direction and tends to displace the gas axially outwards
away from the diffusion flame. This flow-displacement ef-
fect is favored by the lower temperatures and correspond-
ingly larger values of the mixture density outside the mix-
ing layer.

As indicated by its definition (S1.9), the electric force
fel is given by the multiplication of the charge density ρq
by the electric field E. In particular, the variations of fel
with the applied voltage in Fig. 8 are qualitatively similar
to those of the electric charge in Fig. 3. In the undiluted
case, the electric force increases with the applied voltage in
most of the spatial domain up to the overcurrent voltage
−1.5 kV. Saturated conditions are attained for −2.0 kV
that flatten and broaden the charge distribution and the
electric-force profile. Under fuel dilution, the electric force
also increases monotonically almost everywhere with the
applied voltage, as shown in Fig. 8b. In all cases, and in
the scales of the vertical axis utilized to draw Fig. 8, a
plateau of vanishingly small values of fel is observed in the
electric force that coincides spatially with a similar plateau
of vanishing electric charge observed in Fig. 3, and which
corresponds to the layer where the chemical reactions in
the diffusion flame develop.

In connection with the effect of the incident electric
field on the bulk flow, a qualitative aspect worthy of dis-
cussion is the asymmetry of the electric-force profiles with
respect to the flame. For instance, the undiluted case in
Fig. 8a is characterized by a clear asymmetry in the profiles
that is induced by the tendency of chemical reactions to
develop closer to the oxidizer side because there is where
overall stoichiometric conditions occur. In contrast, the
fuel-diluted case in Fig. 8b has a comparatively more sym-
metric distribution of electric force. Asymmetric profiles
of ionic winds as in Fig. 8a lead to more significant dis-
tortions of the position of the stagnation plane, which is
pushed downwards to the fuel side. Electrically-induced
disturbances of the flow field are analyzed in the following
section.

3.4. Effects of the incident electric field on the aerodynam-
ics and mixing of reactants

The numerical results presented above provide evidence
of a bi-directional ionic wind that is directed outwards
from the diffusion flame and which emerges from the dis-
tortion induced by the incident electric field on the dis-
tribution of charged species. The transfer of momentum
from the ionic wind to the bulk gas is significant and gen-
erates modifications of the velocity and mixing fields, as
shown below.

A first evidence of this electrically-induced hydrody-
namic phenomenon in both diluted and undiluted cases is
shown by the axial distributions of axial velocities provided
in Fig. 9. Consider first the undiluted case in Fig 9a. The
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Figure 9: Axial velocity profiles along the axis of the burner for (a)
Zst = 0.07 and (b) Zst = 0.5. The red dots indicate the position
of the maximum of the axial profile of temperature. The curves for
−2.0 and −2.4 kV (in panel a) and −1.5 and −2.0 kV (in panel b) are
almost coincident. In panel (b) the red dots are almost coincident
for all curves.

velocity profile in the unelectrified case differs from the
quasi-linear one expected in constant-density non-reacting
flows, in that it displays a rapid acceleration of the axial
flows of fuel and oxidizer towards the flame due to thermal
expansion. As shown in Fig 9a, the maximum tempera-
ture is located to the left of the axial-velocity maximum.
Incrementing the voltage across the sub-saturated condi-
tions from |∆Φ0| = 0.5 to 1.0 kV has the effect of displac-
ing the diffusion flame jointly with the stagnation plane

first toward the fuel side and then toward the oxidizer side
without extensive deformation of the axial velocity pro-
file along the burner axis and in a manner that correlates
well with the shifts in the temperature profiles in Fig. 5.
Two-dimensional visualizations of these variations are pro-
vided in Fig. 10, which shows flow streamlines along with
contours of CH mass fractions. In interpreting these two
cases, it is worth noting that the shift toward the oxidizer
side in the −1.0 kV case is actually the result of a sig-
nificant convex curvature of the stagnation plane, which
curves downwards as the ionic wind pushes it toward the
fuel side as observed in the second panel in Fig. 10. At
the overcurrent voltage, |∆Φ0| = 1.5 kV, the stagnation
plane moves farther to the fuel side jointly with the flame,
but the axially outwards flow displacement made by the
increasingly stronger ionic wind makes the axial velocity
profile shallower, thereby decreasing the effective strain
rate in the flame vicinity. Correspondingly, the stoichio-
metric value χst of the scalar dissipation rate

χ(Z) = 2DZ |∇Z|2, (3)

evaluated at Z = Zst, decreases by approximately 50% as
the voltage is increased to the saturation value, as shown
in Fig. 11. The resulting deficit of charged species caused
by the faster overall chemistry leads to the non-monotonic
trend of the electric intensity with the applied voltage ob-
served in Fig. 4a.

In Eq. (3), the diffusivity DZ is taken equal to the
local thermal diffusivity of the mixture. Additionally, as
proposed by Pitsch and Peters [36] and standardly done
in flamelet modeling, Z is a mixture fraction obtained
by computing the solution to the sourceless advection–
diffusion equation

∇ · (ρuZ) = ∇ · (ρDZ∇Z) (4)

subject to Z = 0 and Z = 1 on the oxidizer and fuel
streams, respectively, with zero normal-gradient conditions
being applied everywhere else along the boundaries of the
computational domain. A reference scalar dissipation rate
can be obtained by integrating (4) assuming negligible
variations of Z in the radial direction, constant values for
ρ and DZ , infinitely far boundaries located at x → ±∞,
along with a linear velocity distribution ux = −Ax. The
resulting expression is [11, 37]

χ(Z) =
A

π
exp

{
−
[√

2erfc−1(2Z)
]2}

, (5)

which corresponds to a symmetric bell-shaped curve cen-
tered at Z = 0.5.

The reference scalar dissipation rate in Eq. (5) is com-
pared in Fig. 12 to the scalar dissipation arising from the
numerical solution of Eq. (4) for the present problem. Note
that the scalar dissipation rate of the unelectrified case
does not match the reference value (5) due to the temper-
ature dependence of DZ and to thermal-expansion effects.
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Figure 10: Flow streamlines overlaid on CH mass-fraction contours for Zst = 0.07. The unelectrified case ∆Φ0 = 0 kV is provided on the left
panels to facilitate direct comparison with the corresponding electrified case.

More importantly, in the undiluted case in Fig. 12a, as the
voltage is increased, the scalar dissipation rate becomes in-
creasingly skewed to the fuel side due to the augmentation
of composition gradients there as a result of the downward
displacement of the stagnation plane.

As saturation conditions are approached, |∆Φ0| ≥ 2.0 kV,
the strength of the ionic wind becomes limited by the rate

of production of charged species. In this limit, an equi-
librium configuration is attained in a strain-rate field that
shows little to no sensitivity to the applied voltage, as
shown by the lower plateau attained by the stoichiometric
scalar dissipation rate in Fig. 11.

The hydrodynamic interactions described above are much
more limited in the fuel-diluted case Zst = 0.50, which
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Figure 10 (Continued): Flow streamlines overlaid on CH mass-fraction contours for Zst = 0.50. The unelectrified case ∆Φ0 = 0 kV is provided
on the left panels to facilitate direct comparison with the corresponding electrified case.

generally leads to a diffusion flame positioned closer to
the stagnation plane as required by the modified spatial
location of the stoichiometric conditions. The resulting
axial velocity profile remains mostly symmetric about the
mid section of the burner, as shown in Fig. 9b. In addi-
tion, the increased symmetry of the electric force, in this
case leads to negligibly small shifts of the position of the
stagnation plane, as observed in the two-dimensional vi-
sualizations in Fig. 10. Although the overall effect of the
incident electric field at saturation is to decrease χst by
approximately 30%, the distribution of the scalar dissipa-
tion rate in mixture-fraction space remains close to that
of the unelectrified case, as shown in 12b.

3.5. Comparisons with experimental flow fields

The experimental flow visualizations by Park et al. [1]
suggest strong modifications of the velocity field at simi-
lar voltages to the ones addressed in this study. In con-
trast, the numerical results presented here indicate that
the modifications are rather moderate. This section pro-
vides a brief discussion about possible sources of these dis-
crepancies.

A comparison between experimental and numerical pro-
files of the axial velocity are provided in Fig. 13 for the
undiluted case Zst = 0.07. Although the general trends
of both experimental and numerical profiles are the same
as the voltage is increased, including the axial shift of the
stagnation plane toward the fuel side, the comparisons re-
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Figure 11: Stoichiometric scalar dissipation rate as a function of the
applied voltage.

veal significant quantitative discrepancies. The first note-
worthy aspect relates to the first experimental point near
the fuel orifice, where the measured velocity is approxi-
mately 10 cm/s larger than the numerical one, despite the
fact that the fuel mass flow rate was experimentally con-
trolled in Ref. [1] to yield the same value of injection veloc-
ity as the one utilized in the present study. This mismatch
may be caused by the area constriction of the holes on the
perforated plate and the corresponding local acceleration
of the flow there [38].

A second important aspect of the comparison made
in Fig. 13 relates to the discrepancies in the electrified
cases, where the numerical values of the axial velocity on
the oxidizer side are significantly larger than the experi-
mental ones. In particular, the smaller values observed in
the experiments appear to be linked with the significant
flow blockage caused by the ionic wind on the oxidizer
side, which, in the experimental cases utilizing propane as
fuel, may even lead to the occurrence of a second stagna-
tion plane near the oxidizer injector (e.g., see Fig. 5e in
Ref. [1]). However, such intense flow modifications were
not observed in the present study. One possible cause
of these differences could be related to the effects of the
electric charge inadvertently acquired by the tracer parti-
cles employed in the PIV to measure experimentally the
axial velocity profiles. To see this, consider a number
of inertial point particles of TiO2 with similar physical
properties to those used in the experiments by Park et al.
[1], and which are to be seeded below one-way coupled
into the numerical flow fields in a manner analogous to
the role played by the PIV tracers in the experiments.
In particular, the particles are characterized by their ra-
dius ap = 0.1 µm, material density ρp = 4230 kg/m3, and
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Figure 12: Normalized scalar dissipation rate profiles as a function
of the mixture fraction along the axis of the burner for (a) Zst =
0.07 and (b) Zst = 0.50. The curves for −2.0 and −2.4 kV (in panel
a), 0.0, −0.5 and −1.0 kV (in panel b), and −1.5 and −2.0 kV (in
panel b) are almost coincident.

electric charge qp, the latter being treated here as an ad-
justable parameter since it cannot be easily measured. The
associated aerodynamic Stokes number of the particles is
Stae = (2/9)(ρp/ρ0)a2pA/ν0 ∼ 5× 10−4 � 1, indicating
that they are mostly tracers of the flow field in conditions
where their electric charge is negligible.

The position of the simulant PIV particles, xp, is com-
puted from the trajectory equation

dxp

dt
= up, (6)
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Figure 13: Comparison between numerical simulations (lines) and
experimental measurements by Park et al. [1] (symbols) of the axial
velocity profiles along the axis of the burner for Zst = 0.07.

where the velocity of the particles, up, is obtained by in-
tegrating the second Newton’s law

4

3
πρpa

3
p

dup

dt
= 6πρ(xp)ν(xp)ap [u(xp)− up] + qpE(xp)

(7)
individually for every particle. In Eq. (7), the last term
on the right-hand side refers to the electric force exerted
on a charged particle by the incident electric field, which
in principle makes the particle depart from the trajecto-
ries followed by a fluid particle. Additionally the symbol
”(·)(xp)” is associated with the evaluation of the corre-
sponding Eulerian field at the position of the particle. This
evaluation is performed using a bi-linear interpolation in-
side the grid cell containing the particle. Interactions be-
tween particles, and between particles and the flow, are
neglected because of the high dilution employed. The par-
ticles are seeded in kinematic equilibrium with the flow at
the fuel and oxidizer orifices. The values of qp employed
in the simulations are qp = ±10−17 C for Zst = 0.07, and
qp = ±1.6× 10−17 C for Zst = 0.50, which amount ap-
proximately to just 200 elementary charges per particle,
with positive and negatively charged particles being in-
jected at the fuel and oxidizer inlets, respectively.

Figure 14 provides the trajectories xp of the simu-
lant PIV particles obtained by simultaneously integrating
Eqs. (6)-(7), and illustrates the sensitivity of the solution
to the electric charge qp. For instance, for zero charge, the
particles become tracers of the flow field independently of
the applied voltage, as easily observed by comparing the
right panels in Figs. 10 with those in Fig. 14. In contrast,
when the particles are charged, their trajectories differ sig-
nificantly from the flow streamlines in both undiluted and
diluted cases, as observed in the left panels in Fig. 14. Note
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Figure 14: Simulant PIV particle trajectories xp overlaid on CH
mass-fraction contours for (a) Zst = 0.07 and (b) Zst = 0.50. The
trajectories corresponding to uncharged tracers are provided on the
right side of each panel about the symmetry axis of the burner, while
the trajectories for the charged (non-tracer) particles are provided
on the left side of each panel.

that the particle charge has been chosen in such a way that,
at high voltages, it leads to comparable values of the char-
acteristic electric force on the particles, qp|∆Φ0|/L, and
the viscous force on the particles 6πρ0ν0apU based on the
flow injection velocity. The ratio of these two forces, which
can also be expressed as the ratio of the electro-migration
velocity |qp||∆Φ0|/(6πρ0ν0apL) to the characteristic flow
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velocity U , is associated with the electric Stokes number

Stel = |qp||∆Φ0|/(6πρ0ν0apUL), (8)

whose values are within the range Stel ∼ 0.07 − 0.34 in
the present calculations, with the largest values being pro-
duced by the highest voltages tested here. As a conse-
quence, as the voltage increases, the electric force becomes
of the same order as the aerodynamic force on the parti-
cles outside the mixing layer. As shown in Fig. 14, this
particular choice of parameters leads to rolled-up trajec-
tories of the negatively charged particles injected on the
oxidizer side, creating a pattern of fictitious streamlines
that curves upwards (on the oxidizer side) and downwards
(on the fuel side) and is reminiscent of the ones observed
in the experiments (e.g., see Fig. 12b in Ref. [1]). These
considerations highlight the outstanding challenges related
to performing PIV in the type of electrified flows studied
here, in which a rather small amount of electric charge at-
tached to the tracer particles can deflect their trajectories
and turn them into non-tracers.

4. Conclusions

In this study, axisymmetric numerical simulations of
methane-air counterflow laminar diffusion flames impinged
by sub-breakdown DC electric fields are performed using
multi-component transport and a detailed chemical mech-
anism that includes elementary steps for the conversion of
six electrically charged species. An axial electric field is
induced by two electrodes located on the oxidizer and fuel
sides and arranged parallel to the mixing layer. The config-
uration matches the geometry and flow parameters of the
burner recently studied experimentally by Park et al. [1].
Steady-state solutions are obtained by integrating the con-
servation equations using a pseudo-time stepping method.

The overall effect of the incident electric field is to in-
duce a bi-directional ionic wind that interacts with the
two incoming streams of neutral gases, in such a way that
the local strain rate is decreased. This generates a faster-
burning flame and, consequently, a smaller concentration
of charged species. Byproducts of this phenomenon are a
slight increase in the flame temperature, a decrease in the
stoichiometric scalar dissipation rate, a displacement of the
stagnation plane, a non-monotonic trend of the electric in-
tensity with respect to the applied voltage, and a strong
distortion in the spatial distribution of charged species.

In the present arrangement of the electrodes, where the
upper one in the oxidizer stream is the anode, and the bot-
tom one in the fuel stream is the cathode, the ionic wind
is primarily composed of O2

– ions flowing to the oxidizer
side, and H3O+ ions flowing to the fuel side. The trans-
fer of momentum between the ionic wind and the neutral
gases occurs primarily outside the mixing layer in the fuel
and oxidizer streams. In contrast, the hot gas within the
diffusion flame tends to move under quieter conditions of
quasi-electroneutrality and negligibly small electric force.

Fuel dilution tends to dampen these effects by centering
the diffusion flame in the burner, which leads to an in-
creased cancellation of the electric forces induced by the
ionic winds.

At small voltages, the diffusion flame behaves as a
quasi-perfect conductor whose interior is shielded by elec-
tric charges produced in abundance, while high voltages
enhance dispersion of charges and lead to saturation of the
electric current. An intermediate regime, where an over-
current occurs, is found that results from the competition
between electric drift, charge production, and molecular
diffusion of reactants.

The results presented in this study are in qualitative
agreement with the experimental observations made by
Park et al. [1]. Nonetheless, quantitative disagreements
are obtained in the saturation current, which is larger in
the simulations, and in the intensity of the flow modifi-
cations enabled by the incident electric field, which are
more pronounced in the experiments. The former issue
calls for necessary improvements in the chemical-kinetic
description of the problem and in the transport description
of ionized species, while the latter involves experimental
uncertainties related to hydrodynamic effects caused by
the perforated plates and to the fundamental question of
whether the PIV tracers follow the flow pathlines in the
presence of incident electric fields. In the present work,
calculations of trajectories of simulant PIV particles car-
rying a small amount of electric charge, which nonethe-
less makes them to be non-tracer particles, show improved
agreement with experimentally observed flow patterns.

The functional form of the scalar dissipation rate is
found to depend on the applied electric field. This sug-
gests that a closure model for the scalar dissipation rate,
to be used in notional subgrid-scale flamelet models incor-
porating these effects, should in principle be augmented
to account for the resolved value of the electric field. The
extent to which useful calculations can be made neglecting
this functional dependence is subject of future work.
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S1. Formulation

In this section, the conservation equations and associ-
ated boundary conditions are provided. The description
includes details of the calculation of transport properties
and chemical rates, and outlines the numerical methodol-
ogy employed in integrating the overall formulation.

S1.1. Conservation equations

The present analysis pertains to the obtention of steady
laminar solutions of the conservation equations in the con-
figuration depicted in Fig. 1 in the main text. As a result,
the time derivatives are omitted in what follows. The re-
sulting mass and momentum conservation equations are

∇ ·
(
ρu
)

= 0, (S1.1)

∇ ·
(
ρuu

)
= −∇p+∇ · σ + fel, (S1.2)

where ρ is the mixture density, u is the velocity vector,
p is the hydrodynamic pressure, ∇ is the nabla opera-
tor in cylindrical coordinates, and fel is an electric force
per unit volume that is defined below. Similarly, σ =

2η[S − (∇ · u)I/3] is the viscous stress tensor, where η is

a temperature-dependent dynamic viscosity, I is the iden-

tity tensor, and S = (1/2)[∇u + (∇u)T ] is the strain-rate
tensor.

The local mixture composition is obtained by integrat-
ing the species conservation equation

∇ · (ρuYi) = −∇ · (ρViYi) + ρẇi, i = 1, 2, . . . , Ns,
(S1.3)

where Ns is the number of components, Yi is the mass
fraction of species i, and ẇi and Vi are the correspond-
ing chemical production rate and diffusion velocity, re-
spectively. Specifically, ẇi is computed from a detailed
CH4/O2/N2 chemical mechanism that includes ionic chem-
istry, as described in the main text in Sec. S1.2. Similarly,
the diffusion velocity Vi is calculated from the expression

Vi = −Di

Xi
∇Xi + µiSiE +

Ns∑
j=1

[
Yj
Xj

Dj∇Xj − µjSjYjE
]
,

(S1.4)

where Xi, Di, and µi are, respectively, the molar frac-
tion, mass diffusivity and electric mobility of species i.
Additionally, Si is the number of elementary charges in
multiples of e, where e = 1.602 18× 10−19 C is the abso-
lute value of the electron charge. In this way, Si = 0 for
neutral species, and Si > 0 and Si < 0 for positively and
negatively charged species, respectively.

The right-hand side of Eq. (S1.4) consists of three dif-
ferent terms: the first one represents the molecular dif-
fusion flux in the Curtiss-Hirschfelder approximation [1];
the second one corresponds to a velocity drift of charged
species that is induced by the local electric field E [2];
and the last term is a corrector flux that preserves the to-
tal mass of the multicomponent mixture [3]. In practice,
the mass corrector for the electric drift is negligibly small
compared to the other three terms, since the mass frac-
tions of the ionic species involved in this analysis are of
order 10−8 − 10−12.

The description of the chemically reacting flow requires
additional integration of the energy conservation equation

cp∇ ·
(
ρuT

)
=∇ ·

(
λ∇T

)
− ρ

Ns∑
i=1

Yicpi
Vi · ∇T

− ρ
Ns∑
i=1

hiẇi + ρNAe

Ns∑
i=1

SiYi
Wi

Vi ·E,

(S1.5)

where cp =
∑Ns

i=1 Yicpi is the mean specific heat at con-
stant pressure, with cpi indicating the corresponding tempe-
rature-dependent value for species i. Additionally, hi =∫ T

T0
cpi
dT is the partial specific enthalpy, Wi is the molec-

ular weight of species i, NA is the Avogadro number, and
λ is a thermal conductivity that also depends on tempera-
ture, as detailed below. The right-hand side of Eq. (S1.5)
includes, in order of appearance, the molecular heat con-
duction, a heat flux due to inter-diffusion of species, the
heat released by the chemical reactions, and the Ohmic
dissipation of energy due to electric currents. The viscous
heating and the work done by the pressure gradient are
both neglected because of the low Mach numbers involved.

The DC voltage applied on the electrodes generates an
incident electric field E that is coupled with the charged
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reaction intermediates in the diffusion flame. The nature
of the local electric field is electrostatic, and is therefore
derived from a local potential Φ as

E = −∇Φ, (S1.6)

where Φ is the solution to the Gauss equation

∇2Φ = −ρq/ε0, (S1.7)

with ε0 as the permittivity of vacuum. In this formulation,
ρq =

∑Ns

i=1 ρq,i denotes the sum of the individual charge
densities

ρq,i = ρNAe
SiYi
Wi

. (S1.8)

representing the amount of charge carried by species i per
unit volume. In the present calculations, the magnetic
field induced by the Ampere’s law is of order 10−9 T, and
is therefore neglected on the basis of the resulting exceed-
ingly long cyclotron period. Correspondingly, the Lorentz
force per unit volume is solely associated with the electric
field and is given by

fel = ρqE = ρNAe

Ns∑
i=1

SiYi
Wi

E. (S1.9)

Equations (S1.1)-(S1.9) are supplemented with the equa-
tion of state for an ideal gas

P = ρR0T/W, (S1.10)

whereW = (
∑Ns

i=1 Yi/Wi)
−1 is the mean molecular weight,

R0 is the universal gas constant, and P is the thermody-
namic pressure, which is assumed to be uniform in the
present low-Mach number approximation. In the conser-
vation equations described above, the temperature is as-
sumed to be the same for neutrals, ions and electrons, thus
neglecting non-thermalization effects, as is appropriate for
the moderate reduced electric fields |E|W/(ρNA) ∼ 10−70
Td encountered in the present study [4].

S1.2. Chemical kinetics

In this study, the chemical reaction rates for the com-
bustion of methane with oxygen in nitrogen-diluted envi-
ronments are calculated using the GRIMech 3.0 mecha-
nism [5], which contains 325 reactions among 53 neutral
species. The mechanism is augmented with the reactions
proposed by Belhi et al. [6] to model the chemical con-
version of ionized species. This additional submechanism
consists of 40 reversible reactions involving H3O+, CHO+,
O2

– , O– , OH– , and e– . A brief summary of the main
reactions involving ionized species is provided below.

Of particular relevance in this chemical-kinetic descrip-
tion is the chemi-ionization reaction

CH + O −−→ CHO+ + e−, (R1)

which represents the only ionization step of the mecha-
nism, whereby the two intermediates CH and O are trans-
formed into formylium (CHO+) and electrons (e– ). The
formylium produced by step (R1) is rapidly transformed
into hydronium (H3O+) through the charge-transfer reac-
tion

CHO+ + H2O −−→ H3O+ + CO, (R2)

as suggested by Pedersen and Brown [2]. A portion of
the electrons produced in the flame react in 13 three-body
electron-attachment reactions to produce O2

– , O– and
OH– from neutral molecules. This set of reactions can
be summarized in the following steps

O2 + e− + M −−→ O2
− + M, (R3)

OH + e− + M −−→ OH− + M, (R4)

O + e− + M −−→ O− + M, (R5)

where M is a collider (i.e., M = O, O2, H2O, and N2 for
R3; M = H2, O2, H2O, N2, CO, CO2, and CH4 for R4; and
M = O2 and O for R5). Two charge-exchange reactions

O2
− + O −−→ O2 + O− (R6)

O2
− + OH −−→ O2 + OH− (R7)

are included that account for extra formation of O– and
OH– [7]. In addition, 6 charge-transfer reactions with re-
arrangement, where the O2

– and O– interact with a neu-
tral molecule, are responsible for the formation of charged
particles that correspond to the combination of the two
reactants, while 16 electron-detachment reactions release
electrons from heavy molecules. Lastly, the electrons are
recombined with the hydronium through the dissociative
recombination reaction

H3O+ + e− −−→ H2O + H, (R8)

which represents, as also done in earlier studies [2, 8, 9],
the termination reaction of this submechanism for ionic
chemistry. The reaction parameters of the recombination
step (R8) are chosen to match the global recombination
rate measured by Peeters and Mahnen [10].

The choice of chemical kinetics made above represents
a compromise solution between accuracy and computa-
tional cost. As suggested by the results presented in this
study, this choice is most likely not the optimum one in
terms of accuracy, since other more extensive mechanisms
such as the ones in Refs. [11, 12] might improve the pre-
dictions of the CH and O radicals and consequently as-
sist in reducing the discrepancies observed in the satura-
tion current with respect to experimental results (i.e., see
Sec. 3.1 in the main text and Sec. S2 below for further de-
tails). Those extended mechanisms would, however, incur
a computational cost that is not easily admissible with the
present numerical method because of the large number of
additional species that would need to be transported.
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S1.3. Transport coefficients

The individual dynamic viscosities (ηi) and binary dif-
fusivities (Dij) are evaluated from the kinetic theory as in
Hirschfelder et al. [13], namely

ηi =
5

16

√
πkBTWi/NA

πσ2
i Ω

(2,2)
i

(S1.11)

and

Dij =
3

16

√
2πNAk3BT

3/Wij

pπσ2
ijΩ

(1,1)
ij

, (S1.12)

where kB is the Boltzmann constant, σi is the Lennard-
Jones collision diameter, σij = (σi + σj)/2 is the reduced
collision diameter, and Wij = WiWj/(Wi +Wj) is the re-

duced molecular weight. Additionally, Ω
(1,1)
ij and Ω

(2,2)
i

are collision integrals that are expressed as polynomials

of the reduced temperature T ∗i = TkB/ξi (for Ω
(2,2)
i ) and

T ∗ij = TkB/
√
ξiξj (for Ω

(1,1)
ij ), where ξi is the potential

well-depth of species i. In this study, the Stockmayer po-
tential [14] is employed to calculate the temperature coeffi-

cients of the collision integrals Ω
(1,1)
ij and Ω

(2,2)
i for neutrals

and heavy ions. For the neutral species, σi and ξi are read
from the transport data provided with the GriMech 3.0
mechanism [5]. On the other hand, the corresponding val-
ues for the heavy ions are approximated to be equal to
those of similar neutral species (i.e., H2O for H3O+, CO
for HCO+, O for O– , O2 for O2

– and OH for OH– ). Other
alternatives, such as the (n, 6, 4) theory [15], may be more
appropriate for the prediction of the transport properties
of the charged species, but those involve additional com-
plexities and modeling uncertainties whose treatment are
deferred to future work.

The individual thermal conductivities are computed
using the expression

λi = ηi

(
cpi +

5

4

R0

Wi

)
(S1.13)

resulting from the kinetic-theory for monoatomic gases,
with ηi given by Eq. (S1.11). The temperature depen-
dence of the individual specific heats cpi

are modeled using
the NASA polynomials [16]. The polynomial coefficients
for the neutrals species are provided by the GriMech 3.0
mechanism [5], while those for the charged species are ex-
tracted from the database of Burcat and Ruscic [17].

The mass diffusivities of each component into the other
components of the mixture are evaluated using the approx-
imate expression

Di = (1− Yi)
/

Ns∑
j=1,j 6=i

Xj

Dij
(S1.14)

proposed by Bird et al. [18], with Dij given by Eq. (S1.12).
Combination rules are followed to calculate the thermal
conductivity λ and dynamic viscosity η of the mixture in
terms of the corresponding individual quantities ηi and

λi defined in Eqs. (S1.11) and (S1.13), respectively. In
particular, η is determined using Wilke’s rule [19]

η =

(
Ns∑
i=1

Yiηi

)/ Ns∑
j=1

Gij
Wi

Wj
Yj

 , (S1.15)

where the symbol Gij is given by

Gij =
1√
8

(
1 +

Wi

Wj

)− 1
2

[
1 +

(
ηi
ηj

)− 1
2
(
Wj

Wi

) 1
4

]2
.

(S1.16)
Similarly, λ is computed from Ref. [20], namely

λ =
1

2

 Ns∑
i=1

Xiλi +

(
Ns∑
i=1

Xi

λi

)−1 . (S1.17)

The binary mobilities of the heavy ions, µij are obtained
from the Einstein relation [21]

Dij

µij
=
kBT

e
, (S1.18)

while the corresponding mixture-averaged value µi is com-
puted using the expression [21]

µi =

 Ns∑
j=1

Xj

µij

−1 . (S1.19)

An important role in the calculations shown in Sec. 3 is
played by the mobility of electrons µe− , since its value de-
termines the rate at which the electrons are drained from
the flame in the sub-saturated regime, and also influences
the voltage and the amount of ion current measured at the
electrodes at the saturation onset [22]. It should however
be noted that the analytical and experimental determina-
tion of adequate mobility coefficients for diffusion flames is
an active area of research. In this study, in the absence of
conclusive values for diffusion flames, the electron mobility
µe− is set to 0.4 m2/(s V) as recommended by Bisetti and
El Morsli [4, 23] in the context of premixed CH4-air flames.
Note that more elaborate formulations of the electron mo-
bility exist that provide spatially varying distributions of
this quantity depending on the local composition [23].

The value of the electron mobility has an important
influence on the simulation cost, in that the larger µe− is,
the shorter is the electric drift diffusion time scale of the
electrons, and consequently, the stiffer the numerical inte-
grations become. In this regard, the value of µe− consid-
ered here is much larger than that used in earlier numerical
studies [6, 24, 25] and based on the scaling proposed by
Delcroix and Bers [26] [i.e., µe− ∼ 0.018 m2/(s V)]. This il-
lustrates the large uncertainties associated with the values
of µe− that exist in the available literature. Consistently
with this choice, the electron mass diffusivity De− is com-
puted from the standard Einstein mobility expression

De− =
kBµe−T

e
. (S1.20)
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S1.4. Numerical method

The conservation equations provided above are inte-
grated using a numerical method that consists of an ex-
tended version of the finite-difference fractional-step me-
thod described by Desjardins et al. [27], which has been
employed in a number of earlier studies to compute chem-
ically reacting flows [28–30]. The present study incorpo-
rates modifications to address electric interactions in com-
bustion problems and to palliate the significant numerical
stiffness caused by the ionic chemistry and electron trans-
port as follows.

Motivated by the moderate Reynolds numbers associ-
ated with this configuration, this study aims at obtaining
steady solutions to the conservation equations. However,
although there is yet no clear general criteria available
about the voltage conditions under which flow unsteadi-
ness may develop as a result of electrically-induced com-
bustion instabilities, the experiments of Park et al. [31]
suggest the existence of flame oscillations within a nar-
row interval of voltages near saturation conditions (i.e.,
|∆Φ0| ∼ 1.1−1.3kV for the case Zst = 0.50), while steady
conditions are observed for all other tested voltages. In
this context, time-resolved simulations of unsteady be-
havior are challenging due to the small time steps of or-
der ∆t = L∆x/(µe− |∆Φ0|) =O(0.1 ns) that would be re-
quired to advance the transport equation for the electrons,
which, when compared to the characteristic flow times
A−1 ∼ 2L/U = O(10 ms) under consideration, would re-
sult in an unfeasible large number of simulation steps of
order 108. For these reasons, and since the experimental
voltage interval reported as prone to triggering flame in-
stabilities is not directly probed by these simulations, in
the present formulation unsteady effects are neglected, and
each conservation equation is discretely advanced using a
pseudo-time increment in order to efficiently arrive at a
steady-state solution. The pseudo-time stepping algorithm
adds an extra derivative with respect to a pseudo-time τ in
the conservation equations (S1.1)-(S1.3) and (S1.5), each
equation having its own pseudo-time step due to inherent
limitations related to the participating time scales.

In addition to the fast transport of electrons, exceed-
ingly short time scales of chemical conversion are also
found within the set of reactions involving charged species.
This also contributes to the stiffness of the employed sys-
tem of partial differential equations requiring a special im-
plicit treatment of the evolution of the chemical sources
terms. For these reasons, the conservation equations for
species (S1.3) and thermal energy (S1.5) are cast into the
ordinary differential forms

d

dτ
[Yi, T ] =

∇ · F 0

ρ0
+

[
ẇi,

ẇT

cp

]
, (S1.21)

for i = 1, . . . , Ns, where ẇT = −∑Ns

i=1 hiẇi is the chem-
ical heat release. In Eq. (S1.21), F 0 represents advec-
tive and diffusive fluxes based on the solution of the pre-
vious pseudo-time step, ρ0 is the mixture density com-

puted at the previous pseudo-time step, while the chemical
sources (ẇi, ẇT ) and cp are evaluated implicitly. These
equations are solved point-wise and coupled between all
variables using a Newton-based implicit method over a
pseudo-time interval determined as the maximum value
among the pseudo-time step of the temperature (∆τT )
and of all the species mass fraction equations (∆τi), ∆τ =
max(∆τT ,∆τ1, . . . ,∆τNs

). In particular, the pseudo-time
step for the transport of thermal energy is chosen as ∆τT =
min(∆x/|ux|,∆r/|ur|), whereas the corresponding value
for the species transport is set to ∆τi = min(∆x/|ux +
SiµiEx|,∆r/|ur +SiµiEr|), where the subindexes x and r

are employed to denote velocity and electric-field compo-
nents in the axial and radial directions, respectively. Note
that the ∆τi for the neutral species (Si = 0) is equal to
∆τT because their electric drift velocities vanish. In this
way, the intermediate solutions Yi(τ + ∆τ) and T (τ + ∆τ)
emerging from the numerical integration of (S1.21) only
account for the time evolution of the chemistry over the
longest interval ∆τ among all the different pseudo-time
steps. These intermediate solutions are stored during the
integration and are employed to define the species aver-
aged chemical source terms

ẇi =
Yi(τ + ∆τi)− Yi(τ)

∆τi
− ∇ · F

0

ρ0
, (S1.22)

with ẇi = ẇi being satisfied in the steady state. The aver-
aged chemical heat release per mass unit is then computed
as ẇT =

∑Ns

i=1 hiẇi. The resulting computational cost of
the implicit integration described above scales as N2

s .
The algorithm of the numerical integration of the prob-

lem is structured as follows. Once the averaged chemi-
cal source terms are obtained by the procedure described
above, and after computing transport properties based on
the most recent solution of the species and temperature
transport equations, the conservation equations (S1.3) -
(S1.5) for the neutral species and thermal energy are ad-
vanced over the corresponding pseudo-time steps ∆τi and
∆τT incorporating the effects of the advection and dif-
fusion fluxes, for which the semi-implicit formulation in
Desjardins et al. [27] is used. The advection fluxes in the
species and thermal-energy conservation equations are dis-
cretized with a third-order weighted essentially-non-oscilla-
tory scheme. The rest of the differential terms are com-
puted using a second-order centered scheme. The linear
system derived from the discretization of transport equa-
tions is solved using an alternate-direction algorithm.

A subiterative loop is then performed to solve the Pois-
son equation for the electrostatic potential in conjunction
with the species transport equation for the charged parti-
cles (integrated over the corresponding pseudo-time steps
∆τi) to ensure consistency of the electric field with the
electric charge. Note that the disparity in pseudo-time
steps between the charged and neutral species acts as a
diagonal preconditioning in the integration, with the ratio
of the advection to drift velocities as the approximate val-
ues of the diagonal elements. At this point, the newly
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computed species mass-fractions and temperature fields
are used to update the local mixture density field from
the equation of state (S1.10).

Lastly, the momentum conservation equation is time
advanced using the pseudo-time step ∆τT (i.e., limited
by the flow velocity) in conjunction with the solution to
the Poisson equation for the hydrodynamic pressure. Both
Poisson equations for the hydrodynamic pressure and elec-
trostatic potential are solved using a multi-grid precon-
ditioned GMRES method. The algorithm steps covering
from the advancement of the neutral species mass-fractions
fields to the hydrodynamic pressure are repeated up to 10
times at each corresponding pseudo-time step in order to
converge the density and keep the numerical method sta-
ble. Tests of the numerical methodology described above
are provided in Sec. S2.

S2. Supplementary tests of the computational
framework in simulations and experiments
of burner-stabilized premixed flames

To address the performance of the computational ap-
proach presented in Sec. S1, additional numerical simula-
tion results are reported below for a reference case consist-
ing of burner-stabilized premixed flames, which has been
treated both numerically and experimentally by Speelman
et al. [22]. The analysis also includes successful compar-
isons with results obtained for the same problem using the
Flamemaster code [32].

The configuration involves a burner-stabilized premixed
flame immersed in an electric field that is aligned with the
flow direction. In the experiments [22], a cylindrical nozzle
of diameter 6 cm injects a stoichiometric mixture of CH4

and air at at 298 K with a velocity equal to the laminar
burning velocity of the mixture into an environment at at-
mospheric pressure. The exit of the burner is kept at a
temperature of 350 K in order to stabilize the flame. One
electrode is positioned at the exit of the nozzle, while the
other is located at 1 cm downstream. A DC voltage rang-
ing from −250 V to 250 V is applied to the downstream
electrode, whereas the upstream one is kept grounded.

The formulation of the problem follows the same princi-
ples and relations described in Sec. S1. The computational
set-up includes a one-dimensional (1D) grid discretizing
the region between the two electrodes by means of 800
evenly spaced points. At the upstream boundary, Dirichlet
boundary conditions are imposed for the velocity, neutral
species, temperature and electric field. In particular, the
temperature at that boundary is set equal to the burner
temperature in order to generate the necessary heat loss
to stabilizes the premixed flame near the injector. Simi-
larly, the downstream boundary is modeled with a convec-
tive outflow condition for the aerothermal variables and
for the mass fractions of the neutral species. The applied
electric potential difference is translated into Dirichlet con-
ditions at the upstream and downstream boundaries. The
boundary conditions for the charged-species are analogous
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Figure S2.1: Spatial distributions of temperature and molar frac-
tions of CH4 and CO2 through the flame. Symbols represent the
solution obtained with Flamemaster, while lines correspond to re-
sults obtained with the present computational framework.

to those described in Sec. 2. Further details of the config-
uration are available in Ref. [22].

In addition to simulations of the aforementioned prob-
lem performed with the present approach, the code Flame-
master [32] was employed to verify the numerical method
described in Sec. S1.4. In particular, the Flamemaster
module for burner-stabilized 1D premixed flames, which
employs different numerics (i.e., a Newton method, see
details in Ref. [32]) than the present approach, was mod-
ified by adding to the original algorithm the Gauss equa-
tion (S1.7), the electric-drift terms in the diffusion velocity
(S1.4), and the Ohmic dissipation term in the energy con-
servation equation (S1.5). Results of the numerical simu-
lations of the configuration in Speelman et al. [22], subject
to the same boundary conditions as described above and
supplied with the same chemical mechanism and trans-
port properties as those provided in Secs. S1.2 and S1.3,
are shown in Fig. S2.1. The Flamemaster profiles of tem-
perature and molar fractions of CH4 and CO2 across the
flame are observed to agree well with the profiles obtained
using the present computational framework.

Figure S2.2 shows the electric intensity (I) versus the
voltage difference applied to the electrodes. The dash-
dotted line represents the results obtained using the present
computational approach, while the symbols correspond to
solutions of the same problem obtained with Flamemas-
ter, as described above, thereby showing a good agree-
ment between the two. Additionally, the continuous line
represents the experimental values provided by Speelman
et al. [22]. The dashed line is, instead, obtained numeri-
cally also in Ref. [22] employing the chemical mechanism
proposed by Belhi et al. [24] and a transport model based
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Figure S2.2: Electric intensity I as a function of the applied potential
∆Φ0. The three curves represent the experiments and numerical
results of Speelman et al. [22], along with the present study. Symbols
represent the solution obtained with Flamemaster.

on the Stockmayer potentials in conjunction with the pro-
cedure proposed by Ern and Giovangigli [33]. Note that
these numerical results in Speelman et al. [22] were com-
puted without any case-specific optimization of the chemi-
cal mechanism and transport coefficients. However, in that
same work, additional results were provided that showed
an improved agreement with experiments, and which were
obtained by tuning the electron and hydronium electrical
mobilities along with the Arrhenius pre-exponential fac-
tors of the ionization and recombination reaction rates.
In some cases, those revisions led to a sudden turn of
the curve at ∆Φ0 ∼ 20 V similar to the one observed
in the present results [22]. All curves in Fig. S2.2 remain
monotonic since the coupling between the electric and hy-
drodynamic fields in this problem are weaker, in that the
interaction mainly involves a readjustment of the hydro-
dynamic pressure without any significant feedback on the
aerothermal field of the bulk gas.

Both numerical solutions presented in Fig. S2.2 pre-
dict a much larger saturation intensity than the experi-
mentally measured one, although the present framework
palliates the discrepancy by falling closer to the experi-
ments. The discrepancy here is similar to the overpredic-
tion by a 2.5 factor reported for the counterflow diffusion
flame in Sec. 3.1 in the main text. An additional aspect
implied by Fig. S2.2 is that the present transport formu-
lation and the introduction of heavy anions in the chemi-
cal description appears to largely improve predictions for
the sub-saturated regime. Specifically, the present solution
has a lower slope for the entire range of applied voltages,
reaching the saturation current between 250 V and 300 V.
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