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A B S T R A C T

The importance and role of a specific class of global transmissibility matrices (global TFs), here
named response-based frequency response functions (R-FRFs), in the areas of the identification
and continuous monitoring of structures, is discussed and expanded in the present paper. The
R-FRFs, as specialized frequency response functions, have been recently introduced in the
literature, and, as originally proved, they are able to inherently provide local poles related to
the system under investigation, but, virtually, with a different set of boundary conditions; i.e. as
if some of the original degrees of freedom, arbitrarily chosen by the analyst, were constrained
to ground. In this paper, such a concept is extended, including mode shapes. Herein, we show
that the R-FRFs are also able to provide local modes associated with the aforementioned local
poles. In this regard, we provide a parametric model of the R-FRFs matrix, suitable for being
tackled through frequency-domain estimators from the field of experimental and operational
modal analysis, which let these additional modal parameters to be identified. Such a conceptual
extension is carried out by both a theoretical and a numerical point of view. We process data
sets from numerical and real-world experimental case studies and discuss the corresponding
results. The estimated poles and modes are employed to detect structural modifications, in
turn confirming the significance of response-based frequency response functions in the field of
damage detection and structural health monitoring (SHM).

. Introduction

Many different modal analysis based protocols have been developed over the last four decades in the area of system dynamics
ith unconnected aims, from model updating to diagnostics. With regards to only the last-mentioned, also commonly named

tructural health monitoring (SHM) or damage detection, an extraordinarily important number of research efforts have been made
vailable. Therefore, a possible lack of citations is only due to mere reasons of brevity, rather than to relevance or irrelevance with
espect to the content presented in this paper.

A reasonable citation base could be found, for example, in Refs. [1–5], where devices, physical quantities, methods and
erspectives involved in the numerous numerical and/or experimental protocols proposed in the scientific literature are illustrated
nd discussed. Devices comprise all possible transducers (typically, but not exhaustively, accelerometers and load cells) and
he relevant conditioning systems followed by A/D digital boards. Transfer functions appear to be the most representative and
ommonly adopted physical quantities, computed by measurements’ processing, and, specifically, frequency response functions
FRFs), generally in the form of the ratios between forces and output accelerations (accelerances or apparent masses). However,
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FRFs could be seen from a wider perspective as functions relating different outputs of a linear time-invariant system. In such a
latter perspective, during the last two decades, researchers have started investigating transmissibility functions (see e.g. [6–13]).
In particular, Ribeiro [6] generalized a transmissibility concept from one degree of freedom systems to structures with multiple
degrees of freedom. Specifically, he obtained a relationship between vectors of unknown responses and measurable responses, along
with a pseudo-inversion when certain conditions between the number of considered responses (known/measured and unknown)
are not fulfilled. Through his theoretical analyses, Ribeiro introduced a new concept that seemed to be promising not only as a
monitoring tool, but even for its predictive capability. The results of this effort were also extended to a wider audience two years
later (see Ribeiro et al. [8]). Sampaio et al. [7], used the transmissibility concept in the area of damage detection. They noticed
that more research efforts would have been needed to better understand and explore all the possible improvements in the usage of
the technique. With regard to this topic, other interesting contributions [7,10,11,13] have been produced in the following years.
Maia et al. [9] presented a general overview of the transmissibility concept, pros and cons, and possible applications; they also
recognized that no simple relationships (if any) could be established between peaks and anti-peaks of transmissibility functions and
FRFs. The recent paper from Yan et al. [12] certainly testifies the great interest in transmissibility-based system identification, in
the area of structural health monitoring, by discussing existing studies dealing with the concept and the usage of transmissibility
functions; they specifically conclude that proving the capabilities of employing transmissibilities in an unsupervised manner, in the
field of damage localization, might be tough.

Independently of the previously cited works, Messina [14] followed a different formal approach for defining a new class of
ransmissibility functions (the R-FRFs), specifically designed to enrich the intrinsic modal database of the system under study and
o allow analyzing the system in a local sense. In fact, R-FRFs provide poles of the original structure when some of its degrees of
reedom are, virtually, considered constrained to the ground; thus, such a local sense is achieved when one virtually hampers the
ibration of a specific part of the structure, but letting the remaining (and local) part to freely vibrate. The possibility of adding
hose new poles comes from the fact that they are inherently related to the original system, even though it is considered partially
nd virtually constrained. In this context, ‘‘virtually’’ means that no physical locks are actually needed to be added, whilst new
oundary conditions are obtained simply by measuring the R-FRFs, through performing a feasible and attractive experimental
rocedure, aimed at investigating local structural modifications, potentially occurring on the system. Such a dual nature (of being
ocal and additional) of the poles identifiable from R-FRFs, is theoretically and experimentally proved in Refs. [14,15], respectively.
he results of the investigations carried out in the cited efforts encouraged the research group to implement techniques aimed at

mproving the estimation process of R-FRFs from experimental data [16], whilst, in the present paper, we identify poles and the
orresponding mode shapes, to be intended as local and additional modal parameters. Basically, we here extend the application of
urve fitting methods, classically used in the cases of experimental modal analysis (EMA) and operational modal analysis (OMA),
o that of R-FRFs, whose parametric model is derived in terms of perturbated original system’s modal parameters, combined with
atrices whose entries are transmission elements in the form of combinations of physical lumped parameters relating defined groups

f degrees of freedom. Usually, transmissibility-driven stochastic identification techniques [17,18] elaborate scalar transmissibility
easurements, retrieved over different loading conditions, in order to obtain rational functions with poles equal to those of the

riginal system. Specifically, in [19] poly-reference transmissibility-based OMA, uninfluenced by the content of the input spectrum,
s introduced by proposing a parametric model of the transmissibility functions exploited by an identification approach that only
aptures the eigenstructure of the system of interest. Similarly, in [20] multivariable transmissibilities, also known as global TFs, are
elated to scalar transmissibilities to obtain pseudo scalar transmissibility functions, which system poles can be extracted from. In
he present work, we provide a parametric model of R-FRFs, as a specific class of global TFs, showing how these functions comprise
dditional local modal parameters. Such an objective is worth to be pursued, since structural modifications or damage, occurring
n specific locations of the system under test, often need processing of both modal parameter kinds, that is poles and modes.

The rest of the paper is organized as follows. In Section 2, we derive the modal partial fraction decomposition of R-FRFs for
linear time-invariant system, containing the additional/local poles and mode shapes. In Section 3, we develop a specialized

lgorithm to identify such additional/local poles and modes. In Section 4, we exploit numerical and experimental case studies; the
ormer is used to evaluate the performance of the obtained algorithm on differently estimated R-FRFs, by comparing the computed
odal parameters; the latter allows for performing a full damage detection analysis of a slender beam, to elucidate and highlight

he additional/local nature of modal parameters extracted by R-FRFs’ estimates. Finally, in Section 5, we summarize the main
onclusions of this work. Moreover, in Appendix, we propose an alternative theoretical approach to obtain the modal partial fraction
ecomposition of R-FRFs, which we compare with that derived in Section 2.

. R-FRFs’ modal model

We consider a linear, time-invariant, damped vibrating system having 𝑁 degrees of freedom (dofs), for which the well-known
input–output relationship, in the Laplace domain 𝑠, from rest initial conditions, is

𝐁 (𝑠)𝐗 (𝑠) = 𝐅 (𝑠) , (1)

where the dynamic stiffness matrix 𝐁 (𝑠), and the displacement 𝐗 (𝑠) and force 𝐅 (𝑠) vectors can be partitioned as
[

𝐁11 (𝑠)𝑛×𝑛 𝐁12 (𝑠)𝑛×𝑚
](

𝐙 (𝑠)𝑛×1
)

=
(

𝐐 (𝑠)𝑛×1
)

. (2)
2

𝐁21 (𝑠)𝑚×𝑛 𝐁22 (𝑠)𝑚×𝑚 𝐘 (𝑠)𝑚×1 𝟎𝑚×1
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We assume that the displacement vector 𝐙 (𝑠) includes the 𝑛 output response dofs in which the input forces, described by the vector
𝐐 (𝑠), are applied. We define such dofs as forced or driving, whilst the 𝐘 (𝑠) vector contains the output displacements of the 𝑚 = 𝑁−𝑛
unforced dofs, here referred to as guided or free.

A linear output–output relationship is obtained by extracting the latter 𝑚 equations related to free dofs’ motions in Eq. (2):

𝐘(𝑠) = −𝐁−1
22 (𝑠)𝐁21(𝑠)𝐙(𝑠) = 𝐑(𝑠)𝐙(𝑠), (3)

where the matrix 𝐑(𝑠) is expressed in terms of the dynamic stiffness partitions and represents a 𝑚 × 𝑛 response-based transfer function
matrix connecting driving and free dofs. Focusing on the first partition 𝐁−1

22 (𝑠), we notice that it represents the transfer function matrix
𝐇𝑔(𝑠) of what we call the ‘‘virtually grounded system’’. It arises from partitioning the original dynamic stiffness 𝐁(𝑠) and takes the
hysical meaning of the original system, characterized by the transfer matrix 𝐇(𝑠) = 𝐁−1(𝑠), subjected to virtually locking constraints
n the 𝑚 driving dofs 𝐙(𝑠) [14].

In fact, by rephrasing Eq. (3) in the following form

𝐘(𝑠) = 𝐁−1
22 (𝑠)𝐅𝑒𝑞(𝑠) = 𝐇𝑔(𝑠)𝐅𝑒𝑞(𝑠), (4)

here 𝐅𝑒𝑞(𝑠) = −𝐁21(𝑠)𝐙(𝑠) is a 𝑚×1 vector containing the restoring forces, induced by the motion of the 𝑛 driving dofs, which cause
he free dofs’ displacements 𝐘(𝑠) and related to elements connecting the two groups of dofs as indicated by the partition 𝐁21(𝑠). We
nterpret the forces 𝐅𝑒𝑞(𝑠) as the equivalent forces that one should apply to the 𝑛 free dofs’ locations of the original system, when
ubjected to the virtual boundary constraints 𝐙(𝑠) = 𝟎.

From the modal analysis theory, by considering the general case of underdamped real-world systems, containing passive damping
echanisms [21], 𝐇𝑔(𝑠) can be modally decomposed as

𝐇𝑔(𝑠) =
𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑳T
𝑟

𝑠 − 𝜆𝑟
+
𝝍∗

𝑟𝑳
H
𝑟

𝑠 − 𝜆∗𝑟

)

=
2𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑳T
𝑟

𝑠 − 𝜆𝑟

)

, (5)

with

𝜆𝑟 = −𝜁𝑟𝜔𝑢𝑟 + i𝜔𝑢𝑟

√

1 − 𝜁2𝑟 , (6)

where (.)H indicates Hermitian transposition, (.)∗ denotes complex conjugation, 𝑁𝑝 is the number of modes, 𝜆𝑟 are the complex
valued roots, appearing in complex conjugate pairs, of the system characteristic equation |𝐁22(𝑠)| = 0 with 𝜔𝑢𝑟 the undamped
natural frequency and 𝜁𝑟 the damping ratio, 𝝍 𝑟 are the mode shape vectors and 𝑳𝑟 are the so-called modal participation vectors.
These additional poles and modes, belonging to the virtually grounded system, are included in the matrix 𝐑(𝑠) that, in turn, can be
lassified as a response-based transfer matrix. Actually, 𝐑(𝑠) is obtained by multiplying the transfer matrix in Eq. (5) by the partition
21(𝑠), which can be expressed as

𝐁21(𝑠) = 𝑠2𝐌21 + 𝑠𝐂21 +𝐊21, (7)

here 𝐌21, 𝐂21 and 𝐊21 describe the mass, damping, and stiffness matrix relations between the two subsets of responses 𝐘 and 𝐙
hat we call transmission elements. Rewriting the 𝑚 × 𝑛 matrix 𝐑(𝑠) in terms of the virtually grounded system modal parameters in
q. (5) and of the transmission elements in Eq. (7), we obtain

𝐑(𝑠) =
2𝑁𝑝
∑

𝑟=1

(

−
𝝍 𝑟𝑳T

𝑟 𝑠
2𝐌21

𝑠 − 𝜆𝑟
−
𝝍 𝑟𝑳T

𝑟 𝑠𝐂21

𝑠 − 𝜆𝑟
−
𝝍 𝑟𝑳T

𝑟𝐊21

𝑠 − 𝜆𝑟

)

. (8)

By accounting for the following identities

𝑠2

𝑠 − 𝜆𝑟
− 𝑠 − 𝜆𝑟 = 

(

𝑑2e𝜆𝑟𝜏

𝑑𝜏2

)

= 
(

𝜆2𝑟e
𝜆𝑟𝜏

)

=
𝜆2𝑟

𝑠 − 𝜆𝑟
, (9)

𝑠
𝑠 − 𝜆𝑟

− 1 = 
(

𝑑e𝜆𝑟𝜏
𝑑𝜏

)

= 
(

𝜆𝑟e𝜆𝑟𝜏
)

=
𝜆𝑟

𝑠 − 𝜆𝑟
, (10)

where (.) indicates the Laplace transformation, 𝑑(.)
𝑑𝜏

and 𝑑2(.)
𝑑𝜏2

the first and second derivative with respect to the time variable 𝜏,
nd e(.) is the exponential function, we rewrite Eq. (8) as

𝐑(𝑠) =
2𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑳T
𝑟
(

−𝜆2𝑟𝐌21 − 𝜆𝑟𝐂21 −𝐊21
)

𝑠 − 𝜆𝑟

)

+

− 𝑠
⎛

⎜

⎜

⎝

2𝑁𝑝
∑

𝑟=1
𝝍 𝑟𝑳T

𝑟

⎞

⎟

⎟

⎠

𝐌21 −
⎛

⎜

⎜

⎝

2𝑁𝑝
∑

𝑟=1
𝜆𝑟𝝍 𝑟𝑳T

𝑟

⎞

⎟

⎟

⎠

𝐌21 −
⎛

⎜

⎜

⎝

2𝑁𝑝
∑

𝑟=1
𝝍 𝑟𝑳T

𝑟

⎞

⎟

⎟

⎠

𝐂21.

(11)

y, moreover, inverse Laplace transforming Eq. (5), we obtain the so-called impulse response function (IRF) matrix

𝐡𝑔 (𝜏) =
2𝑁𝑝
∑

𝝍 𝑟𝑳T
𝑟 e

𝜆𝑟𝜏 , (12)
3

𝑟=1
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whose first derivative is

�̇�𝑔 (𝜏) =
2𝑁𝑝
∑

𝑟=1
𝝍 𝑟𝑳T

𝑟 𝜆𝑟𝑒
𝜆𝑟𝜏 , (13)

n which the entries ℎ𝑔,𝑖𝑗 (𝜏) and ℎ̇𝑔,𝑖𝑗 (𝜏) represent, respectively, the displacement and velocity of the 𝑖th dof, for 𝜏 > 0, caused by a
nit impulsive force exerted on the 𝑗th dof at 𝜏 = 0. Since the application of a unit impulse produces the following set of post-initial
onditions

𝐡𝑔
(

0+
)

= 𝟎 =
2𝑁𝑝
∑

𝑟=1
𝝍 𝑟𝑳T

𝑟 , (14)

nd

�̇�𝑔
(

0+
)

= 𝐌−1
22 =

2𝑁𝑝
∑

𝑟=1
𝜆𝑟𝝍 𝑟𝑳T

𝑟 , (15)

e are allowed to rephrase Eq. (11) as

𝐑(𝑠) =
2𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑳T
𝑟
(

−𝜆2𝑟𝐌21 − 𝜆𝑟𝐂21 −𝐊21
)

𝑠 − 𝜆𝑟

)

+𝐌−1
22𝐌21. (16)

Thus, by defining a novel modal transmission vector

𝑻 𝑟 =
(

−𝜆2𝑟𝐌21 − 𝜆𝑟𝐂21 −𝐊21
)T 𝑳𝑟, (17)

we express the modal partial fraction decomposition of 𝐑(𝑠), evaluated along the frequency axis 𝑠 = i𝜔, as the matrix of R-FRFs

𝐑(i𝜔) =
2𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑻 T
𝑟

i𝜔 − 𝜆𝑟

)

+𝐌−1
22𝐌21, (18)

here the vector 𝑻 𝑟 provides a combination of mass, stiffness, and damping transmission elements in between the exciting and
uided dofs with the modal participation factors 𝑳𝑟 of the virtually grounded system. We here name 𝐑(i𝜔) as response-based
requency response matrix. Interestingly, we find a constant term in Eq. (18), related to the mass matrix of the virtually grounded
ystem and to the inertial coupling between guided and driving dofs.

We demonstrate by Eq. (18) that the 𝐑(i𝜔) matrix collects several modal features: poles and mode shapes of the virtually grounded
ystem in addition to the novel modal transmission vector 𝑻 𝑟. To corroborate the existence of additional local mode shapes in the R-
RFs’ matrix, we propose an algebraic identification expounded in Appendix, leading to a polynomial model of 𝐑(i𝜔), closely related
o the modal model in Eq. (18). We remark how these additional modal parameters are suitable for carrying out local diagnoses.
n fact, they provide an increased sensitivity to local damages with respect to that of modal parameters accessed by the estimation
f classical FRFs, which have a global meaning [14,15]. In this respect, Ref. [14] offers an extended discussion carried out on a
lassical Euler–Bernoulli beam model. In particular, the author investigates the impact of an increasing damage on the lowest three
atural frequencies referring to both the real and the virtual system, identified by means of the classical FRFs and R-FRFs matrices,
espectively. It is shown how natural frequency changes of virtually grounded systems could be more sensitive than the respective
requency changes of the classical FRFs. In addition, Ref. [15] reports a beam analysis in which undamaged and damaged states are
ompared by means of modal parameters extracted from both FRFs and R-FRFs matrices. We also emphasize how the possibility of
hoosing different sets of exciting and free dofs leads to independent evaluations of 𝐑(i𝜔), representing the unconnected virtually
chieved boundary conditions. This feature is promising even for the usage of R-FRFs additional modal parameters in the model
pdating field, as an alternative to that of anti-resonant frequencies [12]. In the next section, we design a specialized identification
echnique, taking into account the modal decomposition Eq. (18).

. R-FRFs’ identification technique

Several stochastic system identification techniques have been developed to identify the modal parameters of a structure in
perating conditions using output-only data [22,23]. These techniques, called as a whole in-operation, operational, or output-only
odal analysis (OMA), are based on the assumption that system responses are realizations of stochastic dynamics having unknown
hite and uncorrelated noises as inputs [24]. In this field, frequency-domain identification methods [25,26] first estimate power

pectral densities (PSDs) between 𝑁𝑜 responses and certain 𝑁𝑟 reference responses, in order to fit them by means of a parametric
odel. Assuming the operational forces to be white uncorrelated noise sequences, the output PSDs’ matrix 𝐒𝑥𝑥(i𝜔) ∈ C𝑁𝑜×𝑁𝑟 is
odally decomposed as follows [27]:

𝐒𝑥𝑥(i𝜔) =
2𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑲T
𝑟

i𝜔 − 𝜆𝑟
+

𝝍 𝑟𝑲T
𝑟

−i𝜔 − 𝜆𝑟

)

, (19)

where 𝑲𝑟, the so-called operational reference vector, is a combination of the modal parameters and of the unknown input PSD
atrix entries. For this reason, the modal participation factors and, by consequence, the modal scale factors cannot be determined
4

rom a single OMA test, but appropriate methods for scaling are needed [28–30].
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The PSDs’ modal decomposition Eq. (19) comprises both positive and negative poles coming from the Fourier transformation
f the cross-correlation function matrix 𝐑𝑥𝑥(𝜏) [31]. Fourier transforming the sole causal part of 𝐑𝑥𝑥(𝜏), with 𝜏 ≥ 0, leads to the
o-called half-spectrum matrix 𝐒+𝑥𝑥(𝑠) [26]. The modal decomposition of this matrix corresponds to the first term in Eq. (19)

𝐒+𝑥𝑥(𝑠) =
2𝑁𝑝
∑

𝑟=1

(

𝝍 𝑟𝑲T
𝑟

𝑠 − 𝜆𝑟

)

. (20)

As it is well known, the similar form of modal decompositions Eqs. (5), (19), and (20) allows for the usage of the classical
stimation schemes to extract modal parameters from the PSDs’ matrix, with the sole different physical meaning of operational
eference vectors with respect to modal scale factors. In resembling fashion, by comparing Eqs. (18) and (20), we notice the
nalogy between the half-spectrum modal model and the R-FRF decomposition, where the modal transmission vectors 𝑻 𝑟, similarly

to the operational reference vectors 𝑲𝑟, are a combination of the modal participation factors 𝑳𝑟 and physical quantities involved
in the transmission of motion between the driving and guided dofs, generally unknown. In order to estimate the modal parameters
from R-FRFs, we, thus, may apply identification techniques developed for OMA. We make the choice of using a frequency domain
parametric modal method based on the Least Squares Frequency Domain (LSFD) estimator, relying on the modal model in Eq. (18),
in combination with the poly-reference Least Squares Complex Frequency (pLSCF) method [28]. The LSFD method is employed to
obtain a global estimate of the mode shapes in combination with the pLSCF providing poles and modal transmission vectors.

The adopted pLSCF estimator is based on a Right Matrix Fraction Description (RMFD) in the discrete-time domain of the 𝑜th
row of the 𝐑(i𝜔) matrix at each radian frequency 𝜔𝑘 as [32]:

𝐑𝑜(𝜔𝑘) ≃ 𝐍𝑜(𝜔𝑘,𝜽)𝐃(𝜔𝑘,𝜽)−1, (21)

where for every free dof 𝑜 (𝑜 = 1,… , 𝑚)

𝐃(𝜔𝑘,𝜽) =
𝑝
∑

𝑟=0
𝛺𝑟(𝜔𝑘)𝜶𝑟

𝐍𝑜(𝜔𝑘,𝜽) =
𝑝
∑

𝑟=0
𝛺𝑟(𝜔𝑘)𝜷𝑜𝑟

, (22)

are the denominator 𝐃(𝜔𝑘,𝜽) ∈ C𝑛×𝑛 and the numerator 𝐍𝑜(𝜔𝑘,𝜽) ∈ C1×𝑛 𝑝-order matrix polynomial containing the unknown
matrix real valued coefficients 𝜶𝑟 and 𝜷𝑜𝑟 , collected in the matrix 𝜽. The generalized transform variable 𝛺𝑟(𝜔𝑘), named the complex
polynomial basis function, is formulated in the 𝑧-domain, being equal to e−i𝜔𝑘𝛥𝑡, where 𝛥𝑡 is the sampling period. We introduce the
following linear-in-variable error formulation:

𝜼𝑜(𝜔𝑘,𝜽) = 𝐍𝑜(𝜔𝑘,𝜽) − 𝐃(𝜔𝑘,𝜽)𝐑(𝜔𝑘), (23)

in order to obtain a sub-optimal linear least squares problem. This is defined by minimizing the following cost function:

𝑙 (𝜽) =
𝑁𝑜
∑

𝑜=1

𝑁𝑓
∑

𝑘=1
tr
[

𝜼H𝑜
(

𝜔𝑘,𝜽
)

𝜼𝑜
(

𝜔𝑘,𝜽
)]

, (24)

where tr [⋅] is the trace of the matrix operator. Once the coefficients of the denominator matrix have been determined, the roots of
the denominator polynomial 𝐃(𝜔𝑘,𝜽) are the eigenvalues of the companion matrix [33]:

𝐀𝑐 =

⎛

⎜

⎜

⎜

⎜

⎝

𝟎 𝐈 ⋯ 𝟎
⋮ ⋮ ⋱ ⋮
𝟎 𝟎 ⋯ 𝐈

−𝜶0 −𝜶1 ⋯ −𝜶𝑝−1

⎞

⎟

⎟

⎟

⎟

⎠

∈ R𝑝𝑛×𝑝𝑛. (25)

This eigenvalues, defined in the 𝑧-domain, can be converted into the poles Eq. (6), providing the natural frequencies and the
damping ratios of the virtually grounded system. The eigenvectors of the companion matrix assume the role of the transmission
modal vectors as can be demonstrated by deriving the state-space conversion of the system defined by Eq. (21), adopting the so-called
controllable canonical state-space realization [34].

Once the poles and the modal transmission vectors have been computed by means of a stabilization diagram, the virtually
grounded system mode shapes can be found, at last, by solving in a linear least squares sense Eq. (18) through the LSFD estimator.
In short, to estimate the modal parameters in Eq. (18), we propose a two-step procedure derived from OMA field: (i) a pLSCF
estimator allows for achieving virtually grounded system poles and modal transmission vectors by means of a stabilization chart;
(ii) a LSFD estimator provides the virtually grounded system mode shapes, whose consistency is expected to be validated by using
5

validation tools as mainly the Modal Assurance Criterion (MAC).
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Fig. 1. Schematic of the 6 DOF lumped parameter system virtually grounded on the exciting dofs.

Fig. 2. Schematic of the experimental beam where guided and exciting dofs are highlighted. The virtual supports correspond to the impact locations. The dotted
circle between the 8th and 9th accelerometer indicates the damaged zone simulated by a thickness reduction of the beam.

4. Case studies

We perform the modal parameter estimation (MPE), by the procedure described in Section 3, for the following two case studies.
Firstly, we analyze the 6-DOF lumped parameter system represented in Fig. 1, considering the hereunder case-based R-FRFs’ matrix

(

𝑌3(i𝜔)
𝑌4(i𝜔)

)

1,2,5,6
= 𝐑(i𝜔)

⎛

⎜

⎜

⎜

⎜

⎝

𝑍1(i𝜔)
𝑍2(i𝜔)
𝑍5(i𝜔)
𝑍6(i𝜔)

⎞

⎟

⎟

⎟

⎟

⎠1,2,5,6

, (26)

which relates the guided dofs 3rd and 4th with the exciting 1st, 2nd, 5th and 6th, collected in the loading cases recalled by the
notation (.)1,2,5,6, featuring the 𝑖th mass as subjected to a unit impulse force. Measurement noise is added to all the outputs and
inputs to achieve a 50dB signal-to-noise-ratio (SNR) for all signals. After retrieving the matrix 𝐑(i𝜔) by means of the six different
estimators proposed in [16], we perform MPE exploiting each of the measured 𝐑(i𝜔). This example is useful to compare the modal
parameters, estimated by processing each 𝐑(i𝜔) modal decomposition, with their theoretical values, that is those of the system for
which the excited masses are virtually grounded, as shown in Fig. 1.

Secondly, we examine the outcome of experiments performed on a slender PMMA beam, in a healthy and damaged state.
Specifically, the specimen is a beam of length, width, and thickness equal to 1000 mm, 60 mm, and 35 mm, respectively; material
properties and resonance frequencies of the completely free PMMA beam are characterized and determined in [15]. Damage is
obtained by locally reducing the beam thickness of 3.5 mm per side, from 35 mm to 28 mm: the position of the artificial damage is
sketched in the highlighted area of Fig. 2. In this case, the case-based R-FRFs matrix is

⎛

⎜

⎜

⎜

⎜

⎜

⎝

𝑌6 (i𝜔)
𝑌7 (i𝜔)
𝑌8 (i𝜔)
𝑌9 (i𝜔)
𝑌10 (i𝜔)

⎞

⎟

⎟

⎟

⎟

⎟

⎠1,2,3,4,5

= 𝐑 (i𝜔)

⎛

⎜

⎜

⎜

⎜

⎜

⎝

�̈�1 (i𝜔)
�̈�2 (i𝜔)
�̈�3 (i𝜔)
�̈�4 (i𝜔)
�̈�5 (i𝜔)

⎞

⎟

⎟

⎟

⎟

⎟

⎠1,2,3,4,5

(27)

that ensures to virtually support the left undamaged part of the beam at 𝑎1−5 locations, where the impacts occur, as sketched in
Fig. 2. We, thus, compare the modal parameters extracted from several 𝐑(i𝜔) measurements in the two beam states, showing the
local meaning of the R-FRFs, in addition to the good sensitivity of the R-FRFs modal parameters in the case of the damaged beam.
We clarify this point by performing a further analysis, based on nine different 𝐑(i𝜔) definitions, focusing on several local portions
of the beam, aimed at elucidating the performance of the technique for localizing the damage. The same analysis is repeated for
several damage configurations simulated on a finite element (FE) beam model inspired by the sample used in the experimental case.

The aforementioned six different estimators, introduced in Ref. [16] and used in the following analyses, are, specifically, 𝐑1
and 𝐑 defined by means of a reformulation of the classical 𝐻 and 𝐻 estimators for FRFs, while 𝐑 , 𝐑 , and 𝐑 come from
6
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Fig. 3. Identification of the lumped parameter system by using 𝑅𝑣 estimated R-FRFs: stabilization diagram along with the magnitude of the R-FRFs sum function,
blue line. Each stable pole is indicated with an ‘s’ and the model order is reported on the left 𝑦-axis.

Table 1
Identification of the lumped parameter system using 𝑅𝑣 estimated R-FRFs: comparison between exact and estimated modal
parameters.

Natural frequency (Hz) Damping ratio (%)

Exact Estimated |𝛥| (%) Exact Estimated |𝛥| (%)

Mode 1 59.17 59.19 0.0408 0.929 0.8797 5.340
Mode 2 95.73 95.78 0.0530 1.504 1.365 9.223

a re-conceptualization of the nonparametric FRF estimators proposed in [35]. Importantly, the sole input–output estimator 𝐑def
results available only if input signals are measured and included in its computation. Actually, the definition of this latter estimator
is obtained by relying on the relationship 𝐑(i𝜔) = 𝐇21(i𝜔)𝐇−1

11 (i𝜔), where 𝐇11 and 𝐇21 indicate the corresponding partitions of the
FRF matrix 𝐇(i𝜔) = 𝐁−1(i𝜔) (see Eq. (2)).

4.1. Identification of the lumped parameter system

We, here, show the results of the identification procedure in the case of the 𝐑𝑣 estimation of the R-FRFs matrix. From the
pLSCF, we build up the stabilization diagram reported in Fig. 3, subsequently assuming an increasing number of the model order
𝑝 of Eq. (21). The stabilization diagram gives a strong indication of the two physical modes, allowing for the selection of the
corresponding stable poles, indicated with the letter ‘s’. The pair of natural frequencies and damping ratios, computed from the two
selected stable poles, are reported in Table 1 in addition to the exact modal parameters of the system when considered grounded in
the exciting dofs. The relative percentage error 𝛥 = 100 × (𝑣th − 𝑣est )∕𝑣th between theoretical and estimated values is also provided
for both natural frequencies and damping ratios, here denoted by the generic symbol 𝑣.

Once poles and modal transmission vectors are computed by the first step of the procedure, we complete the MPE by deploying
the LSFD estimator, to compute the unscaled mode shapes. Afterwards, we compare the data synthesized from the modal model of
Eq. (18) with the measured data as shown in Fig. 4. The visual match, together with a high correlation coefficient for all the R-FRFs,
proves the goodness of the MPE process results.

We repeat the identification process, starting from each of the six different 𝐑(i𝜔) estimates [16]. In Table 2, we summarize the
computed natural frequencies and damping ratios, together with the relative percentage error obtained with respect to the exact
values in Table 1. Fig. 5 shows the said discrepancies of Table 2 in a graphical fashion.

The identification results show a very good agreement between the theoretical poles of the virtually grounded system (Fig. 1)
and those extracted from the 𝐑(i𝜔) matrix by means of the pLSCF estimator. Negligible errors are observed for the identified natural
requencies, while higher errors characterize the estimated damping ratios. The MPE performed by 𝐑EV, 𝐑𝑣, and 𝐑def estimates
eads to better results in terms of damping ratios, showing errors less than 10% for both system modes. We highlight the total
greement between the modal parameter accuracy and the performance of the different R-FRFs’ estimators, as pointed out in Fig. 5.
he proposed comparison is a further check of the R-FRFs’ modal model formulation, derived in Section 3, and of its strong analogy
ith the modal expression of the half-spectrum matrix.

.2. Identification of the PMMA beam

In the experimental case study, we perform the identification process considering a slender PMMA beam in two states: a healthy
eference state and a damaged one, obtained by introducing a thickness reduction as depicted in Fig. 2. We process the specialized
7

(i𝜔) matrix of Eq. (27), which relates the guided 𝑥-accelerations from the sensor 𝑎6 to 𝑎10 with the exciting ones from 𝑎1 to 𝑎5.
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Fig. 4. R-FRFs in the case of the lumped parameter system: comparison between 𝑅v estimated R-FRFs, dotted lines, and syntheses by modal model, solid lines.

Table 2
Identification of the lumped parameter system: comparison between exact and estimated modal parameters computed by using
the different R-FRFs estimators [16].

Natural frequency (Hz) Damping ratio (%)

Estimated |𝛥| (%) Estimated |𝛥| (%)

𝑅ar
Mode 1 59.15 0.0243 0.7636 17.84
Mode 2 95.77 0.0355 1.342 10.78

𝑅EV
Mode 1 59.19 0.0367 0.8726 6.110
Mode 2 95.78 0.0524 1.366 9.174

𝑅log
Mode 1 59.11 0.0966 0.9924 6.782
Mode 2 95.89 0.1737 1.192 20.71

𝑅1
Mode 1 59.21 0.0735 1.263 35.89
Mode 2 95.79 0.0620 1.460 2.916

𝑅𝑣
Mode 1 59.19 0.0408 0.8797 5.340
Mode 2 95.78 0.0530 1.365 9.223

𝑅def
Mode 1 59.19 0.0331 0.8727 6.095
Mode 2 95.78 0.0532 1.365 9.249

Figs. 6 and 7 show the 𝐑def estimate of these particular R-FRFs in terms of magnitude and phase angle. We notice the existence of
liding effects on all the R-FRFs, due to the damage occurrence on the beam side, included in the free dofs. This frequency shifting
s more evident for the second and third peak, owing to the lower measurement accuracy in the low-frequency range. The virtually
onstrained system defined by the specialized 𝐑(i𝜔) matrix is schematized in Fig. 2, where virtual supports are introduced on the
eft undamaged part of the beam, in correspondence to the 𝑦-coordinates of the impact load locations.

We, here, show the MPE procedure performed using the 𝐑def measurements of the beam in the healthy and damaged states. In
his regard, we process the last column of the 𝐑(i𝜔) matrix that ensures the estimation of the only 5th component of the modal
ransmission vector 𝑻 𝑟 for each mode, see Eq. (18). Such a component provides an higher ‘‘participation’’ of the three modes in
he frequency range, which means an higher value of peak amplitudes as shown in Fig. 6, because of the coupling between the
th sensor, representing one of the driving dofs, and the guided sensors from 𝑎6 to 𝑎10. In such an interpretation, the detection of
irtual system modes and the extent of their contribution to the response are related to modal transmission vectors, which are the
ounterpart of modal participation vectors in the classical FRFs, as comparing Eqs. (5) to (18) implies. By the pLSCF estimator,
8

e build up the stabilization diagrams in Fig. 8. The stabilization diagrams give a strong indication of the three physical modes,
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Fig. 5. Representation of estimated modal parameters’ deviations from corresponding theoretical values, in the case of the lumped parameter system, as collected
in Table 2.

allowing for the selection of the corresponding stable poles. The stability of the first candidate mode is affected by the poor quality
of the first peak, as visible especially in the damaged beam state. Natural frequencies and damping ratios computed from the selected
poles are reported in Table 3.

In the second identification step, we retrieve the estimates of the mode shape vectors by means of the LSFD estimator. In Fig. 9,
he three unscaled mode shapes, real part, are reported for the two beam states.

The 𝑚 components of each modal vector 𝝍 𝑟 correspond to the guided dofs of the beam, whose locations are those of the five
accelerometers from 𝑎6 to 𝑎10. The corresponding autoMAC values are reported for each set of modes, showing their orthogonality.
As demonstrated in Section 3 and reported in [14], for the case of a finite-element beam model, the mode shapes extracted by
matrix 𝐑(i𝜔) comprise those of the original beam considered virtually constrained at the exciting dofs’ locations. The correct virtual
boundary conditions depend on the considered signals; in the present case, the 𝑦-accelerations from sensors 𝑎1 to 𝑎5 play the role of
the grounded dofs with boundary conditions 𝑢(𝑣)1 (𝑡) = ⋯ = 𝑢(𝑣)5 (𝑡) = 0, where 𝑢(𝑡) is the beam’s deflection along the 𝑥-axis direction,
𝑡 is the time variable, and the superscript (.)(𝑣) recalls that the deflection is related to the virtually grounded system.

As for the previous case study, we repeat the identification process by using each of the six different 𝐑(i𝜔) estimates regarding
the two beam’s states. The relative percentage variation 𝛥 = 100 × (𝑣h − 𝑣d)∕𝑣h, between the healthy and damaged state quantities
is also computed for both frequencies and damping ratios, here denoted by the generic symbol 𝑣.

The MPE procedure leads to the identification of all the three modes only in the case of 𝐑ar and 𝐑def processing, while the
other estimators show lower accuracy in the low-frequency range, severely affecting the stability of the first pole. The 2nd and 3rd
resonance frequencies undergo a significant negative shift, of around 10%, which, as reported in [15], is almost double compared to
the frequency variations of those of the original beam. The 1st mode, when available, exhibits an opposite frequency shift. Looking
at the damping ratios in Table 3, we find to inspect significant symptoms more difficult owing to the higher uncertainty of the
estimates. We comment that, generally, the 2nd mode damping ratio decreases, except for the results from 𝐑1 processing, while the
3rd one increases. Here, we find important to better elucidate the local meaning of the additional poles and modes that compose
𝐑(i𝜔) matrix. By suitably changing the exciting dofs, together with the loading conditions, we are allowed to perform different
analyses, based on several 𝐑(i𝜔) matrices, each containing modal parameters of a specialized virtual subsystem. These additional

odal parameters exhibit a different sensitivity with respect to the damage location, allowing SHM to be performed with a local
pproach. In the beam case, we, specifically, collect ten different loading conditions, each defined by the presence of an impulsive
oad on the 𝑖th accelerometer position along the 𝑥-direction. We, thus, easily change the two response subsets’ definition, the exciting

and the free dofs’ subsets, making possible the statement of several versions of the matrix relationship Eq. (3). We classify two
accelerometers as guided dofs, and the remaining eight as exciting dofs, in order to inspect different free beam portions. Changing
the pair of sensors classified as free, we perform nine analyses, following the identification procedure described in Section 3. We
compute the first natural frequency of each of the nine virtually grounded systems, both in the healthy and damaged state. The
percentage relative variation 𝛥(%) is used to compare this modal parameter in the two beam states. In Table 4 and Fig. 10, we
collect the results derived by the MPE process on the nine 𝐑(i𝜔) measurements.

We notice how the damage occurrence, located in between the 8th and 9th accelerometer locations, becomes affecting more
significantly the first natural frequency of the virtual system, as its unconstrained dofs get closer to the damage itself. Specifically, the
8th and 9th cases, that focus on a beam portion that includes the reduced beam sections, exhibit a frequency shift 𝛥(%) remarkably
greater than those of the other cases. In this sense, the local meaning of the additional modes, which compose the R-FRFs, indirectly
conveys the novel idea of developing indicators and designated strategies for local structural diagnoses.
9
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Fig. 6. Magnitude of R-FRFs, computed by using 𝑅def estimator, in the case of the PMMA beam: healthy state, blue solid line, damaged state, red dashed line.
For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

.3. Identification in presence of multiple damages

Here, we extend the analysis proposed in Table 4 and Fig. 10, to the case of multiple damages affecting the beam structure.
irstly, we reproduce the result of Fig. 10, through a FE simulation of the beam previously experimentally tested. By the FE modeling
pproach, we are allowed for exploring different damage configurations which would turn out to be time consuming if carried out
y an experimental campaign. Second, we focus on specific cases, each characterized by the location of an additional damage and
ts extent. We, thus, model the presence of a second damage, still modeled as a local reduction in beam thickness, with the aim of
nvestigating the following three configurations: (i) additional equal damage, having a similar reduction in beam thickness, from
5 mm to 28 mm, positioned between the 2nd and 3rd accelerometer locations; (ii) additional equal damage between the 5th and
th accelerometer locations; (iii) additional more severe damage, having a double beam thickness reduction, from 35 mm to 21 mm,
laced between the 2nd and 3rd accelerometer locations. Changing the pair of free sensors as schematized in Table 4, we perform
ine analyses, following the identification procedure described in Section 3. We, then, compute the first natural frequency of each
f the nine virtually grounded systems, in the new damaged states. The variation of such a natural frequency, with respect to the
ealthy beam state, is reported in the following Fig. 11.

By using the single damage case as reference (green curve with diamond markers in Fig. 11), we notice that the occurrence of
n additional symmetric damage of equal importance (red curve with square markers in Fig. 11) affects the natural frequencies of
irtual subsystems including the second damage, in a similar way, as expected. This variation becomes more evident on the side
here the added damage is more severe, as shown by the yellow curve with triangle markers in Fig. 11. In the case of an additional
10

entered damage (blue curve with circle markers), the frequency decrease is magnified for the majority of the subsystems having
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Fig. 7. Phase of R-FRFs, computed by using 𝑅def estimator, in the case of the PMMA beam: healthy state, blue solid line, damaged state, red dashed line. (For
nterpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Identification of the healthy (a) and damaged (b) PMMA beam by using 𝑅def estimated R-FRFs: stabilization diagram along with the magnitude of the
-FRFs sum function, dotted line.
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Fig. 9. Identification of the healthy (a)–(b) and damaged (c)–(d) PMMA beam by using 𝑅def estimated R-FRFs: (a)–(c) estimated modal vectors, (b)–(d) autoMAC
from the estimated modal vectors’ set.

Table 3
Identification of the PMMA beam: comparison between the estimated modal parameters, in the cases of the healthy and the
damaged state, computed by using the different R-FRFs’ estimators [16].

Natural frequency (Hz) Damping ratio (%)

Healthy Damaged 𝛥 (%) Healthy Damaged 𝛥 (%)

𝑅ar

Mode 1 28.98 33.65 16.132 14.69 8.195 −44.23
Mode 2 218 196.9 −9.649 3.776 3.739 −0.976
Mode 3 608 563.2 −7.378 2.995 3.217 7.401

𝑅EV

Mode 1 33.90 3.789
Mode 2 217.3 195.2 −10.159 4.674 3.725 −20.30
Mode 3 606.9 564.1 −7.055 2.802 2.942 5.013

𝑅log

Mode 1
Mode 2 218.3 196.4 −9.996 3.179 3.166 −0.399
Mode 3 607.9 563.6 −7.296 2.981 3.354 12.486

𝑅1

Mode 1
Mode 2 216.9 194.7 −10.24 4.532 4.800 5.903
Mode 3 607.3 562.2 −7.422 3.160 3.3127 4.826

𝑅v

Mode 1
Mode 2 218.4 197.5 −9.555 3.139 3.087 −1.664
Mode 3 607.5 562.6 −7.391 3.017 3.291 9.113

𝑅def

Mode 1 28.11 36.55 30.02 4.265 12.10 183.8
Mode 2 217.6 194.9 −10.40 3.172 3.168 −0.141
Mode 3 607.4 562.6 −7.373 3.003 3.207 6.795

the free dofs belonging to the corresponding half of the beam. In this sense, the additional modes, composing the R-FRFs, preserve a
keen ability to locate multiple damages and predict their extent. These features could be exploited in the context of optimizing the
sensors’ layout and/or the set of virtual boundary conditions, more related to the number of sensors and their locations, in order to
improve the identification accuracy of multiple damage types and distributions.

5. Conclusions

In this paper, we further analyzed the significance and the role of a specific class of global TFs, here referred to as R-FRFs,
in the areas of identification and monitoring of structures. In order to extend the usage of the MPE methods, employed in EMA
and OMA, to global transmissibilities, we developed an innovative modal partial fraction decomposition of the R-FRFs, containing
additional poles and mode shapes of the original system, when considered virtually constrained to ground at the exciting dofs
locations. Specifically, those new, virtual boundary conditions depend on the signals classified as exciting dofs and, moreover, the
virtually constrained to ground system responses are observed in correspondence of the free dofs. In addition to poles and modes of
12
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Table 4
Local diagnoses of the PMMA beam: comparison between the estimated first natural frequency, in the cases of the healthy and
the damaged state, extracted from the collection of R-FRFs obtained by changing the definition of guided and exciting dofs.
Guided dofs Exciting dofs Natural frequency (Hz)

Healthy Damaged |𝛥| (%)

1, 2 3, 4, 5, 6, 7, 8, 9, 10 145.0 141.1 −2.666
2, 3 1, 4, 5, 6, 7, 8, 9, 10 458.2 451.2 −1.526
3, 4 1, 2, 5, 6, 7, 8, 9, 10 594.9 588.6 −1.067
4, 5 1, 2, 3, 6, 7, 8, 9, 10 604.6 605.3 0.1266
5, 6 1, 2, 3, 4, 7, 8, 9, 10 613.3 604.3 −1.463
6, 7 1, 2, 3, 4, 5, 8, 9, 10 606.8 582.4 −4.016
7, 8 1, 2, 3, 4, 5, 6, 9, 10 604.5 593.0 −1.894
8, 9 1, 2, 3, 4, 5, 6, 7, 10 465.9 432.5 −7.163
9, 10 1, 2, 3, 4, 5, 6, 7, 8 147.8 120.6 −18.42

Fig. 10. Local diagnoses of the PMMA beam: comparison between the estimated first natural frequency, in the cases of the healthy, blue square, and damaged
tate, red cross. The green stems indicate the relative percentage frequency variation. The frequency value is indicated on the right 𝑦-axis and the percentage

relative shift on the left one. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 11. Local diagnoses of the PMMA beam FE model: comparison between the relative percentage variation of the first resonance frequency, in the cases of
the healthy and the different proposed damaged states. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

the virtual subsystem, the proposed modal model of the R-FRFs involves novel modal transmission vectors, which derive from the
combination of some physical lumped parameters, related to the transmission elements existing between the exciting and the free
13

dofs, and the modal participation factors of the virtually constrained system. We highlighted the strong analogy between the R-FRFs
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modal model and that of the half-spectrum matrix, which allowed us to perform MPE, by making usage of the pLSCF algorithm
combined with the LSFD method, both typically employed, in tandem, in the OMA field. By presenting different numerical and
experimental case studies, we underlined the fundamental aspect of the local meaning of the estimated modal parameters. Actually,
by suitably changing the exciting dofs’ locations, to make different analyses based on independent R-FRFs becomes possible, each
containing modal features of a particular virtual subsystem. This key point has been elucidated and corroborated by performing
local diagnoses on an experimental PMMA beam aimed at inspecting the sensitivity of the additional poles estimated from R-FRFs
with respect to damage location. Furthermore, the corresponding additional modes are effectively usable in SHM, relying on their
higher sensitivity to local changes with respect to that of the classical modes. This magnification of a structural change results from
processing the R-FRFs related to different virtually constrained sub-structures, all including the damage to be detected. Further
developments of this work will focus on relaxing the definition and the number of usable exciting dofs’ locations and on including
the usage of the modal transmission vectors, with the aim of scaling the mode shapes. In addition, the here proposed approach,
based on local diagnosis, may be extended to the analysis of more complex structures such as plates or frame structures that could
better elucidate the R-FRFs’ abilities. Lastly, including acoustic pressure responses in this framework represents a potential future
development.
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ppendix. Algebraic identification of additional local mode shapes associated to additional local poles in R-FRFs’ matrix

Moving from the set of motion equations related to the 𝑚 free dofs, we write

𝐁21 (𝑠)𝐙 (𝑠) + 𝐁22 (𝑠)𝐘 (𝑠) = 𝟎, (A.1)

which implies the linear output–output relationship of Eq. (3), where matrix 𝐑(𝑠) is

𝐑 (𝑠) = −
adj

(

𝐁22 (𝑠)
)

|

|

𝐁22 (𝑠)||
𝐁21 (𝑠) . (A.2)

We notice that the poles 𝜆𝑟 of the 𝐑(𝑠) matrix are related to characteristic polynomial of 𝐁22(𝑠), indicated by |𝐁22(𝑠)|, which is a
real coefficient polynomial of degree 2𝑚. These are the poles of the virtually grounded system, obtained from the original system
q. (2) when subjected to the 𝐙(𝑠) = 𝟎 boundary conditions.

In order to find the mode shape vector for each 𝜆𝑟, we can use the following set of equations

𝐁22
(

𝜆𝑟
)

𝐘𝑟 = 𝟎, (A.3)

where 𝐘𝑟 = 𝝍 𝑟 ∈ C𝑚×1 is the 𝑟th eigenvector of the system represented by the transfer matrix 𝐇𝑔(𝑠) = 𝐁−1
22 (𝑠). The main idea is to

retrieve these additional modal parameters, belonging to the virtually grounded system 𝐇𝑔(𝑠), from matrix 𝐑(𝑠) which is strongly
elated to 𝐁22 as expressed in Eq. (A.2). By inspecting the 𝐑(𝑠) matrix entries from a polynomial point of view, we may state

𝑅𝑖𝑗 (𝑠) =

∑2(𝑚−1)
𝑞=0 𝛽22𝑖𝑗,𝑞𝑠

𝑞

∑2𝑚
𝑝=0 𝛼𝑝𝑠𝑝

2
∑

𝑟=0
𝛽21𝑖𝑗,𝑟𝑠

𝑟, (A.4)

where 𝛽22𝑖𝑗,𝑞 ∈ R are the real-valued polynomial coefficients of matrix adj
(

𝐁22(𝑠)
)

entries, 𝛼𝑝 ∈ R those of the characteristic equation,
and 𝛽21𝑖𝑗,𝑟 ∈ R refer to 𝐁21(𝑠) entries that can be easily expressed as

−𝐵21
𝑖𝑗 (𝑠) =

2
∑

𝑣=0
𝛽21𝑖𝑗,𝑣𝑠

𝑣 = −𝑚21
𝑖𝑗 𝑠

2 − 𝑐21𝑖𝑗 𝑠 − 𝑘21𝑖𝑗 , (A.5)

where 𝑚21
𝑖𝑗 , 𝑐

21
𝑖𝑗 , 𝑘

21
𝑖𝑗 , respectively, indicate the 𝑖𝑗-entries of the matrices 𝐌21, 𝐂21, 𝐊21. By multiplying the two numerator polynomials

in Eq. (A.4), we may generally express

𝑅𝑖𝑗 (𝑠) =
∑2𝑚

𝑘=0 𝛽𝑖𝑗,𝑘𝑠
𝑘

∑2𝑚 𝑝
, (A.6)
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a

w
g

a
f

w

where 𝛽𝑖𝑗,𝑘 ∈ R are a combination of 𝛽22𝑖𝑗,𝑞 and 𝛽21𝑖𝑗,𝑟. By using the partial fractions expansion in the case where the numerator degree
is equal to that of the denominator, we rephrase 𝑅𝑖𝑗 (𝑠) as

𝑅𝑖𝑗 (𝑠) = 𝑎(0)𝑖𝑗 +
2𝑚
∑

𝑘=1

𝑎(𝑘)𝑖𝑗

𝑠 − 𝜆𝑘
, (A.7)

where 𝑎𝑘𝑖𝑗 are complex-valued coefficients and 𝑎0𝑖𝑗 is a constant term related to certain entries in the mass matrix that represents the
coefficient of the highest term and embodies the remainder of the polynomial division. By using the matrix notation

𝐑 (𝑠) =

⎡

⎢

⎢

⎢

⎣

𝑎(0)11 ⋯ 𝑎(0)𝑛1
⋮ ⋱ ⋮
𝑎(0)𝑚1 ⋯ 𝑎(0)𝑚𝑛

⎤

⎥

⎥

⎥

⎦

+
2𝑚
∑

𝑘=1

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑎(𝑟)11
𝑠 − 𝜆𝑘

⋯
𝑎(𝑘)1𝑛

𝑠 − 𝜆𝑘
⋮ ⋱ ⋮
𝑎(𝑘)𝑚1

𝑠 − 𝜆𝑘
⋯

𝑎(𝑘)𝑚𝑛
𝑠 − 𝜆𝑘

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

= 𝐀(0) +
2𝑚
∑

𝑘=1

𝐀(𝑘)

𝑠 − 𝜆𝑘
, (A.8)

where 𝐀(𝑘) ∈ C𝑚×𝑛 are the so-called residual matrices and 𝐀(0) is a constant term. Pre-multiplying both sides of Eq. (A.8) by the
factor (𝑠 − 𝜆𝑟)𝐁22(𝑠), referring to a generic 𝑟th pole, we obtain

(

𝑠 − 𝜆𝑟
)

𝐁22 (𝑠)𝐑 (𝑠) =
(

𝑠 − 𝜆𝑟
)

𝐁22 (𝑠)𝐀(0) +
2𝑚
∑

𝑘=1, 𝑘≠𝑟

(

𝑠 − 𝜆𝑟
)

𝐁22 (𝑠)𝐀(𝑘)

𝑠 − 𝜆𝑘
+ 𝐁22(𝑠)𝐀(𝑟), (A.9)

nd by taking the limit of both sides as 𝑠 approaches 𝜆𝑟

lim
𝑠→𝜆𝑟

(

𝑠 − 𝜆𝑟
)

𝐁22 (𝑠)𝐑 (𝑠) = 𝟎 = 𝐁22
(

𝜆𝑟
)

𝐀(𝑟), (A.10)

e notice that, similarly to the definition in Eq. (A.3), each column of 𝐀(𝑟) is proportional to the 𝑟th eigenvector of the virtually
rounded system 𝐇𝑔(𝑠).

By the above considerations, we, thus, prove the existence of mode shapes, belonging to the virtually grounded system, in the
lgebraic structure of the R-FRFs matrix. Actually, as derived in Section 2, we are allowed to express the generic 𝑟th residue matrix
rom the modal model Eq. (18), equivalent to the polynomial representation Eq. (A.8) as

𝝍 𝑟𝑻 T
𝑟 =

⎡

⎢

⎢

⎣

𝜙1,𝑟𝑇1,𝑟 ⋯ 𝜙1,𝑟𝑇𝑛,𝑟
⋮ ⋱ ⋮

𝜙𝑚,𝑟𝑇1,𝑟 ⋯ 𝜙𝑚,𝑟𝑇𝑛,𝑟

⎤

⎥

⎥

⎦

= 𝐀(𝑟), (A.11)

here, specifically, the components of the modal transmission vector could be expounded as

𝑻 𝑟 =
(

−𝜆2𝑟𝐌21 − 𝜆𝑟𝐂21 −𝐊21
)T𝑳𝑟 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝑚
∑

𝑘=1

(

−𝜆2𝑟𝑚
21
𝑘1 − 𝜆𝑟𝑐21𝑘1 − 𝑘21𝑘1

) 𝜙𝑘,𝑟

𝑚𝑎𝑟

⋮
𝑚
∑

𝑘=1

(

−𝜆2𝑟𝑚
21
𝑘𝑛 − 𝜆𝑟𝑐21𝑘𝑛 − 𝑘21𝑘𝑛

) 𝜙𝑘,𝑟

𝑚𝑎𝑟

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

=

⎧

⎪

⎨

⎪

⎩

𝑇1,𝑟
⋮
𝑇𝑛,𝑟

⎫

⎪

⎬

⎪

⎭

, (A.12)

and the division remainder

𝐀(0) = 𝐌−1
22𝐌21, (A.13)

which assumes the meaning of a constant term related to the virtually grounded system mass matrix and to the inertial coupling
between driving and guided dofs.
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