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An optimization procedure for Microgrid day-ahead operation in the 1 

presence of CHP facilities 2 

B. Aluisioa, M. Dicoratoa, G. Fortea, M. Trovatoa,* 3 

a DEI – Politecnico di Bari, via E. Orabona 4, 70125, Bari, Italy 4 

 5 

Abstract 6 

Microgrids are more and more called to satisfy, through the management of distributed 7 

generation sources and the electricity network, the demand for energy by local users. 8 

The simultaneous production of electrical and thermal energy by means of Combined 9 

Heat and Power (CHP) systems represents one of the features of a Microgrid and can 10 

contribute to improve system reliability, efficiency and economic performance. In this 11 

paper, an optimization procedure for day-ahead scheduling of a CHP-based Microgrid is 12 

developed, aiming to minimize operation and emission costs of Microgrid components 13 

in the presence of electric and thermal loads and renewable forecasts. To this purpose, 14 

four different operating strategies for CHP are accounted in Microgrid framework. The 15 

proposed methodology is based on a non-linear optimization technique and it is applied 16 

to the determination of day ahead operation program, with 15-minutes time step, for 17 

realistic model of an experimental Microgrid. 18 

 19 
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Combined Heat and Power 22 

day-ahead scheduling 23 

energy storage 24 

distributed generation 25 

 26 

Nomenclature 27 

Indices: 28 

i  Micro-Turbine based cogeneration system (MT) 29 

k Reciprocating-Engine based cogeneration system (RE) 30 

j  Boiler 31 

s Energy Storage System (ESS) 32 

z Electrical Load 33 

h Thermal Load 34 

g Photovoltaic generator (PV) 35 

r Wind Turbine (WT) 36 

t Time period 37 

Parameters: 38 

Mn  Total number of MTs 39 

Rn  Total number of REs 40 

Bn  Total number of boilers 41 

Sn  Total number of ESSs 42 

Ln  Total number of electrical loads 43 

Hn  Total number of thermal loads 44 
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PVn  Total number of PVs 45 

WTn  Total number of WTs 46 

N  Total number of time periods ( 1,2,..., )t N=  47 

Input Variables: 48 

L
ztP  Electric power demand of z-th load in the t-th time period 49 

V
gtP  Electric power generated by g-th PV in the t-th time period 50 

W
rtP  Electric power generated by r-th WT in the t-th time period 51 

htQ  Demand of h-th thermal load in the t-th time period 52 

State Variables: 53 

M
itP  Electric power generated by i-th MT in the t-th time period 54 

R
ktP  Electric power generated by k-th RE in the t-th time period 55 

C
stP  Charging power of s-th ESS in the t-th time period 56 

D
stP  Discharging power of s-th ESS in the t-th time period 57 

stE  State Of Charge (SOC) of s-th ESS in the t-th time period 58 

PtP  Electric power withdrawn from distribution network at Point of Common Coupling 59 

(PCC) in the t-th time period 60 

DtP  Electric power delivered to distribution network at PCC in the t-th time period 61 

B
jtQ  Thermal power generated by the j-th boiler in the t-th time period 62 

Cost items: 63 

( )M
itC P  operation cost of i-th MT in the t-th time period 64 
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( )M
itS P  emission cost of i-th MT in the t-th time period 65 

( )R
ktC P  operation cost of k-th RE in the t-th time period 66 

( )R
ktS P  operation cost of k-th RE in the t-th time period 67 

( )B
jtC Q  operation cost of j-th boiler in the t-th time period 68 

( )B
jtS Q  emission cost of j-th boiler in the t-th time period 69 

( )PtC P  cost for electricity purchase at PCC 70 

( )DtR P  revenue for electricity delivery at PCC 71 

Constants: 72 

,
MM

i iP P   Maximum and minimum value of 
M

itP  73 

,
RR

k kP P  Maximum and minimum value of 
R

ktP  74 

,
BB

j j
Q Q  Maximum and minimum value of 

B
jtQ  75 

,Pt DtP P  Maximum values of PtP  and DtP  at time t  76 

,C D
s sP P   Maximum values of 

C
stP  and 

D
stP  77 

,s sE E  Maximum and minimum value of stE  78 

t  Amplitude of the t-th time period 79 

 80 

1. Introduction 81 

Microgrid (MG) is an ensemble of Distributed Generation (DG) technologies, Energy 82 

Storage Systems (ESSs) and electrical and thermal loads which can operate 83 

autonomously or in grid-connected mode. DG technologies typically include 84 
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photovoltaic (PV) and wind turbines (WT), microturbines (MT) and reciprocating 85 

internal combustion engines (RE). 86 

The MG concept is based on two typical aspects: it is designed to supply electrical and 87 

thermal loads for a small community, operating as a controlled entity connected to the 88 

distribution network by the Point of Common Coupling (PCC) [1][2].  89 

In general, the MG is monitored and controlled in real time through a hierarchical 90 

control structure including a central controller and local-source controllers. The central 91 

controller performs several functions at the highest level, such as energy management, 92 

security assessment, state estimation, protection coordination. Local controllers act in a 93 

coordinated way, to ensure each component to operate in its rated range and to carry out 94 

control strategies developed at central level [2]. 95 

In the field of energy management procedures, the optimal scheduling of MG operation 96 

is an attractive issue as regards the goal to be pursued (minimum-cost, maximum-profit 97 

and/or reliable operation) as well as the current MG configuration (grid-connected or 98 

islanded). Day-ahead scheduling is called to determine generation profiles of 99 

controllable sources according to forecast demand, whereas real time dispatching 100 

involves adjustments in order to smooth out load variation and renewable power 101 

fluctuations [3][4]. 102 

Different solutions have been proposed to approach the MG energy management 103 

problem. A thorough review of relevant methodologies, classified according to 104 

objective functions, optimization techniques, solution approaches and exploited 105 

software tools is reported in [5]. 106 

In [6], several operation strategies are shown, with the purpose of minimizing operation 107 

cost using DG sources only for periods in which using batteries is not convenient. In 108 
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[7], two strategies for the optimal management of ESS in a MG are proposed. An 109 

economic benefit maximization problem is considered in [8], where minimum on-off 110 

time constraints and ramping constraints are taken into account. In [9], user costs for 111 

Load Shedding are considered using PowerWorld Simulator®. A strategy for managing 112 

a MG containing PVs and hybrid ESSs is proposed in [10]. Whereas, an operation 113 

planning of MG considering time-of-use pricing is developed in [11], allowing to 114 

program the MG operation on the basis of electricity price trend. In [12], a multi-115 

objective function is considered for environmental and economic optimization problem, 116 

in which pollutant emissions are taken into account through an equivalent cost. In [13], 117 

a multi-objective optimization integrated with network reconfiguration problem is 118 

executed. In [14], both day-ahead operational scheduling and unit commitment 119 

problems are considered in the presence of controllable loads. In [15], several objectives 120 

for microgrid optimal operation programming are weighed in a single function in order 121 

to prove the effectiveness of weighing coefficients. 122 

Another crucial aspect in MG operation programming is the prediction of generated 123 

power from renewable sources. To this purpose, several methods based on Neural 124 

Networks are proposed in [16]. A stochastic approach is used in [17], to take into 125 

account prediction uncertainty in MG operation programming. Robust optimization is 126 

accounted in [18] to account for reserve needs to deal with possible deviations of wind 127 

generation from forecast levels, whereas load uncertainty and reliability costs are added 128 

in robust optimization in [19]. 129 

Recently, optimization of MG operation considering both electric and thermal demands 130 

has become of primary importance. In particular, the use of Combined Heat and Power 131 

(CHP) systems enforces the interactions among different energy forms and improve the 132 
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efficiency of energy supply in a MG [20]. For instance, in [21] CHP modelling is 133 

accounted along with an operating strategy of thermal storage in order to determine 134 

hourly MG plan. An advanced model of CHP, including cooling demand and involving 135 

ambient influence, is developed in [4]. The influence of heat pumps in the satisfaction 136 

of electric and thermal demand of a domestic MG is tackled in [22]. In [23] the optimal 137 

dispatch of microgrid with CHP is based on probabilistic algorithm accounting for load 138 

and renewable probability distribution function and with linear CHP costs, whereas in 139 

[24] the daily scheduling of CHP-based MG is based on a stochastic model involving 140 

CHP cost as quadratic function of electric and heat power production and considering 141 

feasible operating region linking electric and heat output typical of combined-cycle 142 

plants. Moreover, in [25] economic emission load dispatch scheduling in a MG with 143 

CHPs is based on quadratic cost function and the determination of emission merit order 144 

according to Differential Evolution Technique. In [26] linear formulation of the 145 

production cost function is provided in combination with the coordination cost to cover 146 

both heat and power demands. A linear problem of optimal scheduling of a CHP system 147 

in thermal following mode with energy storage is depicted in [27]. The influence of 148 

different charge schemes of electricity purchase on operation planning of energy smart 149 

homes including CHP is depicted in [28].  150 

The aim of this work is to propose a procedure for optimal day-ahead operation 151 

scheduling of a MG, which is one of the tasks performed by MG Central Controller. A 152 

particular focus is devoted to proper modelling of CHP operation suitable for microgrid 153 

size and their integration with back-up boilers, in order to cover electric and thermal 154 

demand. A detailed characterization of MG components and electric/thermal load is 155 

provided, along with relevant suitable constraints, and differentiated costs for power 156 
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exchange from/to the distribution network at PCC are considered. The presence of 157 

several thermal loads in the same MG not connected to each other but sharing the 158 

electric production is considered as well. In addition, different operation strategies for 159 

CHP-based generators are embedded in the procedure, in order to prove the 160 

effectiveness of electric and thermal demand coverage assumptions. A non-linear 161 

formulation of day-ahead scheduling problem is provided and the procedure is 162 

implemented in MatLab adopting SQP solver. The proposed methodology is tailored to 163 

be implemented in a SCADA/EMS system of an experimental MG, and the paper 164 

presents the results of program development, planning to be implemented in a real MG 165 

facility. As compared to the approaches in literature dealing with the operation planning 166 

of CHP-based MG, the novel contributions of the paper are: 167 

i) the characterization of typical operating modalities of CHP systems, as described 168 

in [29] and [30] for autonomous systems, in MG operation planning framework. 169 

These strategies are usually neglected in other formulations or only one of them is 170 

assumed [27][31]; 171 

ii) the adoption of realistic nonlinear efficiency functions for CHPs, instead of 172 

constant values as in [20][28][32][33]; 173 

iii) the integration in a single MG, sharing all electric production facilities, of several 174 

sources for the coverage of distinct thermal loads instead of considering a single 175 

aggregate thermal demand. Moreover, the presence of excess heat ensures higher 176 

flexibility [25][34]; 177 

iv) the analysis on day-ahead horizon with 15-min programming time step, more and 178 

more necessary to capture variations of renewable production [35], assuming the 179 
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presence of a second control stage, closer to real time operation, to deal with 180 

deviations from forecast values [36]; 181 

v) the exploitation of SQP method for the solution of the complete nonlinear 182 

optimization problem instead of mixed-integer linear programming that can lose 183 

information [37] or mixed-integer nonlinear programming that could not reach 184 

feasible point [38]; 185 

vi) the test of real CHP system operation integrated in an experimental MG.  186 

The paper is organized as follows. In Section II, mathematical representation of MG 187 

components is proposed. Section III deals with MG day-ahead scheduling problem, and 188 

in Section IV test case and results are presented. 189 

 190 

2. Modeling of Microgrid components 191 

Exploitable technologies in a MG can be divided into different groups. Technologies 192 

based on non-programmable renewable energy sources (RES), such as wind speed, solar 193 

radiation and water flow, produce energy without significant control, therefore their 194 

contribution should be at most forecasted but could be affected by remarkable 195 

variations. An ESS can influence the operation of the MG by performing several tasks, 196 

such as improve the reliability and mitigate the uncertainty of electricity production by 197 

RESs. MTs and REs generate electrical power and useable exhaust heat which can 198 

provide hot water or process heat, and can run on a variety of fuels, allowing flexibility 199 

in the case of fuel unavailability and volatile fuel prices. Moreover, boilers usually 200 

compensate the action of CHP systems to cover thermal demand variations. 201 

In this Section, models of MG components for the representation of economic and 202 

operation features in a day-ahead time interval are described. To this purpose, energy 203 

http://dx.doi.org/10.1016/j.segan.2017.07.003


Published source: http://dx.doi.org/10.1016/j.segan.2017.07.003  

 

©2017 This manuscript version is made available under the CC-DY-NC-ND 4.0 license 

 

 

production facilities based on non-programmable renewable energy sources have 204 

generally negligible operation costs, since no buying cost is associated to the source, 205 

whereas their production level in each interval of the day-ahead horizon is linked to 206 

expected value of the forecast of source availability. Moreover, since they take part to 207 

the MG that is a single entity interfacing the distribution network and eventually the 208 

market, nor economic penalizations are ascribable to forecast errors neither specific 209 

incentive schemes are accounted. On the other hand, programmable energy production 210 

devices (e.g. fuel-based generation apparatus, as well as external network) can be fully 211 

controlled but incur in remarkable short-term operation costs. Energy storage devices, 212 

similarly to RES-based systems, have generally no variable cost, but are subject to 213 

internal state variation and conversion losses. 214 

The proposed distinction is reflected in the following formulation of device models for 215 

day-ahead operation planning. In fact, WT and PV power production is linked to 216 

ambient condition forecasts and no variable cost is accounted, whereas variable costs 217 

are considered for MT, RE, boilers and grid connection. Storage devices involve loss 218 

terms with no variable cost.  219 

2.1. Wind turbine 220 

The power output of the r-th WT in the t-th time interval, according to a given value of 221 

wind speed rtv , depending on ground clearance and roughness, is evaluated as follows: 222 

 

( )

0

rt rt rr

W W
rt r r rt r

f v v v v

P P v v v

else

 


=  



 (1) 223 
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where 
W
rP is the rated power of the WT, , ,r rrv v v are the cut-in, rated and cut-off wind 224 

speed, respectively, and ( )rtf v  is a polynomial function representing power-speed 225 

curve of the WT. Suitable forecasting procedure or historical data can be exploited to 226 

obtain rtv  over a time interval [39]. 227 

2.2. Photovoltaic generator 228 

The output power of the g-th PV generator at the t-th time interval is expressed as 229 

follows: 230 

 ( )V V V
gt g g g gt g gtP n A I  =      (2) 231 

where gtI  [kW/m2] is the incident irradiance on panel surface, taking into account 232 

direct, diffuse and reflected components [40], gA  [m2] is the panel area, 
V
gn  is the 233 

number of panels in the PV system, ( )V
g gt   is panel efficiency depending on its 234 

temperature gt  [41], and g  is a degradation coefficient accounting for shading, 235 

inverter and asymmetries losses. Solar irradiance can be estimated according to forecast 236 

procedures or historical data [42]. 237 

2.3. Energy storage system 238 

The operation of an ESS is characterized by its energy content, or State Of Charge 239 

(SOC). The SOC of the s-th ESS in t-th time stage is related to capacity left at previous 240 

stage t– , as follows: 241 

 ( )( )
( )

(1 )
D

D C C C st
st s st st s st D D

s st

P t
E q E P t P

P



−

 
 = −  +   −

 
 

 (3.a) 242 

where ( )C C
s stP  and ( )D D

s stP  are the charging and the discharging efficiency of the s-243 
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th ESS, respectively, depending on charge and discharge power level, and the self-244 

discharging effect is accounted by means of a quota 
D
sq  of available capacity at previous 245 

stage [43][44]. At the first time step, 1t = , it is assumed that t N− =  so that the same 246 

state is present at the extremes of the day. Moreover, the following relation holds, in 247 

order to fix the SOC at the beginning of programming horizon to a value 
'
sE  able to 248 

guarantee an efficient daily operation in any condition. 249 

 
'

sN sE E=  (3.b) 250 

The values of SOC and charge/discharge power are limited by technical features and 251 

defined operating conditions of the ESS, as follows: 252 

 st ssE E E   (4.a) 253 

 0 C C
st sP P   (4.b) 254 

 0 D D
st sP P   (4.c) 255 

In particular, maximum SOC value in equation (4.a) is determined as 
nom

s s sE E=   256 

where 
nom
sE  is the nameplate energy capacity of the ESS and s  represents the capacity 257 

reduction factor. This factor depends on the utilization history of the ESS, i.e. 258 

equivalent cycles at the defined depth of discharge [45][46][47], from the beginning of 259 

exploitation, and it is updated for the analysis of different days. 260 

Moreover, for each time interval, it is assumed that the ESS could only be charged or 261 

discharged. Therefore, the following condition holds: 262 

 0C D
st stP P =  (4.d) 263 

2.4. MicroTurbine based Cogeneration System 264 
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The operation cost of i-th MT can be evaluated as follows [48]: 265 

 ( )
( )

M
M M it

it i M M
i i it

t P
C P

H P




 
= 


 (5) 266 

where 
M
i  [€ per fuel unit] is the cost of fuel (generally natural gas), 

M
iH  [kWh per 267 

fuel unit] is the lower heating value of fuel and ( )M
i itP  is the electrical efficiency at 268 

specific level of power production 
M

itP . The latter has to be within technical limits of 269 

the MT: 270 

 
M M M

it iiP P P   (6) 271 

Whenever the i-th MT operates in CHP mode, its exploitable thermal output in the t-th 272 

time stage 
M
itQ  can be obtained by the following expression [49]: 273 

 
( )

M
M M i
it it M

i it

Q P
P




=   (7) 274 

where 
M
i  represents the thermal efficiency. 275 

In order to determine a proper tradeoff between fuel expenses and pollutant emissions, 276 

the equivalent cost of CO2 emissions is employed, by means of a unit penalty cost E277 

[€/kg]. The equivalent emission cost of the i-th MT can be evaluated as follows: 278 

 ( ) ( )M M M
it E i it itS P P t P =     (8) 279 

where ( )M
i itP  [kg/kWh] is the emission factor of the i-th MT, determined as 280 

( ) ( )M M M
i it i i itP P  = , being 

M
i  a constant emission factor depending on the burnt 281 

fuel in the i-th MT. 282 
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Moreover, ramping limits can be neglected in the day-ahead horizon with reasonably 283 

wide time step [4]. 284 

2.5. Reciprocating-Engine based Cogeneration System 285 

The operation cost of k-th RE system in the t-th time stage can have the following 286 

expression [50]: 287 

 ( )
( )

R
R R kt

kt k R R
k k kt

t P
C P

H P




 
= 


 (9) 288 

where 
R
k [€ per fuel unit] is the fuel cost, 

R
kH  [kWh per fuel unit] is the lower heating 289 

value of fuel, ( )R
k ktP  is the electrical efficiency. Power production of the RE 

R
ktP  is 290 

limited by technical features:  291 

 
R R R

kt kkP P P   (10) 292 

Moreover, in CHP mode, the useable thermal power from k-th RE system at the t-th 293 

time interval 
R
ktQ  can be evaluated as follows [49]: 294 

 
( )

R
R R k
kt kt R

k kt

Q P
P




=   (11) 295 

where 
R
k  is the thermal efficiency. 296 

The equivalent cost of CO2 emissions can be calculated as: 297 

 ( ) ( )R R R
kt E k kt ktS P P t P =     (12) 298 

where ( )R
k ktP  [kg/kWh] is the emission factor of the k-th RE, determined as 299 

( ) ( )R R R
k kt k k ktP P  = , being 

R
k  a constant emission factor depending on the burnt fuel 300 

in the k-th RE. 301 

 302 
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2.6. Boiler 303 

The operation cost of the j-th boiler in the t-th time stage can be expressed as [51]: 304 

 ( )

B
jtB B

jt j B B
j j

t Q
C Q

H




 
= 


 (13) 305 

where 
B
j  is the fuel cost [€ per fuel unit], 

B
jH  [kWh per fuel unit] is the lower heating 306 

value, 
B
j  is the thermal efficiency. The thermal power produced by the j-th boiler 

B
jtQ307 

is limited in the range: 308 

 B B B
jt jj

Q Q Q   (14) 309 

The equivalent cost of CO2 emissions from the j-th boiler can be evaluated by the 310 

expression: 311 

 ( ) ( )B B B
jt E j jt jtS Q Q t Q =     (15) 312 

where ( )B
j jtQ  [kg/kWh] is the emission factor of the j-th boiler referred to thermal 313 

power production. 314 

2.7. Power exchange at PCC 315 

In the grid-connected mode, the cost of electric energy withdrawal at PCC from the 316 

distribution network in the t-th time step is given by the expression: 317 

 ( )Pt Pt PtC P t P=    (16) 318 

where Pt  [€/kWh] is the electricity purchase price, and PtP  is limited by a constraint 319 

deriving from contractual conditions of energy purchase: 320 

 0 Pt PtP P   (17) 321 

Whereas, the revenue from the energy delivered at PCC to the distribution network can 322 
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be put in the form: 323 

 ( )Dt D Dt DtR P k t P=     (18) 324 

where Dt  is the electricity selling price, 1Dk   is a coefficient that takes into account 325 

the economic burden of connection service [52]. Analogously to power purchase, the 326 

delivered amount DtP  has to be below a contractual fixed value: 327 

 0 Dt DtP P   (19) 328 

In order to avoid bidirectional power exchange at PCC in a single t-th time interval, the 329 

following condition holds: 330 

 0Pt DtP P =  (20) 331 

 332 

3. Day-ahead energy management problem 333 

In this Section, a nonlinear optimization procedure is formulated for the day-ahead 334 

scheduling of the MG generation sources in order to meet the internal electric and 335 

thermal demand by minimizing operation costs and environmental impacts. 336 

3.1. Problem formulation 337 

The MG energy management function is performed through the solution of a non-linear 338 

optimization problem, aiming to minimize an objective function subject to equality and 339 

inequality constraints, that can be posed in the following canonical form: 340 

 

( )min

( )
subject to 

( )

J

=




x
x

g x 0

h x 0

 (21) 341 

where x  is a ( )3 2M R B Sn n n n N+ + +  +   dimensional vector including the subsets of 342 
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variables                , , , , , , ,M R B C D
it kt jt st st st Pt DtP P Q P P E P P  and ( )J x  includes the 343 

MG operation and emission costs over the total time interval N t , expressed as 344 

follows: 345 

 

( )
1 1

1 1

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

M

R B

nN
M M

Pt Dt it it

t i

n n

R R B B
kt kt jt jt

k j

J C P R P C P S P

C P S P C Q S Q

= =

= =

  = − + + +  


   + + + +    


 

 

x

 (22) 346 

Equality constraints in (21) include the subsets: (3.a), giving out Sn N  linear relations 347 

for all storage devices in the whole time horizon; (3.b), with Sn  linear equations; (4.d), 348 

constituting Sn N  non-linear conditions; (20), corresponding to N  non-linear 349 

constraints. Moreover, the electrical power balance of the MG in the t-th time period is 350 

imposed, requiring that the sum of load demand of all electricity users taking part to the 351 

MG and net power interchange with the distribution network equals the production of 352 

internal energy sources, neglecting MG losses in the day-ahead programming stage, as 353 

follows: 354 

 
1 1 1 1 1 1

( ) ( )
L M R S PV WTn n n n n n

L M R D C V W
zt Dt Pt it kt st st gt rt

z i k s g r

P P P P P P P P P
= = = = = =

+ − = + + − + +       (23) 355 

By considering that the electricity balance over all the planning horizon involves N  356 

linear constraints, the set of equality constraints ( ) =g x 0  includes ( )2 2S Sn N n +  +  357 

relations. 358 

Furthermore, inequality constraints in (21) are represented by the subsets: (4.a)-(4.c), 359 

constituting 6 Sn N   linear conditions; (6), involving 2 Mn N   linear relations; (10), 360 
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yielding 2 Rn N   linear constraints; (14), constituting 2 Bn N   linear inequalities; (17) 361 

and (19), giving rise to 2 N  linear relations each. Moreover, thermal power balance is 362 

dealt with, accounting for the technologies involved in thermal energy production, i.e. 363 

CHP units and Boilers. In accordance with the operation criteria of the MG, the 364 

possibility that a part of thermal energy can be released to the atmosphere at a given 365 

time period is considered. In particular, it is supposed that a part of the exhaust air after 366 

combustion, controlled by means of valves, passes through the exchangers to give 367 

useful heat, and a ventilation system, whose electric demand can be considered 368 

negligible, lets exhausts leave the thermal supply. In addition, the presence of different 369 

thermal loads, i.e. groups of users served by a determined subset of thermal power 370 

sources in the MG framework, is accounted. The link between the h-th thermal load and 371 

the thermal power sources of MG at the t-th time period can be expressed by the 372 

following inequality: 373 

 
1 1 1

M R Bn n n

M M R R B B
ht hi it hk kt hj jt

i k j

Q a Q a Q a Q
= = =

  +  +     (24) 374 

where 
M
itQ  and 

R
ktQ  are evaluated by the non-linear expressions (7) and (11), 375 

respectively. Moreover, the coefficients 
M
hia , 

R
h ka  and 

B
h ja  are equal to 1 if the 376 

correspondent i-th MT, k-th RE or j-th boiler, respectively, is connected to the h-th 377 

thermal load, otherwise they are equal to zero. 378 

Since the thermal power balance for all thermal users over the planning horizon 379 

involves Hn N  non-linear relations, the size of inequality constraint set ( ) h x 0  is
 

380 

( )2 2 2 6 4M R B S Hn n n n n N +  +  +  + +  . 381 
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The described methodology has the advantage to include a wide set of the technologies 382 

taking part to a MG, and slight variations can allow to model other specific devices. The 383 

adopted models allow to catch the behaviour of MG-sized devices in the day-ahead 384 

horizon, where the ramping limits can be neglected and steady-state conditions can be 385 

considered valid for each time step. Moreover, it is worth to remark that the procedure 386 

is able to simulate the islanded mode condition of MG operation in defined time steps, 387 

by assuming 0PtP =  and 0DtP = . This implies that grid costs do not affect the objective 388 

function in that specific time period and the electricity balance cannot rely on flexibility 389 

ensured by distribution network exchange. Hence, the optimal day-ahead operation plan 390 

is determined on the basis of the sole MG internal sources. 391 

3.2. CHP Operation Strategies 392 

The solution of problem (21) provides the optimal values of the outputs of CHP devices, 393 

boilers and ESS, on the basis of expected contributions by PV and WT systems, to 394 

satisfy the load demand. 395 

However, ad hoc strategies for managing CHP units can be required to improve long-396 

term technology performance and to comply with specific needs [30]: 397 

C1. electrical load tracking: selected CHP units are managed with the aim of 398 

following the evolution of electricity load; 399 

C2. thermal load tracking: specified CHP units are operated with the objective of 400 

following the behavior of defined heating loads; 401 

C3. on-off operation: given CHP units are operated at the rated output over defined 402 

time periods. 403 

The C1 strategy can be easily handled, by adding to the problem (21), for each time 404 
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stage, the following equality constraint: 405 

 
1 1 1

L M Rn n n

L M M R R
t zt it it kt kt t

z i k

P b P b P 
= = =

 
 =  +   

  
    (25) 406 

where the coefficient ( )0 1t t    represents the portion of electrical load that is 407 

covered at the t-th stage by the i-th MT or the k-th RE, selected by imposing the binary 408 

factors 
M
itb  and 

R
ktb , respectively, equal to 1. At the t-th time step, the C1 strategy is 409 

activated by 1t =  and 0t  , whereas, as long as 0t = , 0t =  and C1 strategy is 410 

not applied. Therefore, the activation of C1 strategy yields the increase of equality 411 

constraints to a total of ( )2 3S Sn N n +  +  relations. 412 

The C2 strategy is modeled by introducing, for the h-th thermal load and for the t-th 413 

time step, the following equality condition: 414 

 
1 1

M Rn n

M M M R R R
ht ht it hi it kt hk kt ht

i k

Q u a Q u a Q 
= =

 
 =   +    

  
   (26) 415 

where the coefficient ( )0 1ht ht    represents the portion of h-th thermal load that is 416 

fed at the t-th step by the i-th MT or the k-th RE selected by imposing the binary factors 417 

M
itu  and 

R
ktu , respectively, equal to 1. At the t-th time step and for the h-th thermal load, 418 

the C2 strategy is in force if 1ht =  and 0ht  , whereas, as long as 0ht = , 0ht =  419 

and C2 strategy is not applied. Therefore, the presence of C2 strategy involves a total of 420 

( )2 2S H Sn n N n + +  +  equality constraints. 421 

The C3 strategy can be implemented by introducing, for the i-th MT and/or the k-th RE, 422 

the following relations: 423 
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M M M M
it it it itP P  =   (27.a) 424 

 
R R R R
kt kt kt ktP P  =   (27.b) 425 

The strategy is activated, for the i-th MT or the k-th RE, if for the t-th time step, the 426 

binary factors 
M
it  or 

R
kt  is equal to 1, respectively. Whereas, as long as 0M

it =  or 427 

0R
kt = , the C3 strategy is not applied. Therefore, the presence of C3 strategy involves a 428 

total of ( )2 2S M R Sn n n N n + + +  +  equality constraints. 429 

 430 

4. Test Results 431 

4.1. The test MG under study 432 

The proposed optimization procedure and CHP strategies are applied to the test MG 433 

shown in Fig. 1.  434 

 435 

Fig. 1.  The test MG. 436 
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 437 

The test MG represents a selected configuration of experimental facility built at Power 438 

and Energy System laboratory of Politecnico di Bari thanks to EU funds [53] with 439 

improved thermal section, currently under integration. The experimental facility is a 440 

low-voltage network, that can be operated in grid-connected or islanded mode, 441 

including the following devices: 442 

- a gas-fueled CHP system, equipped with two variable-speed REs with total 105 443 

kW rated electric power; 444 

- a gas MT with 30 kW nominal power; 445 

- a 50-kW photovoltaic field composed of five sub-arrays with different panel 446 

technologies; 447 

- a sodium-nickel battery working at roughly 260 °C, with a discharge duration of 448 

3 hours; 449 

- a 60-kVA wind turbine emulator, based on a back-to-back converter controlled 450 

according to models of different mini-wind generators and to measurement of an 451 

anemometer; 452 

- two programmable loads, with 150 kVA rated power each, able to replicate 453 

active and reactive power needs of different kinds of load; 454 

- a by-pass converter, with 200 kVA rated power, which allows the power 455 

exchange with the main network to be fixed at a specified value. 456 

The facility is equipped with a Modbus/TCP-IP communication network, and it is 457 

monitored and controlled by means of a proper SCADA/EMS system, based on a 458 
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hierarchical structure [54]. The proposed day-ahead operation planning function is 459 

aimed to be implemented in the SCADA system by means of software integration 460 

ensured by Open Platform Communication (OPC) environment. Therefore, the 461 

proposed procedure is currently object of real-world implementation. 462 

The main characteristics of test MG components for the relations described in Section 2 463 

are described in Table 1 for renewable-based components and in Table 2 for other 464 

devices. For the employed ESS, available depth of discharge is 80%, self-discharging 465 

effect is assumed negligible in the daily time horizon, charge and discharge efficiencies 466 

are observed to be quite independent on power levels, and no previous exploitation is 467 

assumed, therefore ESS maximum SOC is equal to rated capacity. The amount of power 468 

exchange at PCC is capped at 200 kW on both withdrawal and delivery. 469 

 470 

 471 

Table 1. Characteristics of renewable devices in the Test MG 472 

Device 

Name 
Description 

Rated electric 

power [kW] 

Cut-in / Nominal / 
Cut-off wind speed 

[m/s] 

PV panel power [W] / 
module number / 

nominal efficiency [%] 

WT1 33-kW horizontal axis wind turbine 33 3.5 / 11 / 20  

WT2 two 6-kW vertical axis wind turbines 12 5 / 14 / 25  

PV1 photovoltaic triple junction a-Si modules 9.216  144 / 64 / 7.7 

PV2 photovoltaic mono-crystalline Si modules 10.53  270 / 39 / 16.6 

PV3 photovoltaic poly-crystalline Si modules 10.5  250 / 42 / 15.4 

PV3 photovoltaic CIS technology 9.6  150 / 64 / 12.2 

PV3 photovoltaic mono N-type modules 9.9  300 / 33 / 18.3 

 473 

Table 2.  Characteristics of non-renewable devices in the Test MG  474 

Device 
Name 

Description 

Rated electric 

(charge/discharge)  

power [kW] 

Rated thermal 
power [kW] 

Rated 

capacity 

[kWh] 

Rated electric 

(charge/discharge) 

efficiency 

Rated 

thermal 

efficiency 

ESS sodium-nickel chloride battery system 44 / 48 --- 141 85% / 85% --- 

CHP1  gas-fuelled RE in cogeneration mode 105 180 --- 31.5% (Fig. 2) 50%  

CHP2 gas MT in cogeneration mode 28 57 --- 24.8% (Fig. 2) 50% 

B1 wood-fuelled boiler  20   82.5% 

B2 pellet-fuelled boiler  75   88.2% 

 475 
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The electric efficiency trends of CHP systems according to power production level are 476 

expressed by means of the following third-order polynomial equations and their trends 477 

are depicted in Fig. 2 according to power output in p.u. of nominal power:  478 

3 21: ( ) 2.21 7 ( ) 7.47 5 ( ) 8.06 3 ( ) 3.707 2R R R R
k kt kt kt ktCHP P e P e P e P e = −  − −  + −  + −   (28.a) 479 

3 22: ( ) 2.22 6 ( ) 3 4 ( ) 1.397 2 ( ) 3.905 2M M M M
i it it it itCHP P e P e P e P e = −  − −  + −  + −   (28.b) 480 

 481 

Fig. 2.  Electric efficiency trends of CHP systems in the test MG. 482 

 483 

Thermal efficiency has been considered constant to the rated values reported in Table 2 484 

both for CHP and boilers, since no remarkable variations are observed during operation. 485 

Emission factor for gas burning in CHP1 and CHP2 involves 486 

pr0.1404 kg/kWhR M
k i = =  obtaining, at nominal power, 0.453 kg/kWh for CHP1 and 487 

0.560 kg/kWh for CHP2, according to the nameplate data. Whereas, emission factor for 488 

boilers is constant, though suitably low (0.002 kg/kWh) due to the exploitation of 489 

renewable fuels, whose burning is not related to proper emissions. 490 

Moreover, for each CHP, the minimum production level is set to zero, compatibly to the 491 

observed low minimum stable production (roughly 1 kW). Daily curves of electrical and 492 

thermal load demand are taken from data of industrial users by an Italian distribution 493 

company. Weather data for the forecast of renewable sources production are taken from 494 
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meteorological stations placed in the considered location [55]. Electric energy 495 

purchasing price is determined as the sum of market prices and service costs according 496 

to Italian rules, whereas electric energy selling price is defined by the Italian energy 497 

authority [52]. Finally, fuel costs are constant and derive from data by a fuel distribution 498 

company [56] and are equal to 0.51 €/m3 for gas, 0.17 €/kg for wood, 0.32 €/kg for 499 

pellet, and emission cost is equal to 5.7 €/t [57]. 500 

The proposed non-linear optimization methodology is implemented, dividing the day 501 

into N = 96 time steps of 15 minutes each, in MatLab® environment and solved through 502 

fmincon function in Optimization Toolbox exploiting SQP method [58], that has been 503 

proved robust for the solution of nonlinear optimization problems, even in non-convex 504 

formulations, and it is characterized by superlinear convergence [59][60]. The SQP 505 

method is based on the formulation, for each major iteration, of a Quadratic 506 

Programming subproblem based on a quadratic approximation of the Lagrangian 507 

function with positive semidefinite Hessian matrix and linearized constraints, whose 508 

solution is used to form a search direction for a line search procedure with step length 509 

according to a merit function [61][62]. As a nonlinear programming method, SQP 510 

efficiently looks for a local solution, and the solution search is improved starting from a 511 

feasible initial point [62]. In the proposed procedure the initial point is obtained by 512 

solving a linearized version of the problem, as suggested in [63]. The linearized 513 

problem is built by assuming efficiencies at rated levels, irrespective of power amount, 514 

in (3.a), (5), (7), (8), (9), (11), (12), and neglecting nonlinear constraints (4.d) and (20) 515 

on bidirectional power flow.  516 

 517 

4.2. Test Cases  518 
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Simulations are carried out according to data of a typical summer working day, where 519 

forecast electricity load amounts to 3,422 kWh in the whole day with a power peak of 520 

165 kW at hour 18. A quota of 14.4% of daily load is covered by forecast RES 521 

production, with a peak of 60 kW at hour 12. Moreover, a single thermal load is 522 

accounted, analogously to the situation of the experimental facility. It amounts to 4,329 523 

kWh with a maximum of 215 kW at hour 18. ESS initial SOC is set to 0.80 p.u. of rated 524 

capacity. Trends of electricity price for the day under investigation are shown in Fig. 3. 525 

It is worth to remark that purchasing price varies on hourly basis according to market 526 

influence, whereas selling price assumes only 3 different values in the day. 527 

 528 

Fig. 3.  Electricity price. 529 

Simulations are carried out by applying each CHP strategy described in Section 3.2, and 530 

relevant results are compared to the reference solution of the problem reported in 531 

Section 3.1 (Base Case). 532 

4.2.1. Base Case  533 

The diagrams of electric power balance and thermal power balance for the Base Case 534 

are shown in Figs. 4 and 5, respectively. It can be pointed out that, for the considered 535 

day, 75.0% of the daily electric load is satisfied by CHP systems, 8.0% by electricity 536 

exchange at PCC, and the share of ESS is 2.8% and is concentrated in early morning 537 

and in peak price period in the evening. The sum of these contributions and RES-based 538 
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production (14.4%, as previously stated) exceeds the total daily load, since the 539 

supplemental share (3.8%) relates to the charging of the ESS in central hours of the day, 540 

and this is ascribable to the compliance with the constraint (3.b). This yields an increase 541 

of total MG electricity demand (sum of electric load and ESS charge power), shown in 542 

red dashed line in Fig. 4.  543 

The coverage of thermal load is mainly performed by CHPs, with 83.6% contribution of 544 

RE (CHP1) and 12.9% by MT (CHP2). These systems work in a different manner, since 545 

CHP1 behaves according to load variations, whereas CHP2 is off in early morning and 546 

evening, and in central hours of the day it runs at maximum power output. Moreover, 547 

B1 helps covering morning peak, contributing by 3.2% to cover thermal load demand, 548 

whereas 0.3% of load is covered by B2 in central hours of the day, before CHP2 is on. 549 

 550 

 551 

Fig. 4.  Base Case Strategy: electrical power balance. 552 

 553 
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Fig. 5.  Base Case Strategy: thermal power balance. 554 

 555 

4.2.2. Electrical Load Tracking – C1 Strategy 556 

In order to prove the C1 strategy proposed in Section 3.2, eq. (25) is considered in 557 

equality constraints, assuming 0.8t =  and involving both CHP systems over the whole 558 

day ( 1M
itb =  and 1R

ktb =  t ). Complying with this requirement, the sum of CHP 559 

contributions covers the 80% of electric load profile for each time step of the considered 560 

day, as can be noted in Fig. 6. CHP1 and CHP2 cover 69.0% and 11.0% of load, 561 

respectively, and their contributions are shared according to load profile, since the 562 

modulation is mainly performed by CHP1 during off-peak load, whereas CHP2 is run 563 

almost close to nominal value in the second half of the day. Whereas 2.8% of daily 564 

electric load is satisfied by ESS and 7.4% by electricity exchange at PCC. The total MG 565 

demand is 3.8% higher than load, due to ESS charging. Moreover, 0.8% of internal 566 

production is sold to the grid in central hours of the day (i.e. when renewables exceed 567 

the remaining 20% of load), and this is reported in Fig. 6 as the difference between the 568 

envelope of bars and the dashed red curve. 569 

Thermal power balance is illustrated in Fig. 7. In this case, thermal load is mainly 570 

satisfied by CHP systems, and an excess thermal power is registered (roughly 5.9% of 571 

the total daily amount), especially in the morning and in the presence of peak electric 572 

load, as a by-product of electric load tracking. B2 is off over the whole day and B1 573 

contributes only by 1.4% to load coverage in peak intervals, when the contemporaneous 574 

extra-production by RES does not allow CHPs to produce more thermal power. 575 

 576 
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 577 

Fig. 6.  C1 Strategy: electrical power balance. 578 

 579 

Fig. 7.  C1 Strategy: thermal power balance. 580 

 581 

4.2.3. Thermal Load Tracking – C2 Strategy 582 

The C2 strategy described in Section 3.2 is implemented by adding eq. (26) to the set of 583 

equality constraints and setting the coefficient 0.8ht =  for the whole day. Both CHP 584 

systems are involved in the strategy, i.e. 1M
itu =  and 1R

ktu =  t . 585 

The relevant electric power sharing is illustrated in Fig. 8. It can be noted that 61.6% of 586 

electric load is matched by CHP systems, 25.0% by electricity exchange at PCC and the 587 

contribution of ESS is less intense, at 2.7%. The total MG demand is 3.7% higher than 588 

load profile, corresponding to ESS charge, and no grid injection is observed.  589 

Thermal power balance is reported in Fig. 9. It can be observed that CHP units share the 590 

prescribed amount of thermal load according to economic merit. Indeed, CHP1 is 591 
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working throughout the day and covers 70.3% of thermal demand, and CHP2 is 592 

exploited only in periods with higher demand, satisfying 9.7%. Furthermore, B1 runs 593 

close to its rated power covering 10.5% of thermal demand, whereas more expensive B2 594 

has a daily demand share of 11.0%, most concentrated in peak demand hours. 595 

 596 

Fig. 8.  C2 Strategy: electrical power balance. 597 

 598 

Fig. 9.  C2 Strategy: thermal power balance. 599 

 600 

4.2.4. On-Off Operation – C3 Strategy 601 

The C3 strategy is considered by including eq. (27.a)-(27.b) in problem formulation. 602 

This simulation set is aimed at investigating the time intervals when the strategy yields 603 

the most efficient MG operating condition. This preliminary investigation yielded the 604 

activation of C3 strategy in the period from hour 11 to hour 19 for CHP1 605 

( 1 [45,76]R
kt t =   ), whereas for CHP2 it is not considered. 606 
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The electric power balance is depicted in Fig. 10. Due to strategy implementation, CHP 607 

systems cover 76.0% of load. An amount of exchange power at PCC corresponding to 608 

11.2% of load is observed and ESS contribute to 2.8%. Total MG generation exceeds 609 

the imposed load by 4.4%. The production surplus at strategy activation yields an 610 

excess production amounting to 0.6% of the load, that is sold to the distribution 611 

network. Indeed, the remaining 3.8% is dedicated to ESS charge. 612 

Thermal power balance in Fig. 11 shows that CHP systems are entrusted to cover 98.1% 613 

of thermal demand (CHP1 covers 86.7% and CHP2 11.4%), whereas boilers are called 614 

to satisfy the residual demand until hour 11, and in the peak hours they are unexploited. 615 

A slight excess of thermal power production is observed in the period of strategy 616 

activation. 617 

 618 

 619 

Fig. 10.  C3 Strategy: electrical power balance. 620 

 621 
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Fig. 11.  C3 Strategy: thermal power balance. 622 

 623 

4.3. Strategy Comparison and Discussion 624 

Technical and economic issues of the implemented strategies in the day-ahead operation 625 

planning of the MG can be compared. In particular, in Table 3 the total daily cost of 626 

each strategy is reported, and the contribution of main cost items is detailed. 627 

 628 

Table 3. Daily cost and contributions 629 

Strategies 

Costs 
Base Case C1 C2 C3 

Electricity purchase €   52.87 €   33.66 € 114.16 €   51.20 

CHP fuel cost € 440.87 € 477.17 € 367.77 € 448.22 

Boiler fuel cost €     8.19 €     3.25 €   51.96 €     6.53 

Energy selling revenue €     0.00 – €     1.61 €     0.00 – €     1.28 

Emission cost €     4.69 €     4.99 €     3.90 €     4.74 

TOTAL COST € 506.62 € 517.46 € 537.79 € 509.41 

 630 

It can be observed C2 strategy reveals the most expensive, with a maximum difference 631 

of 6% with respect to the Base Case. 632 

One of the main factors yielding differences in daily cost is the amount of electricity 633 

exchange at PCC with the distribution network, whose trends, determined as Pt DtP P− , 634 

are shown in Fig. 12. In fact, the highest positive values, i.e. power withdrawal PtP , are 635 

reached in C2 strategy and the lowest values are observed in C1 strategy. It can be 636 

pointed out that, in all cases, the electricity withdrawal is reduced when electricity cost 637 

is higher (hours 20-21). Power delivery DtP  is observed in cases C1 and C3 in central 638 

hours of the day, when the excess comes for free from renewables due to the application 639 

of specific strategy. Whereas, fuel cost is higher in Case C1 due to the more intense 640 

exploitation of the CHP systems. 641 
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 642 

Fig. 12.  Electricity exchange at PCC with the distribution network in the strategies. 643 

 644 

SOC trends for ESS, in p.u. of total capacity, are illustrated in Fig. 13. It can be noted 645 

that SOC at the end of the day returns to initial value, according to the constraint (3.b). 646 

This behavior contributes to extend ESS life as well, since it depends on the number of 647 

charge/discharge cycles [27]. 648 

ESS has the task of storing excess energy, especially in hours 9-13 when RES 649 

production is high and the electricity price is generally low. This yields an increase of 650 

total MG demand, and limits power injection into the network. In fact, storing energy in 651 

excess production periods and using it, even considering non-ideal efficiencies, to cover 652 

the demand in peak price periods (hours 20-21), reveals in general more convenient than 653 

selling excess production and buying energy in peak price hours. Moreover, the ESS is 654 

discharged until hour 6, covering part of the load demand and avoiding network 655 

withdrawal, in order to be ready to charge in the presence of excess power. 656 

Correspondently, minimum SOC of 30 kWh (0.21 p.u.) is observed in C3, along with 657 

maximum daily energy of 94.4 kWh. Slight differences are observed with respect to 658 

Base Case in C1, with deeper discharge in hour 3. Minimum exploitation of ESS is 659 

observed in C2 with daily energy supply of 91.5 kWh, and those differences are 660 
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highlighted in the details at bottom of Fig. 13.  661 

 662 

Fig. 13.  SOC of ESS in the strategies.  663 

 664 

It can be observed that in Base Case and C2 the thermal demand is strictly satisfied 665 

during the day, i.e. constraint (24) reduces to an equality, whereas the excess thermal 666 

power is due only to CHP strategies. Being less efficient, boilers are usually called to 667 

compensate for peak load, and B2 reveals the less preferable. In addition, in C1 and C3 668 

Strategies the CHP systems reach a global average efficiency, given by the sum of 669 

electrical and thermal efficiencies, higher than 75%. This threshold often characterizes 670 

cogeneration systems with high-efficiency. 671 

As regards emissions, their contribution range from 0.75% to 1.0% of total daily cost. In 672 

particular, C1 strategy shows higher emissions (1,241 kg of CO2 in a day), whereas C2 673 

reveals the less pollutant one (971 kg of CO2 in a day). However, it can be seen that 674 

higher emissions are not related to higher total cost.  675 

In CHP operation programs resulting from the procedure, it is observed that production 676 
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level does not fall below experimental minimum amount (1 kW), since the 677 

corresponding low efficiency, and consequent high cost, makes it inconvenient to use 678 

CHP below 1 kW with respect to other sources. This allows to achieve analogous results 679 

with respect to other approaches introducing integer decision variables [24][64]. 680 

In order to validate the optimality of the achieved solution, obtained by the NLP 681 

formulation solved through SQP starting from the solution of the linearized problem, a 682 

set of further 100 starting points satisfying the constraints of the linearized problem is 683 

exploited [65]. These starting points are generated by stochastic variations of the 684 

linearized problem solution, according to normal distributions with zero mean and 20% 685 

as confidence interval for each state variable. The problem is therefore solved through 686 

SQP by using each of these starting points, and the obtained results for the Base Case 687 

are reported in Fig. 14, where their cumulative distribution is compared with the 688 

solution of the proposed method. It can be seen that the solution obtained by means of 689 

the method described in Section 4.1 is the lowest, and most of solutions with stochastic 690 

starting points are close, but not better. Analogous results are obtained for the other 691 

three cases. Therefore, these results confirm that the overall proposed procedure for 692 

NLP problem solution, where the starting point is the solution of the linearized problem, 693 

reasonably guarantees the achievement of the optimal solution. 694 
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 695 

Fig. 14.  Comparison of solutions with different starting points in the Base Case.  696 

 697 

5. Conclusions 698 

In this paper, an optimization procedure for the day-ahead operational scheduling of a 699 

MG has been proposed. A non-linear programming problem is formulated, accounting 700 

for actual features of DG technologies and for different energy pricing schemes. Electric 701 

and thermal generation systems, along with CHP devices, have been modeled and the 702 

operation of ESS has been taken into account, in order to minimize operational costs on 703 

a daily horizon while satisfying electric and thermal load. Moreover, different strategies 704 

have been exploited according to operating modes of CHP systems. These strategies 705 

have been tested by implementing case studies on an experimental MG and comparing 706 

technical and economic outcomes. Simulation results have proved that the different 707 

strategies remarkably affect operation costs, reaching significant reduction of primary 708 

energy consumption and pollutant emissions. Strategy effectiveness depends on MG 709 

structure and particular condition of the considered day. The proposed approach is 710 

flexible enough to incorporate other types of DG units. 711 

Future work will deal with the inclusion of thermal storage, the simulation of periods 712 

with different connection modes (islanded or grid-connected), and the implementation 713 
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of the second-stage procedure to cope with deviations of renewable production and load 714 

from the predicted levels in the real time. Finally, the application in actual 715 

SCADA/EMS system for MG management is envisaged, as exemplified in [66] for a 716 

different configuration. 717 

 718 
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