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EXTENDED ABSTRACT 

Nowadays, many European coasts are subject to erosive processes and the Italian 

coast is not an exception, indeed it has been suffering from severe erosion, one of the 

most visible consequences of a relentless depletion of the coastal environment, partic-

ularly alarming due to its crucial economic and social role. In this sense, a well-struc-

tured and continuous beach monitoring programme implemented within a far-
sighted management strategy is required to support coastal interventions, aimed at the 

coastline protection or the mitigation of the erosive tendencies. Under this perspective, 

video systems have become widely used all around the world in coastal monitoring 

strategies, allowing both high temporal and spatial sampling frequency, with low lo-

gistic and costs efforts.  

Main objective of this work is to contribute to the development of new instruments and 
methods able to be included in a wider coastal monitoring network for supporting re-

gional planning and control activities. 

A new system for video monitoring and surveillance of Apulian coasts (South Italy) has 

been recently developed. In the present thesis, the implementation of the system, ori-

ented at some key characteristics such as easy installation, robustness, low cost, effi-

ciency of the acquisition and tasks scheduling, concerned with the installation at two 
different sites, is described. The system design aims at obtaining a tool able to work 

automatically. The tool is composed by several routines implemented also with a web-

application, addressed at images processing (e.g. shoreline extraction and geo-rectifi-

cation), data analysis and sharing results about beach actual state and shore evolution, 

in quasi-real time. Within this context, a new specific model for shoreline detection, 

Shoreline Detection Model (SDM), has been developed. The present describes in details 

the algorithm, inspired by the global Probability of Boundary (gPb) concept and the 
seed-based segmentation, together with the image processing procedures used. It 

mainly allows extracting the sea/land boundary from automatic segmented Timex im-
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ages. The SDM calibration and validation has been performed on coastal images de-

rived from a video monitoring system installed back at Alimini (Lecce, IT) in 2005, by 

comparing automatic shoreline contours with manual detected ones, on several cross-

shore transects. The application of the SDM on images recorded by the new system 

has allowed testing the model feasibility at sites characterized by different morpholog-

ical features and geographical exposition. In real time, processed images and shoreline 

contours are so, uploaded and make freely downloadable. Moreover, shoreline time 
variation analysis is available on user-selected transects. The reconstruction of inter-

tidal bathymetry from video is reported and compared with topographical (d-RTK) field 

survey performed at Torre Lapilllo (Le), useful also in order to assess the system effi-

cacy and accuracy in coastal area monitoring.  

The central side at the embayment of Torre Lapillo has been also involved in different 

coastal surveys. Among them, an innovative technique, by using Unmanned Aerial Ve-
hicle (UAV) flight, is evaluated. A high vertical accuracy, in solving such a complex 

topographic system, is found by investigating the DSM and comparing it to traditional 

GPS surveys. The DSM has been reconstructed by processing the UAV imagery using 

the Structure from Motion (SfM) algorithm. All the processes involved, from acquisition 

phase to drawing results, are discussed. 

Besides, the new video system is employed on this study area for run-up measure-
ments, performed over several cross-shore transects, by using time-stack images. A 

methodology useful in order to validate 2-d numerical predicted run-up values with 

such observations is presented. It is described a high resolution analysis of the inter-

action of irregular waves with natural beach leading to wave propagation beyond the 

coastline, swash and vertical run-up excursion, which are numerically predicted. The 

novel methodology proposed, combines a wide validated forecasting dataset, Mete-

Ocean, with SWAN and SWASH models to achieve accurate and computationally fea-
sible simulation of waves at different time and spatial scales, up to the total energy 

dissipation in the swash zone. A merging strategy between field surveys for properly 

resolving topographical input is employed and discussed. The subaerial surface, which 

is essential for accurate representation of the hydrodynamic interactions with the beach 
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profile, is solved by employing the DSM UAV-derived. Results by employing such an 

approach show to be successful, while a proper calibration of the SWASH physical 

parameters, when the model is applied in 1-d has been necessary. The run-up obser-

vations used in this work has been compared with conventional empirical model data. 

Most of the empirical formulations led to a systematic overestimation, apart from two 

of them, which take into account transformation processes of the entire nearshore 

zone. 

It shall be mentioned that the work reported in this thesis has been done within the 

framework of scholarship founded by Ministero dell’Istruzione, dell’Università e della 

Ricerca (MIUR). 

Key words: coastal video monitoring; shoreline evolution; UAV; run-up; SWASH. 
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ABSTRACT ESTESO 
 

Attualmente, una gran parte delle coste europee è soggetta a processi erosivi, e la costa 

dell’Italia non rappresenta un’eccezione, anzi essa sta subendo una grave erosione, una 

delle più visibili conseguenze di un implacabile depauperamento dell’ambiente costiero, 

particolarmente allarmante dato il cruciale ruolo economico e sociale che oggi esso 

riveste. In questo senso, per intervenire ai fini della sua stessa protezione e quindi mi-
rare ad attenuare l’irreversibilità delle tendenze erosive, tra le assolute priorità rientra un 

ben strutturato e continuo programma di monitoraggio delle spiagge, da implementare 

all’interno di una strategia di gestione costiera lungimirante. In questa prospettiva, i 

sistemi video rappresentano una soluzione in via di largo utilizzo in tutto il mondo nelle 

strategie di monitoraggio costiero, dato che permettono un’elevata frequenza di cam-

pionamento temporale e spaziale dei processi costieri, con bassi sforzi logistici e costi 

complessivi. 

L’obiettivo principale di questo lavoro di tesi è quello di contribuire allo sviluppo di nuovi 

strumenti e metodologie idonei ad essere implementate in una più ampia rete di moni-

toraggio costiera per supportare le attività di pianificazione e controllo regionale.  

Un nuovo sistema di video monitoraggio e controllo delle coste pugliesi (Italia del Sud) 

è stato quindi sviluppato. Nel presente lavoro viene descritta l’implementazione del si-

stema, orientato ad alcune caratteristiche fondamentali quali la rapida installazione, ro-
bustezza, basso costo, efficienza delle fasi di acquisizione e la catena delle elaborazioni 

dei dati, in particolare attraverso l’installazione di due stazioni. Il progetto del sistema 

deriva da un principale obiettivo, quello di ottenere uno strumento in grado di operare 

in maniera completamente automatica. Per questo fine, il tool sviluppato è composto 

da una serie di routine supportate da un applicativo web, le quali sono finalizzate all’ela-

borazione di immagini (e.g. estrazione linea di riva e geo-rettifica), all’analisi dei dati e 
alla condivisione dei dati sullo stato attuale della spiaggia, quindi sulla sua evoluzione, 

quasi in tempo reale. In questo contesto si è sviluppato un nuovo modello specifico per 
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l’estrazione automatica della linea di riva, Shoreline Detection Model (SDM). Nella pre-

sente vengono descritti l’algoritmo, inspirato ad una formulazione probabilistica dei 

contorni d’immagine, Global Probability of Boundary (gPb) e ad una segmentazione 

basata su inseminanti, insieme alle procedure di dettaglio per la elaborazione dei frame. 

In particolare il modello permette di identificare l’interfaccia sabbia/mare dalla immagini 

Timex, automaticamente segmentate. Il modello SDM è stato calibrato e validato sui 

prodotti di un precedente sistema di video monitoraggio, installato ad Alimini (Le) a fine 
2005, sulla base del confronto, effettuato su diversi transetti, delle linee di riva manuali 

ed automatiche. Il modello è stato implementato nel nuovo sistema e quindi, testato sui 

relativi prodotti (Timex) valutando la sua versatilità ed estendibilità, a parità di coeffi-

cienti di calibrazione, in paraggi caratterizzati da morfologia ed esposizione differenti. 

Ottimi risultati sono stati riscontrati. 

In tempo reale perciò le immagini del nuovo sistema e le linee di riva sono caricate in 
rete e rese fruibili per il download. Inoltre il web-tool permette l’analisi nel tempo della 

evoluzione stessa della linea di riva, mediante analisi su transetti. La ricostruzione della 

batimetria intertidale da video, presso il sito di Torre Lapillo (Le), è descritta e confron-

tata con opportuni rilievi topografici di campo d-RTK GPS, anche al fine di valutare 

l’efficacia del sistema in queste elaborazioni automatiche.  

L’area centrale della baia di Torre Lapillo è stata oggetto di diverse campagne di campo, 
tra le quali nel presente lavoro, in particolare, vengono descritti una strumentazione e 

metodi innovativi, mediante utilizzo del drone (UAV). La particolare conformazione to-

pografica tipica degli ambiente costieri, si è dimostrato possa essere ottimamente ri-

solta mediante Modello Digitale di Superficie (DSM), opportunamente ricostruito da im-

magini UAV, utilizzando l’algoritmo Structure from Motion (SfM). Il DSM è stato oggetto 

di validazione mediante confronto con rilievi di campo tradizionali (GPS), ottenendo un 

elevato livello di precisione in elevazione. Tutte le fasi, a partire dall’acquisizione vera e 
propria fino alla validazione della metodologia, sono qui descritte.  

Il nuovo sistema di video monitoraggio è stato implementato in questa stessa area di 

studio per la raccolta di datti di run-up da onda su diversi transetti cross-shore, utiliz-
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zando le immagini time-stack. Un modello ad elevata risoluzione per simulare l’intera-

zione di un campo d’onde irregolari con la spiaggia fino alla risalita stessa delle onde 

(run-up), viene qui presentato. Una metodologia, utilizzata per la validazione di simula-

zioni di run-up 2-d con le osservazioni su menzionate, è introdotta. Questa nuova me-

todologia a partire dai dati di forecast di un modello ampiamente validato, MeteOcean, 

combina SWAN e SWASH al fine di modellare con grande precisione le onde a differenti 

scale spaziali, fino alla dissipazione energetica nella swash zone. Viene qui introdotta 
una strategia per unire differenti dati di campo al fine di costruire l’input topografico dei 

modelli. La spiaggia emersa, fondamentale per garantire una ottimale rappresentazione 

dei processi idrodinamici e di interazione, è risolta mediante utilizzo del DSM derivato 

dal drone. I risultati di simulazione di SWASH, in 2-d, mostrano una ottima correlazione 

con i dati da video analisi, mentre solo tramite un’opportuna calibrazione dei parametri 

dello stesso, in analisi 1-d, si sono ottenute stime confrontabili. Infine, i dati di run-up 
sono state anche confrontati con modelli empirici di letteratura, i quali hanno dimostrato 

di sovrastimare nella maggior parte dei casi le osservazioni da time-stack. Gli unici 

modelli in grado di garantire dei risultati confrontabili tengono propriamente in conto dei 

fenomeni di trasformazione in tutta la nearshore zone. 

È doveroso menzionare che il lavoro riportato in questa tesi è stato realizzato nell'ambito 

di una borsa di studio che rientra nel progetto di dottorato finanziato del Ministero 
dell’Istruzione, dell’Università e della Ricerca (MIUR), per mezzo del Politecnico di Bari. 

Key words: video monitoraggio; linea di riva; UAV; run-up; SWASH. 
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General Introduction 

       Background and motivations 

A high understanding of the morphological and hydrodynamic behaviours of a coastal 

system and the regular monitoring of its present state is required in order to deal with 

an effective management of a variety of coastal concerns such as planning constraints, 
safety, recreation, nature, fishery and other demands. The observation of coastal evo-

lution at time scales of primary management interest, years to decades, could be often 

blurred by the morphological variability at minor time scales (days to seasons). On the 

other side, a great research interest is addressed to the nearshore zone, probably the 

most dynamic region of any coastal environment. For this reason, high-resolution 

measurement techniques are necessary to resolve small-scale coastal processes at 
spatiotemporal scales in the order of meters and hours to days, whereas the collection 

of long-term data sets is of decisive importance to study coastal behaviour, particularly 

at spatial scales of 1-100 𝑘𝑘𝑘𝑘 and temporal scales of months to decades. So, both 

researchers and coastal managers would benefit from techniques to monitor coastal 

evolution with a wide range of spatiotemporal scales. Present-day techniques in order 

to meet so should primarily satisfy two functional requirements. First, they have to pro-
vide data with high time-space frequency and second, they have to be cost-efficient in 

operation to enable the collection of long-term data sets. In-situ measurement tech-

niques do not often satisfy these functional demands. 

Luckily, many nearshore processes have a visible and objective signature at the sea 

surface, which allow to be studied and monitored remotely. In contrast to in-situ sam-

pling techniques, remote data collection are continuous - and even most informative - 
during rough wave conditions. Since it represents an indirect measurement, the key 

issue for every remote sensing technique is the quantitative interpretation of sensed 

information in terms of relevant physical parameters, like the coastline.  

The development of robust, generically applicable and automatic techniques to do so 

on a routinely basis is sometimes still a challenge. Coastal community is involved more 
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and more in spreading innovative solutions to managers of coastal and delta areas. In 

addition, nowadays, a growing trend towards automation and participation has also 

touched Coastal community, with more companies and research projects aiming to 

build useful platform/tool in order to share results and solutions to stakeholders.  

The erosion phenomena of shoreline at Apulia region, since the quantification deter-

mined by the Atlas of the Italian Beaches of the National Research Council (1999) in 

the 30% of the 30 km of beaches, have served as a warning for the regional public 
authorities who started to pursue, with the relevant consultation of research communi-

ties, the objectives of monitoring and evaluation, with standard methods. Furthermore, 

in a growing context of increased marine-related social activities and tourism interests, 

coupled with the perspective of strategic commercial assets, the shoreline recession 

raises awareness in local community.  

With this background and considering the above mentioned limitation and disad-
vantages of in-situ measurements, the opportunity of developing a new low-cost, ef-

fective, completely automatic and generally deployable coastal-video monitoring sys-

tem has been undertaken. The new video monitoring system (Chapter 3 - New Apulian 

coastal video monitoring system), installed at two sites allows the monitoring of 

beaches. Acquisition of long-term high-resolution images of the Torre Lapillo and Torre 

Canne beaches, particularly focusing on the coastline position and evolution, can sup-
port the quantification of morphological changes and subsequently contribute for the 

sedimentary budget assessment at these coasts. The automation of the processes by 

including the data provided by local wave/tide network of the regional Basin Authority 

of Apulia is an optimal improvement of system. The results are allowed to be shared in 

quasi real-time either for simple web consultation and for download, in order to accom-

plish the objective of coastal/hydraulic professionals and local community information 

supports. 

Monitoring strategy applied in a diffuse manner around coastal areas by means of video 

systems could be very exhaustive in order to achieve deep knowledge of local wave 

and morphodynamic behaviours, but it cannot be always reached because of natural 

planning limitation, obstacles, etc. 
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With regard to small temporal-scale processes, one need of coastal managers is to 

assess the impact of severe/extreme wave events in the immediate aftermath of a storm 

and hopefully, to be able to predict to some extent the areas most vulnerable to i.e. run-

up of swells. The information required for this aim are related mainly to the precise 

acquisition of wave parameters and the coastal topography. In particular, when both 

sources are available for several different events, with corresponding observations, 

models for run-up could be implemented and tuned locally very easily. However, to do 
so, accurate timely data from field topographical surveys, which include submerged 

beach, and offshore wave data, from wave buoy close to the study area, have to be 

implemented. 

Within the purpose of a regular coastal monitoring programme being carried out in a 

region and in order to resolve topographical input for run-up model, Unmanned Aerial 

Vehicles can replace many of the conventional measurements techniques (LiDAR, TLS, 
d-GPS), with considerable gains in the cost of the data acquisition and without any loss 

in the quality of topographic and aerial imagery data. The images UAV-derived allowed 

detailed DSMs to be contructed with high vertical accuracy over sand areas, which is 

appropriate to detect even relatively small shape and volume changes in beaches.  

While, on the other side, as twofold reasoned, either when no reliable wave data are 

available and in order to build a modelling chain to be activated under certain circum-
stances, the potential implementation of largely validated wave forecasting model out-

put to be concatenated with local high-resolute wave-flow model could represent an 

accurate, rapid, low-cost and effective tool for run-up. Moreover, the availability of ob-

servations derived from a coastal video system for a direct comparison allows meas-

uring the quality and analysing the results of such a tool. 

 

       Objectives of the thesis 

Main objectives of the present thesis are to validate new methods and algorithms de-

veloped in the context of the morphological and hydrodynamics coastal remote meas-

urements. The quantification of shoreline position, beach cross-shore length and their 
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respective evolution based on video processing in low energetic environments, and 

focus on the hydrodynamics of beach, as vertical run-up modelling of the central 

stretch of the embayment of Torre Lapillo, through numerical modelling for video mon-

itoring comparison via time-stack, are analysed. The use of an Unmanned Aerial Vehicle 

(UAV) is employed and the accuracy of a DSM UAV-derived from processing its im-

agery output is evaluated. 

Several detailed objectives can be summarized: 

• Analyse the potentialities and disadvantages of other experiences, par-

ticularly those at Apulia region, aim at shore video monitoring for mor-
phological analysis. 

• Investigate the promise of new video processing procedures in order to 
be properly embedded as stable and automatic algorithms properly ad-

dressed for coastal area implementation. 

• Implement a new video monitoring system at two stations. This task 
includes not only hardware choices and installations, but also software 

components and all logistics and maintenance addressed at a long-

term monitoring set-up. 

• Quantify and assess the accuracy of georeferenced point clouds pro-
duced via multi-view stereoscopic from Unmanned Aerial Vehicle 

(UAV) imagery. 

• Wave modelling as propagation and swash zone hydrodynamics of 
nearshore area with SWAN and SWASH. 

• Application of sensitivity study to assess the accuracy of SWASH run-
up predictions across conditions that have corresponding run-up 

measurements (time-stack). 

• Validate the results of run-up through numerical modelling and empiri-

cal models by video time-stack comparison. 
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       Thesis outline 

This study covers a range of topics from video monitoring implementation by using 

nonstandard photogrammetric techniques and computer vision algorithms, shoreline 

variability, UAV application for topographic environment solving, wave forcing model-

ling to run-up evaluation, which are structured in 6 chapters: 

A General Introduction, which represents a description of the thesis motiva-

tions, objectives, and overview. 
Chapter one, COASTAL PROCESSES AND MONITORING, describes the main 

features under consideration in order to the efforts for the new instruments deployment 

and algorithms, procedures implementation in order to its monitoring.  

Chapter two, AUTOMATIC COASTAL IMAGE SEGMENTATION FOR SHORELINE 

DETECTION, deals with a presentation of the state of the arts in the remote coastal 

monitoring realized by visible cameras, especially addressed to the shoreline mapping. 

Then it presents a new algorithm with the efforts in deploying a stable and completely 
automatic procedure for shoreline detection, without user intervention, realized by 

means of specialized computer vision algorithms.  

 Chapter three, NEW APULIAN COASTAL VIDEO MONITORING SYSTEM, de-

scribes the advances addressed to the implementation of a cheap, effective and com-

pletely automatic coastal video monitoring system and the validation of the new algo-

rithms and methods at two new stations in Apulia region. 
Chapter four, UNMANNED AERIAL VEICHLE (UAV) APPLICATION FOR BEACH 

DSM RECONSTRUCTION, is addressed to the validation of UAV flight on coastal area in 

order to reconstruct the beach topography, aiming the implementation of the results as 

input for hydrodynamic modelling. 

 Chapter five, VIDEO ANALYSIS OF WAVE RUN-UP AND NUMERICAL PREDIC-

TIONS WITH SWASH MODEL, aims to validate numerical model predictions of run-up 
by using 2-d and 1-d approaches, by means of video time-stack comparison. Empirical 

formulations are also tested and discussed.  

Afterwards, the main remarks and future researches are presented in the Con-

clusions of the thesis, in a separated chapter. Finally, References used throughout the 
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thesis are listed. All the published material is listed in my Curriculum at the end of this 

thesis. 
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Chapter 1 - COASTAL PROCESSES AND MONITORING 

 
1.1. Hydrodynamics of coastal zones 

Wind waves are generated as a result of the action of the wind on the surface of the 

water. The wave height, wave period, propagation direction and duration of the wave 

field at a certain location depend on (i) the wind field (speed, direction and duration), 
(ii) the fetch of the wind field (meteorological fetch) or the water area (geographical 

fetch) (iii) the water depth over the wave generation area. So wind waves, also referred 

to as short-crested, are generated and influenced by the local wind field, they are nor-

mally relatively steep (high and short) and often both irregular and directional, for which 

reason it is difficult to distinguish defined wave fronts. Whereas, swell are wind waves 

generated elsewhere but transformed as they propagate away from the generation area. 
Swell waves are often relatively long, of moderate height, regular and unidirectional. 

There are many types of wave transformation mainly related to wave phenomena oc-

curring in the natural environment. Particularly, when the waves approach shallower 

water (i.e. a sandy coast), and the water depth becomes less than about half the wave-

length, they are affected by the seabed through processes such as refraction, shoaling, 

bottom friction and wave breaking. The dissipation processes, such as wave-breaking, 
attenuate the short period much more than the long period components. This process 

acts as a filter, whereby the resulting long-crested swell will consist of relatively long 

(wavelength) waves with moderate wave height. Breaking waves are generally divided 

into different types, depending on the steepness of the waves and the slope of the 

shoreface. However, wave breaking also occurs in deep water when the waves are too 

steep, in the form of white-cups, with different mechanisms. Furthermore, when the 

waves meet major structures or abrupt changes in the coastline, they will be trans-
formed by diffraction. Moreover, if waves meet a submerged reef or structure, they will 

overtop them.  

Waves do not transport just energy but also momentum. Such momentum transport is 

equivalent to a stress and horizontal variations in this stress act as forces on the water 
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and may thus tilt the mean sea level or generate currents. The transport of wave-in-

duced momentum, consisting of normal stresses and shear stresses, is defined as 

radiation stress. The radiation stress generally increases outside the surf zone when a 

wave approaches the coast and the wave set-down occurs. At breaking, the wave en-

ergy is dissipated through the turbulence, while the momentum is transferred to the 

water column, this causes a slope of the water surface in order to balance the onshore 

component of the momentum flux, which results in a positive tilt of the mean water 
surface and it corresponds to the wave set-up. The set-up depends on the incoming 

wave height and, if the wave height is stationary, then the set-up will be stationary, too. 

While, at an actual beach, the waves tend to arrive in groups and the incoming wave 

height fluctuates more or less periodically with the period of the wave groups. This 

causes the set-up to fluctuate accordingly, so that the surf zone moves periodically up 

and down as the wave groups arrive, generating low-frequency waves that travel out to 
sea. This phenomenon is called surf beat.  

The above-mentioned wave set-up is only a part of the wave run-up. The latter, defined 

as the time-varying location of the shoreward edge of water on the beach face 

(Ruggiero et al., 2004)(Figure 1.1), is often expressed in terms of a vertical excursion 

consisting of two components: a steady super-elevation of the mean water level, the 

wave setup, and fluctuations about that mean, swash (Guza and Thornton, 1982, 
Holman, 1986, Holman and Sallenger, 1986, Kobayashi, 1999, Raubenheimer and 

Guza, 1996). Many work on swash zone dynamics essentially focused on the maximal 

excursion of water on the beach, given the frequency and amplitude of the incident 

wave train (Brocchini and Baldock, 2008; Holman and Sallenger, 1986). The swash 

signal could be decomposed into infragravity energy component, which dominates the 

swash signal on highly dissipative beaches and incident, predominant on reflective 

beaches (Ruessink et al., 1998).  

Furthermore, estimates of the maximum and exceedance values of run-up are still one 

of the major goals for research in the field of coastal engineering, the interest being 

related to (i) the increasing availability of field data for predictive purposes (Ruggiero et 

al., 2004) or (ii) the use of advanced techniques like photogrammetry, topographic data 
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collection, and digital image-processing techniques, which largely improve its detection 

capabilities (Boak and Turner, 2005). 

Coastal regions are also frequently subject to inundation produced by storms. The pre-

diction of beach inundation during storms involves the accurate prediction of wave run-

up, but a crucial influence in the maximum level to which the water travels up a beach 

or coastal structure is played also by the combination of tides and surges level.  

Tides, the periodic rise and fall in the level of the water in oceans and seas, are caused 
by the result of gravitational attraction of the sun and moon (Simm et al., 1996, Wright 

et al., 1999). They are very predictable. They are large on the NW European shelf but 

small in the Mediterranean (Wolf, 2009). While surges, on the other hand, are quasi-

periodic and caused by meteorological forcing. The most important mechanism for 

surge generation is wind-stress acting over shallow water. Observations of tides and 

surges are generally made at coastal tide gauges, even if these locations are not always 
ideal because they could experience local effects by being in ports or estuaries rather 

than reflecting open sea conditions. 

The dominance of astronomical tide, surge level and wave run-up depends on site-

specific conditions such as tidal range, storminess (exposure to surge levels and 

waves), the morphology of the continental shelf and the morphodynamic state of the 

beach. 
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1.1.1.  Runp-up measurement 

The in-situ measurements of swash processes, including spatial extension of run-up, 

were often coincident with measurements of sediment movement within the swash 

zone. Nowadays, they are growing and shifting towards remotely sensed measure-
ments.  

The first quantitative analysis of swash excursion were undertaken by using resistance 

wires (Guza and Thornton, 1982, Pitman, 2014). Typically, two electronic resistance 

wires are elevated to a nominal distance above the bed. The wires ran cross-shore and 

the swash action running up the profile submerged the wires, shorting out the current 

path, resulting in different levels of resistance. The wires are calibrated by submerging 
known lengths in water prior to field deployment (Raubenheimer et al., 1995).  In the 

same way as these horizontal resistance wires are used to measure the spatial extent 

of swash, efforts in using pore pressure sensors buried few cm below the bed in order 

to monitor the water level and beach topography, are undertaken (Baldock et al., 2008). 

While Pressure transducers represents an alternative of in-situ deployed instruments 

for swash depth measurement, and they are often installed in conjunction with other 

Figure 1.1 Wave run-up scheme, adapted from Peter et al. (2001). 
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sensors, such as run up wires for a more continuous dataset. Remotely sensors de-

ployment is growing fast. Ultrasonic acoustic sensors mounted on a scaffold frame 

collecting data of bed level changes have been demonstrated to provide an acceptable 

performance and applicable to measurements of the swash lens (Blenkinsopp et al., 

2016, Blenkinsopp et al., 2011, Turner et al., 2008). 

An emerging method for remotely sensing swash and the near-shore uses light- and/or 

radio detection and ranging, or LIDAR and RADAR, respectively (Pitman, 2014). Both 
systems work by emitting a pulse and measuring the round-trip time and/or different 

return phases, hence known directionality of that pulse in relation to a sensor. Some 

recent experiences highlight the Terrestrial Laser Scanner as new optimal instrument in 

order to predict wave motion in the swash zone (Almeida et al., 2015, Blenkinsopp et 

al., 2010), morphological changes on a wave-by-wave basis in the surf zone, in com-

bination with video-oservation (Vousdoukas et al., 2014), wave measurements, run-up 
heights and overtopping (Hofland et al., 2015, Valentini, 2014).  

The spread of video systems for nearshore measurements have also led to the defini-

tion of a data sampling schemes designed such to collect time series of pixel intensities: 

time-stack. In the foreshore area, this often correspond to cross-shore transect across 

a beach face which is used to calculate position of the water's edge, run-up. Among 

the video-analysis techniques used in this thesis, in Chapter 5 -, this will be treated 
within a more extensive description.  

 

1.1.2.  Empirical models for run-up predictions 

If storm surge (wind and pressure surge) can be deduced from the observed tide using 

tide gauge measurements, estimation of wave run-up is more complicated because of 

the complex processes driving the swash zone. For this reason, many run-up formula-

tions can be found in the literature, most of them including deep-water significant wave 

height (𝐻𝐻0) and wavelength (𝐿𝐿0), which is related to the peak period (𝑇𝑇𝑝𝑝), and the 

beach slope (𝛽𝛽).  
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Hunt (1959)) proposed a relation of the run-up values, found proportional to the surf 

similarity parameter or Iribarren number: 

 𝑅𝑅
𝐻𝐻0

= ξ0 (1.1) 

where 𝐻𝐻0 is the average deep water regular wave height, ξ0 = tan𝛼𝛼/�𝐻𝐻0/𝐿𝐿0 ,      
𝐿𝐿0 = 𝑔𝑔𝑇𝑇2/2𝜋𝜋, 𝑇𝑇 the regular wave period and 𝛼𝛼 the measured foreshore slope. 

The extension of this relationship, by using time domain analysis of irregular waves, 

led Battjes (1974) to this formulation: 

 
𝑅𝑅2%
𝐻𝐻1/3 

= 𝐶𝐶𝑚𝑚ξ0m (1.2) 

with  𝐶𝐶𝑚𝑚 = 1.49 –  1.87 , ξ0 = tan𝛼𝛼/�𝐻𝐻1/3/𝐿𝐿0𝑚𝑚 , and 𝐻𝐻1/3 the average of the 1/3 

highest wave heights and 𝐿𝐿0𝑚𝑚 derived from the linear wave theory. 

Holman and Sallenger (1986) made a statistical analysis for the 2% exceedance maxi-

mum run-up values (𝑅𝑅2%) from field data collected on a natural intermediate-to-reflec-

tive beach (beach slope tan𝛽𝛽 from 0.07 to 0.2), by using video images analysis. They 

found correlations between run-up, and the surf similarity parameter, defined by the 

significant wave height at intermediate depth, 𝐻𝐻𝑚𝑚0:  

 
𝑅𝑅2%
𝐻𝐻𝑚𝑚0

= 𝑎𝑎ξ0p𝑏𝑏 + 𝑐𝑐 (1.3) 

where, with respect to Hunt formula, Holman (1986) fits this equation with 𝑎𝑎 =  0.83, 

b = 1, and 𝑐𝑐 =  0.2. 

Predictions based on the foreshore slope dramatically over-estimate run-up while pre-

dictions based on the surf zone slope under-estimate the run-up (Mayer and Kriebel, 

1994). 
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Nielsen and Hanslow, (1991) pointed out that beach slope definition in relation to the 

run-up formulations may cause big differences, since for example at dissipative condi-

tions the difference between the foreshore beach slope and the slope of the surf zone 

is fairly small, quite the opposite at intermediate to reflective beaches. For this reason, 

an ideal measure of beach slope should account for both the foreshore and the surf 

zone. Hunt (1959) suggests, for bi-linear geometries, a weighted average. Over com-

plex geometries Saville Jr (1957) proposed a time-consuming iterative solution in order 
to implement an hypothetical average or "effective" slope of the entire active surf zone, 

to be extended between the wave break point and the run-up limit. 

An analytical solution (Eq. 1.4) for wave run-up over non-uniform beach profiles is then 

found and discussed in Mayer and Kriebel (1994), to be given by the solution of a 

quadratic equation: 

 𝑅𝑅 =
𝑚𝑚
2
�𝑋𝑋𝑏𝑏 − �𝐻𝐻0𝐿𝐿0� �−1 + �1 +

4ℎ𝑏𝑏�𝐻𝐻0𝐿𝐿0
𝑚𝑚�𝑋𝑋𝑏𝑏 − �𝐻𝐻0𝐿𝐿0�

2� (1.4) 

where mean run-up is derived from a formulation of the average slope between the 

incipient breakpoint and the run-up limit, which is defined by: 

 tan𝛽𝛽 =
𝑅𝑅 + ℎ𝑏𝑏

 𝑋𝑋𝑅𝑅 + 𝑋𝑋𝐵𝐵 
   (1.5) 

As depicted in Figure 1.2, the ℎ𝑏𝑏 is the incipient breaking depth, 𝑋𝑋𝑏𝑏 is the horizontal 

distance from the shoreline to the breakpoint, and 𝑋𝑋𝑅𝑅 is the horizontal distance to the 

run-up limit. 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

26 Nico Valentini 
 

Mase (1989) proposes a relationship for gentle, smooth and impermeable slopes for 

irregular wave run-up, based on the laboratory data, distinguishing the statistical run-

up expression: 

 𝑅𝑅2%
𝐻𝐻0

= 1.86ξ0.71 (1.6) 

 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚
𝐻𝐻0

= 2.23ξ0.77 (1.7) 

 𝑅𝑅�
𝐻𝐻0

= 0.88ξ0.69 (1.8) 

where 𝑅𝑅2%,𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 𝑎𝑎𝑎𝑎𝑎𝑎 𝑅𝑅� are respectively the 2% exceedance, maximum and mean 

run-up. 

Nielsen and Hanslow (1991) investigate the run-up values on several natural beaches 

at New South Wales, in Australia. By assuming a Rayleigh distribution, the subsequent 

formulations are derived, on the basis of 𝐿𝐿𝑧𝑧𝑧𝑧𝑧𝑧, see Eq. (1.11), which is the shape 
parameter, or vertical scale for the related distribution:  

 𝑅𝑅2% = 1.98𝐿𝐿𝑧𝑧𝑧𝑧𝑧𝑧 (1.9) 

Figure 1.2 Sketch of "Effective" slope (Mayer and Kriebel, 1994). 
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    𝑅𝑅� = 0.98𝐿𝐿𝑧𝑧𝑧𝑧𝑧𝑧 (1.10) 

 𝐿𝐿𝑧𝑧𝑧𝑧𝑧𝑧 = �
0.05 �𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟𝐿𝐿0     𝛽𝛽𝑓𝑓 < 0.1
0.6𝛽𝛽𝑓𝑓�𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟𝐿𝐿0    𝛽𝛽𝑓𝑓 ≥ 0.1

 (1.11) 

Ruessink et al. (1998) calculated the run-up on highly dissipative beaches, highlighting 

the dominance of infragravity waves, and defining the beach slope within the region of 

minimum run-down and maximum run-up. A linear relationship was found:  

 
𝑅𝑅𝑠𝑠
𝑖𝑖𝑖𝑖

𝐻𝐻0
= 0.53 ξ + 0.09 (1.12) 

Ruggiero et al. (2001), by using video techniques, and aggregating the dataset of 
Holman and Sallenger (1986), create a model for predisposition of coastal properties 

to erosion during extreme events. The model account for a run-up expression, in Eq. 

(1.13), where the foreshore beach slope 𝛽𝛽𝑓𝑓 is defined in the region between two stand-

ard deviations from the mean run-up elevation. The formula is: 

 𝑅𝑅2% = 0.27�𝛽𝛽𝑓𝑓𝐻𝐻0𝐿𝐿0 (1.13) 

Recently, a synthesis of empirical parameterization of extreme 𝑅𝑅2% run-up, based on 

several natural beach and laboratory experiments (Stockdon et al., 2006), indicate that 
in an infragravity-dominated dissipative context, the magnitude of swash super-eleva-

tion is dependent only on offshore wave height and wavelength. While, it is achieved 

that for intermediate to reflective condition, combined with complex foreshore morphol-

ogy, beach slope is on the contrary much more important, particularly for practical 

applications (Suanez et al., 2015).  

In Stockdon et al. (2006) experience, by using video techniques, the 𝛽𝛽𝑓𝑓 is the average 

slope on a region of ±2𝜎𝜎∗ around the set-up at the shoreline and 𝜎𝜎∗ the standard 
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deviation of the continuous water level record. The relative formulation is elaborated 

differently according to the beach morphodynamic context: 

 𝑅𝑅2% = 0.043(𝐻𝐻0𝐿𝐿0)1/2         ξo <  0.3     (1.14) 

 𝑅𝑅2% = 1.1�0.35𝛽𝛽𝑓𝑓(𝐻𝐻0𝐿𝐿0)
1
2 +

[𝐻𝐻0𝐿𝐿0�0.563𝛽𝛽𝑓𝑓2 + 0.004�
1
2

2 �            

< 0.3 < ξo < 1.25   

(1.15) 

 𝑅𝑅2% = 0.73𝛽𝛽𝑓𝑓(𝐻𝐻0𝐿𝐿0)1/2         ξo >  1.25 (1.16) 

Vousdoukas et al. (2009) compare run-up video observations on microtidal pocket 

beaches on Eastern Mediterranean with the predicted ones using mainly Douglass, 

(1992), Holman, (1986), Peter et al., (2001) structured empirical relations, and the 

results did not match, with the exception of Stockdon et al. (2006) formulation. Rea-

sons are traced back to swash zone sedimentology and/or the nearshore bed morphol-

ogy (Vousdoukas et al., 2009) not well accounted in those formulations.  

While applying same run-up extraction methodology on mesotidal reflective beach, 

Vousdoukas et al. (2012) add some additional terms depending on shore-normal wind 

speed component, 𝑈𝑈𝑤𝑤𝑤𝑤, and the tidal water-level variations relative to mean sea level, 

𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 for a new run-up parametrization: 

 𝑅𝑅2% = 0.503𝛽𝛽𝑓𝑓(𝐻𝐻0𝐿𝐿0)1/2 + 0.878𝜉𝜉�
𝐻𝐻03

𝐿𝐿0
− 0.016𝑈𝑈𝑤𝑤,𝑥𝑥 + 0.188𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 0.457 (1.17) 

Roberts et al. (2010) found the both formulations of Holman (1986) and Stockdon et 
al. (2006) under predict and over predict the run-up considerably if erosion or accre-

tion, respectively takes place. They did not include the bed slope in their analysis, jus-

tifying it with the assumption it is difficult to be measured and depends on the wave 

properties. The only variable they assumed is the breaking wave height: 
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   𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐻𝐻𝑏𝑏 (1.18) 

Considering a study of run-up on beaches characterized by long wave periods, Mather 

et al. (2011) highlighted the importance of using not only the foreshore slope, but also 

the bathymetric profile until around the closer depth. The formulation is the following:  

   𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐶𝐶𝐻𝐻𝑜𝑜𝑆𝑆2/3 (1.19) 

where S acts as a representative nearshore slope, and C a dimensionless coefficient 

which takes into account the beach morphology. Their model based on Eq. (1.19, is 
supported with C = 10 for open beaches, while required an adjustment of the coeffi-

cient for large embayments where C = 9 and small embayments, C = 6.  

Douglass [45] proposed an independent beach slope relationship for evaluating the 

maximum run-up, Eq. (1.20): 

   
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚
𝐻𝐻0

=
𝐶𝐶1

√𝐻𝐻0𝐿𝐿0
 (1.20) 

where 𝐶𝐶1 is equal to 0.12, calibrated as an empirical coefficient with Holman’s data. 

Results of wave run-up parameterizations against extensive field data from the Euro-

pean Atlantic coast are not so diffuse and since the climatic and tidal conditions, hence 

the wave climate and the geological history may vary significantly among continents 
and sites (Vousdoukas et al., 2012), it still demands further investigation. 

 

1.2. Numerical modelling approaches 

The estimation of the wave height distribution, wave directions, periods and typical 

coastal wave parameters, are always of importance for questions in coastal engineering 

for monitoring purposes particularly, and since late ’40 a great effort in their prediction 

and calculation has been invested. In particular, the propagation and dissipation of wa-
ter waves can be simulated with the aid of two classes of mathematical models: 
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• Phase-resolving models where the sea surface is resolved, i.e. the surface 

is covered with a grid which is fine compared with the wave length, and the 

gridded values of the vertical displacement 𝜂𝜂(𝑥𝑥,𝑦𝑦, 𝑡𝑡) are computed. 

• Phase-averaged models for which the statistics of the sea surface is com-
puted, i.e. on points of a grid the action or energy spectra are computed. 

Spectral wave models can account for most of the important processes, which govern 

the evolution of random wind waves, hence they can be used for the simulation of the 
sea-state in larger areas. Starting with first-generation models, the implementation of 

fully discrete third generation spectral models (WAM (Group, 1988), WAVEWATCH III 

(Tolman, 1997)) has been actually reached ( ). With the introduction 

of models, such as SWAN, the theory has been further extended to account for the 

processes in shallow water, such as shallow water wave breaking and near-resonant 

nonlinear interactions, which make this class of models an interesting approach also 
in the nearshore region for lots of coastal engineering applications. The SWAN model 

became, as a free source code, a standard tool and has been successfully applied to 

different coastal engineering applications where it shows its ability to hind-cast the 

shallow water physics with reasonable results (Rogers et al., 2007, Rusu et al., 2008). 

A limitation in the model size has to be accounted for the Phase-resolving models be-

cause the computational grid has to be fine enough to resolve the relevant wave lengths. 

The actual limitation depends on the type of model used.  
There are time-dependent models in this category, and stationary models in which the 

wave motion is purely periodical. With respect to more traditional Boussinesq model 

which had a limitation related to the depth (recent research relaxed this limit to a certain 

extent), the three-dimensional model, such as SWASH, recently developed (Zijlema et 

al., 2011), resolves also the vertical length.  

In the following the MeteOcean, SWAN and SWASH models to describe the waves until 
the shore, including the surfing zone are described, motivated by the approach used in 

Chapter 5 -. In fact, to simulate waves from the offshore zone until shore, numerical 

simulations with nesting schemes have been run. The basic idea is to use MeteOcean 
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forecast database for nesting in the SWAN model rather than feeding it directly into the 

SWASH model. The reason for that was the known ability of the SWAN model to gen-

erate accurate shallow water spectral wave conditions for SWASH. In this way, we 

achieve the good representation of the wave processes on global, meso and fine scales.  

The model features and in Section 5.3, the employed implementations, are described, 

focusing more on the model SWASH, as it is less known than the WAVEWATCH III and 

SWAN models. 

 

1.2.3.  MeteOcean 

The numerical modelling chain employed in the operational MeteOcean (Besio, 2012) 

forecasting system, whose outputs are employed in this study, consists of an atmos-

pheric model for downscaling wind and atmospheric fields and a third-generation 

model for wave generation and propagation in the Mediterranean Sea. The non-hydro-

static mesoscale model Weather Research and Forecast, WRF-ARW (Skamarock et al., 
2005) is implemented for the atmospheric model simulations, which provide mainly 

the 10-m wind fields that drives the WWIII (Tolman, 2009).  

The computational domain, made by 328 ∗ 265 points, covers the whole Mediterra-

nean with horizontal resolution of about 10 𝑘𝑘𝑘𝑘 and a nested grid size of 2 𝑘𝑘𝑘𝑘 for 

Northern Thyrrhenian Sea (Mentaschi et al., 2015). 

WAVEWATCH III™, the wave model implemented in MeteOcean, solves the random 
phase spectral action density balance equation for wavenumber-direction spectra. The 

implicit assumption of this equation is that properties of medium (water depth and cur-

rent) as well as the wave field itself vary on time and space scales that are much larger 

than the variation scales of a single wave (NOAA, 2013). The sum of source terms 

consisting of the transfer of energy from the wind field to the waves through mainly a 

wind-wave interaction term (𝑆𝑆𝑖𝑖𝑖𝑖 ), the dissipation due to wave breaking (𝑆𝑆𝑑𝑑𝑑𝑑) and the 

nonlinear interactions between waves (𝑆𝑆𝑛𝑛𝑛𝑛) controls the evolution of the wave field in 
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the model. The regular grid employed covers the whole Mediterranean Sea with a res-

olution of 0.1273° ×  0.09°, corresponding to approximately 10 km at a latitude of 

45°N (Mentaschi et al., 2015). 

The wave model is forced with the wind fields modelled by the atmospheric model with 

an hourly time step. The output is recorded hourly at all points on the computational 

grid to determine the integrated quantities (𝐻𝐻𝑠𝑠,𝑇𝑇𝑚𝑚,𝜃𝜃𝑚𝑚), whereas the wave spectra are 

stored and interpolated on the locations at choice. The model has been developed and 
validated on 32-years hindcast, by using records from Rete Ondametrica Nazionale 

(RON), Red Exterior (REDEXT) buoys and a set of buoys from the Greek Poseidon net-

work. Globally speaking, in the Ionian Sea, characterized by longer fetches, with respect 

to Adriatic or Aegean Seas, a reliable estimate of the average significant wave height is 

undertaken. Particularly, for the Ionian Basin where the model is used as input for sim-

ulations (see Section 5.3), over a sample size of 72,082,  the Normalized Bias (𝑁𝑁𝑁𝑁𝑁𝑁), 
defined as ∑(𝑆𝑆𝑖𝑖 − 𝑂𝑂𝑖𝑖)/∑(𝑂𝑂𝑖𝑖) (where 𝑆𝑆𝑖𝑖 and 𝑂𝑂𝑖𝑖 are simulations and observations, re-

spectively), for the aggregated parameters 𝐻𝐻𝑚𝑚,𝑇𝑇𝑝𝑝 𝑎𝑎𝑎𝑎𝑎𝑎  𝜃𝜃𝑚𝑚 are calculated equal to 

−0.29%, 4.72% and 0.94%, respectively (Mentaschi et al., 2015).  

 

1.2.4.  SWAN 

Over the past two decades, a number of advanced spectral wind-wave models, known 

as third-generation models have been developed. The essence of a 3G model is the 

absence of restrictions on the spectral shape and that it is fully determined by the 

source terms. The SWAN model has been widely used all over the world from coastal 

engineers in many coastal wave studies, especially because of its ease of use and its 

unconditionally stable numerical scheme. 

The SWAN model is a third-generation wave model that computes random, short-

crested wind generated waves in coastal regions and inland waters. This model was 

developed by the Environmental Fluid Mechanics Section of the faculty of Civil Engi-

neering and Geosciences at the Delft University of Technology (Booij et al., 1996). 
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Such a spectral wave models compute the evolution of wave action density 𝑁𝑁 = 𝐸𝐸/𝜎𝜎, 

where 𝐸𝐸 is the variance density and 𝜎𝜎 the relative radian frequency. For small-scale 

coastal application, the spectral action balance equation could be expressed in Carte-

sian coordinates as: 

 
∂𝑁𝑁
∂𝑡𝑡

+
∂
∂𝑥𝑥

(𝑐𝑐𝑥𝑥𝑁𝑁) +
∂
∂𝑦𝑦

(𝑐𝑐𝑦𝑦𝑁𝑁) +
∂
∂𝜃𝜃

(𝑐𝑐𝜃𝜃𝑁𝑁) +
∂
∂𝜎𝜎

(𝑐𝑐𝜎𝜎𝑁𝑁) =
𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 
𝜎𝜎  (1.21) 

with 

 𝑐𝑐𝑥𝑥 = 𝑐𝑐𝑔𝑔,𝑥𝑥 + 𝑈𝑈𝑥𝑥;               𝑐𝑐𝑦𝑦 = 𝑐𝑐𝑔𝑔,𝑦𝑦 + 𝑈𝑈𝑦𝑦 (1.22) 

In the Equation (1.21), on the left side, the first term represents the rate of change of 

action in time and the second and third terms represent the propagation of action in 

geographical space (x, y). Then, the fourth and fifth terms represent the frequency shift 

and refraction induced by depth and currents, respectively. The right-hand side term 
𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡, of the action balance equation, represents the effects of generation, dissipation, 

and non linear wave–wave interactions. 

Six terms are representative of corresponding processes which contribute, in shallow 

water, to the 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡:  

 
𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑆𝑆𝑖𝑖𝑖𝑖(𝜎𝜎,𝜃𝜃) + 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑,𝑤𝑤(𝜎𝜎, 𝜃𝜃) + 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑,𝑓𝑓𝑓𝑓(𝜎𝜎,𝜃𝜃) + 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑,𝑏𝑏𝑏𝑏(𝜎𝜎,𝜃𝜃) +
𝑆𝑆𝑛𝑛𝑛𝑛3(𝜎𝜎,𝜃𝜃) + 𝑆𝑆𝑛𝑛𝑛𝑛,4(𝜎𝜎,𝜃𝜃)  

(1.23) 

In general, the transfer of wind energy to the waves is well described with the resonance 
mechanism due to (Phillips, 1957) and feed-back mechanism (Miles, 1957). The for-

mer contributes to the initial stages of wave growth and varies linearly with time, the 

expression of Cavaleri and Rizzoli (1981) is typically assumed. The latter (feed-back 

mechanism) can be distinguished by its exponential growth, which becomes dominant 

if some wave energy is present, and the corresponding expressions are given by Komen 

et al. (1984), rescaled in terms of friction velocity, or Janssen (1989).  



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

34 Nico Valentini 
 

The dissipation term of wave energy is represented by the sum of mainly three different 

contributions: white capping, bottom friction and depth-induced breaking. The white-

capping formulations are based on a pulse-based model (randomly distributed pressure 

pulses) of Hasselmann (1974), with a number of alternative expressions proposed to 

improve the accuracy of SWAN. The interaction between the surface waves and the 

bottom is modelled in SWAN by the dissipation of wave energy process due to the 

bottom friction and could be estimated based on the empirical JONSWAP formulation 
(Hasselmann et al., 1973), the eddy-viscosity model of Madsen et al. (1988), or the 

drag law model of Collins (1972). The process of depth-induced wave breaking is still 

poorly understood and low knowledge is about its spectral modelling. In contrast to 

this, the total dissipation (i.e. integrated over the spectral space) due to this type of 

wave breaking can be well modelled with the dissipation of a bore applied to the break-

ing waves in a random field. A spectral version of the bore model of Battjes and Janssen 
(1978) that conserves the spectral shape is used with 𝛼𝛼 = 1 and  𝛾𝛾 = 0.73. 

On deep water, SWAN models the transfer of the inner energy by means of four-wave 

(or quadruplet) interactions and in shallow water by means of three-wave (or triad) 

interactions. 

The integration of the action balance equation is implemented in SWAN with a finite 

difference schemes in the dimensions of time, geographic space (𝑥𝑥,𝑦𝑦) and spectral 
space (𝜎𝜎,𝜃𝜃). An iterative sweep mechanism is used for solving numerically the equa-

tions cast in an implicit scheme. Moreover, the SWAN model has also no Courant num-

ber limitation like WAM or WAVEWATCH. Therefore, it is able to efficiently cope with 

small spatial resolutions in coastal applications. 

 

1.2.5.  SWASH 

The SWASH model, introduced in Zijlema et al. (2011), is a general-purpose numerical 

tool for simulating non-hydrostatic, free-surface, rotational flows and transport phe-
nomena in one, two or three dimensions. It provides a general basis for simulating wave 

transformations in coastal waters and agitation in ports, complex changes in rapidly 
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varied flows, even large-scale ocean circulation and storm surges. This recently re-

leased model is developed at the TU Delft and it is available as open source in the 

“sourceforge” webpage http://swash.sourceforge.net/, it is still in developing process. 

The current version is 3.14AB. 

The governing equations are the nonlinear shallow water equations (NLSW) including 

non-hydrostatic pressure in horizontal momentum equations, with optionally conserva-

tive transport of temperature, salinity and suspend sediments. The model uses second 
order finite difference method, in explicit mode, for staggered grids, whereby mass and 

momentum are strictly conserved at a discrete level. This simple and efficient scheme 

is able to track the actual location of incipient wave breaking. The momentum conser-

vation enables the broken waves to propagate with a correct gradual change of a form 

and to resemble steady bores in a final stage. The Prandtl mixing length hypothesis 

models the energy dissipation due to the turbulence generated by wave breaking 
(Guimarães et al., 2015). 

The depth-averaged, non-hydrostatic, free-surface flow, described by NLSW, can be 

derived from the Navier-Stokes equation for an incompressible and inviscid fluid with 

constant density 𝜌𝜌𝑜𝑜: 

 𝜕𝜕η
∂t

+
∂hu
∂x

+
𝜕𝜕ℎ𝑣𝑣
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= 0  (1.24) 
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(1.26) 

where 𝑡𝑡 is the time, 𝑥𝑥 and 𝑦𝑦 are located at the still water level and the 𝑧𝑧-axis points 

upwards. 𝜂𝜂(𝑥𝑥,𝑦𝑦, 𝑡𝑡) is the surface elevation measured from the still water level, 𝑑𝑑(𝑥𝑥,𝑦𝑦) 

http://swash.sourceforge.net/
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is the still water depth, or the downward measured bottom level, ℎ = 𝜂𝜂 +  𝑑𝑑 is the 

total water depth, 𝑢𝑢(𝑥𝑥,𝑦𝑦, 𝑡𝑡) and 𝑣𝑣(𝑥𝑥,𝑦𝑦, 𝑡𝑡) are the depth-averaged flow velocities in 𝑥𝑥- 

and 𝑦𝑦-directions, respectively. 𝑞𝑞(𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡) represents the non-hydrostatic pressure 

(normalized by the density), 𝑔𝑔 is the gravitational acceleration, 𝑐𝑐𝑓𝑓 is the dimensionless 

bottom friction coefficient, and 𝜏𝜏𝑥𝑥𝑥𝑥, 𝜏𝜏𝑥𝑥𝑥𝑥, 𝜏𝜏𝑦𝑦𝑦𝑦 and 𝜏𝜏𝑦𝑦𝑦𝑦 are the horizontal turbulent stress 

terms. 

For a proper representation of the interface of water and land, a simple approach is 

adopted that tracks the moving shoreline by ensuring non-negative water depths and 

using the upwind water depths in the momentum flux approximations. 

 

1.3. Coastal areas, erosion and monitoring 

The previous sections introduces the wave transformations over a coastal profile and 

how these processes generate wave induced set-up, or currents. These hydrodynamic 

conditions will result in the movement and transport of sediments, which may results 

in beach profile changes. Two main transport components are typically recognized, 

perpendicular and parallel to the coast; actually, the cross-shore transport is the main 

responsible of beach morphological evolution. Littoral zone can be described as that 
portion of the coastal profile where the sediments could be transported by wave action. 

Sandy beach and nearshore zones extend from the limits of wave action on the beach 

backshore, offshore to the limit of the movement of sand on the bed by waves 

(Masselink et al., 2014). The nearshore zone can be described as incorporated in the 

littoral zone between the low tide line and the offshore limit of wave action on the bed 

and the beach which lies landward of this. The swash zone represents a very dynamic 
zone of the shore experiencing large levels of sediment transport, turbulence and great 

rates of morphological changes from the short term (swash-to-swash scale) to longer 

term events (tidal cycle). Swash zone flows are of fundamental importance not only 

because of the effective local effects, influencing beach face morphology, longshore 

sediment transport, overwash and overtopping of barrier islands and coastal defence 

structures, etc. but also because they can affect the surf zone dynamics as a whole.  
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In many cases, coastal engineering problems can be expressed in terms of sediment 

transport-related problems. In particular, the littoral drift budget is decisive for natural 

coast erosion or accretive processes and for understanding impacts of man-made 

structures, existing or planned. The shoreline classification is also important for under-

standing the morphological features of the coastal area and for evaluating the most 

suitable protection work. 

Coastal areas are continually changing, shaped by the dynamic interaction results of 
the processes between the two major natural systems (sketched in Figure 1.3). In ad-

dition to its hydro and morphological importance, the coastal areas are important from 

a human perspective. For instance, more than half of the US population lives within 80 

kilometres of the shoreline and beaches are nowadays one of the top recreational des-

tination for domestic and foreign tourists (Thornton et al., 2000) and, almost half of the 

European population lives within 50 km of the sea (Fragakis, 2002). These areas are 

high vulnerable systems due to the careful balance between the human development 
on the coast and coastal stability itself, in order to guarantee overall coast protection. 

The exploitation of the coastal zone requires a depth understanding of the best re-

sources to use and a constant monitoring within environmental forces. The main ob-

jective would consist into a planning strategy of coastal zones utilization so that nega-

tive consequences from interaction between the activities and the natural processes 

Figure 1.3 Sketch of coastal area and the description of the more representative components 
(after (Masselink et al., 2014)). 
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are minimized. The dynamic nature of these processes could be expressed in terms of 

coastal accretion and erosion, of morphological mobility of dune areas, tidal inlets and 

in term of risk of flooding.  

Coastal erosion is the process of wearing away material from a coastal profile due to 

imbalance in the supply and export of material from a certain section. It takes place in 

the form of scouring in the foot of the cliffs or dunes or at the subtidal foreshore.  

Coastal erosion takes place mainly during strong winds, high waves and high tides and 
storm surge conditions, and results in coastline retreat and loss of land (Mangor, 

2001). It is a very complex mechanism and it depends on the off and on-shore envi-

ronment, wave energy and direction, weather and climate, also including the materials 

characterizing the coast and the supply or extraction of sediments, as well as the influ-

ence of manmade structures (Archetti and Zanuttigh, 2010). Since the 1980s, erosion 

is widely considered the main process acting on the coasts of the Earth. Coastal ero-
sion, defined as the amount of shoreline retreat for a given coast is frequently evaluated 

in different manners according to both the researchers and the methods (Delle Rose, 

2015). 

Italy’s coast has been facing an erosion phase from the mid XIX century, due to impacts 

from changes to land use and rivers (quarrying and damming). The law has been tack-

ling shore protection since 1907. Today around 42 % of beaches are retreating with 

the highest rates at deltas. Hard defence dates back to Roman times and has been the 

preferred strategy since, but innovative approaches are being tested and put into prac-

tice. Soft strategies, e.g., nourishment (Damiani et al., 2011), are increasingly used, 

especially in tourism areas. Responsibility for Coastal Management and protection is 

decentralised, as it shifted from national to regional governments in 1989 (Pranzini et 

al., 2015). 

Coastal managers have to deal with the coastal erosion management. Specifically, 
some of the most significant problems facing coastal managers can be grouped and 

traced back to data with limited spatial/temporal resolution and coverage, complex data 
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models from scientific community of difficult interpretation and also, insufficient under-

standing of coastal systems. Beach surveys are required, for example, for monitoring 

shoreline evolution (erosion and accretion); however, for any kind of logistical and eco-

nomic reasons, these surveys are usually only possible once or twice a year at best, 

like Italian Authority of Basin’s practices in Italy. Moreover, they are often not effectively 

well distributed or the corresponding results do not take appropriately into account the 

seasonal variability, etc. While, well/structured monitoring of beaches provides im-
portant information about the state of the coastal system. Furthermore, data from mon-

itoring could provide the input into the statistical descriptors Coastal State Indicators 

(Davidson et al., 2007) and numerical models of beach behaviour. In the field of shore-

line management, for example, monitoring must be driven by the need to provide ap-

propriate data and several stages may be related in this process: 

• Understanding the past: short-term fluctuations and long term trends in 
dune-beach evolution need to be identified to understand the present and 

predict the future. 

• Identifying potential problems: monitoring allows significant change to 

be identified so that a reasoned response can be developed and imple-
mented, (i.e. dune erosion may lead to damage to an important backshore 

asset). 

• Predicting the future: past and recent developments along the shoreline 
are a guide to the future evolution. 

• Monitoring management operations: feedback on beach-dune response 
to operations will guide future management, possibly suggesting refine-

ments or alternatives.  

• Calibrating or validating physical and numerical models. 

Hence, regular monitoring of coastal areas, assessment of their morphodynamics and 

identification of the processes influencing hydrodynamic or sediment transport are in-

creasingly important for a better understanding of changes and evolutionary trends in 

coastal systems. This demands a multi-disciplinary approach involving researchers 
with expertise in coastal processes and state-of-the-art observation technologies. 
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1.3.6.  Shoreline definition and detection 

As introduced in previous section, the analysis of shoreline variability and shoreline 

erosion-accretion trends is crucial to a broad range of investigations undertaken by 

coastal scientists, coastal engineers and managers. An idealized definition of shoreline 

in coastal engineering is associated to the physical interface of land and water (Dolan 

et al., 1991). Despite its apparent simplicity, this definition is in practice a challenge to 
apply. In reality, the shoreline position changes continually through time, because of 

cross-shore and alongshore sediment movement in the littoral zone and especially be-

cause of the dynamic nature of water levels at the coastal boundary (e.g., waves, tides, 

groundwater, storm surge, setup, run-up, etc.). The shoreline must obviously be con-

sidered in a temporal sense, and the time scale chosen will depend on the context of 

the investigation. Moreover, alongshore variation is quite important and has to be con-

sidered for the definition of the shoreline (Camfield and Morang, 1996, Douglas et al., 
1998). The need of a shoreline indicator is useful for the definition of a feature to be 

used as a proxy to represent the “true” shoreline position.  

Two main classes of shoreline indicator are well summarized in the work by Boak and 

Turner (2005): (i) visually discernible coastal feature and (ii) a tidal datum-based shore-

line indicator determined by a coastal profile and specific vertical elevation (e.g. MWL, 

MHW, MSL, etc.). Into the main two classes, different instrument and methods are 
used. Moreover, stand the investigation purposes, and hence, the sampling frequency 

of the measurements, the available data sources in order to determine the shoreline 

position change.  

The historical oblique photographs represents the first background source of infor-

mation. Many disadvantages could be related mainly to the lack of ground control 

points (GCPs), absence of time-related metocean data. Hence, only qualitatively ad-
vantage regarding the evidence of special morphological features can be extracted.  

Historical coastal maps propose a good representation of large spatial coverage shore-

line data. Unfortunately, the temporal coverage of this data source is bounded, and lots 
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of potential errors can be associated to datum changes, different surveying standard, 

projection errors, etc. (Anders and Byrnes, 1991). 

Aerial photographs with manual detection can be accounted as one of the first method 

useful for visually defined coastal feature and led to the definition of several types of 

indicator. Among others, they are based on man-made structure delimitation, like as 

landward edge of shore protection structure (Moore et al., 1999); morphological fea-

ture, such as the seaward dune vegetation limit (Priest, 1999; Komar et al., 2001) or 
erosion scarp (Stafford and Langfelder, 1971); and those based on position of selected 

waterline (i.e. high-tide HWL), such as the location of the wet and dry beach interface 

(McBride et al., 1991), zone of high-pixel brightness variance (Shoshany and Degani, 

1992). With such a method, a good spatial coverage is easily ensured, while temporal 

coverage is site specific. It is generally assumed the shoreline indicator to have been 

associated with some type of visibly discernible feature. 

Beach surveys along cross-shore transects can be treated as an accurate sources of 

shoreline, by interpolation of a discrete series of profiles. Alongshore accuracy tend to 

decrease with the relative transect spacing. A datum-based shoreline indicator is asso-

ciated to this database.  

The kinematic differential GPS mounted on four-wheel vehicle is an optimal alternative 

in order to supply for high spatial precision information. The GPS accuracy and the 
operator precision represent the main drawbacks. 

The advances in remote sensing and geographical information system (GIS) tech-

niques are overcoming the difficulties in extraction of shoreline position and calculation 

of shoreline changes (Aedla et al., 2015, Bruno et al., 2016). The main limitations of 

this data source to coastal investigations can be associated to the pixel resolution and 

cost. Nowadays, both drawbacks are going decreasing.  

On the contrary, with the spreading of land-based image stations and image-pro-
cessing advances, temporally dense even spatially limited data sets can provide an 

objective shoreline, with repeatable, scientifically valid approach and automatable. Cost 

and higher resolution make this approach more performing (Aarninkhof et al., 2003). 
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In the second class can be mentioned the measurement of Tidal datum-based MHW 

superimposed on a digital terrain model of the subaerial beach based on Stereo pair of 

aerial photographs (Parker, 2001), survey data (List and Farris, 1999) or LiDAR 

(Stockdon et al., 2002).  
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Chapter 2 - AUTOMATIC COASTAL IMAGE SEGMENTATION FOR 
SHORELINE DETECTION 

 

2.1. Introduction 

Coastal management retains a crucial importance in order to shape the economic and 

social assets, especially for places with large sea resources. To accomplish such an 

evidently powerful scope, coastal monitoring operating surveys have been established 

to represent a priority stage, in order to collect data useful for the study of hydrody-
namic processes and morphological evolution, as well as defence or mitigation works 

effects and efficacy. Specifically, in order to facilitate measurements of beach evolution 

and response to storms, anthropic factors involving nourishments and dredging (Kroon 

et al., 2007), primary variables to be monitored are the shoreline position and topo-

bathymetric shore data. In the framework of shoreline monitoring via video analysis, 

some methods have been proposed, which will be presented in Subs. 2.2.2.   

This chapter presents a new algorithm developed to automatically extract shoreline 

from Timex images, providing a base model for calculation of shoreline evolution and 

cross-shore profiles. 

 

2.2. Coastal video monitoring - background 

During the last two decades, remote sensing video system has acquired a great confi-

dence among the monitoring techniques. The frequency inadequacy of measurement 
of shoreline position and its time variability, using i.e. cross-shore profiles surveys and 

aerial photographs, makes the land-based video platforms and the digital image-pro-

cessing techniques optimal instruments to derive objective shoreline detection meth-

ods. The reliability, accuracy and versatility of the coastal video systems have been 

tested and reviewed in scientific literature (Davidson et al., 2007). 

With respect to traditional procedures, video monitoring represents an alternative 

method to acquire long-term and continuous information, which can be easily stored 
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and shared in real time, with a larger temporal and spatial sampling frequency. Moreo-

ver, the installation costs for coastal video stations are becoming lower, so researchers 

and managers are engaging throw the variety of applications derived for several scopes.  

In the 90’s the video monitoring techniques suffered important developments by the 

Coastal Imaging Laboratory (CIL) at Oregon State University by means of video and 

image processing tools directed to the monitoring and measuring of the morphody-

namic changes and the physical processes acting on littoralo, which resulted on a 
worldwide network of video-cameras, the ARGUS monitoring system. 

Beach video monitoring has the advantage to be a cheap, continuous and automatic 

technique for data acquisition of the visible littoral phenomena along large periods. Alt-

hough images can be obscured by fog and rain during storms, it provides important 

information before and after storms (Smith and Bryan, 2007), with spatial and temporal 

scales suitable for the beach physical processes, providing an higher resolution remote 
detection technique, and for morphodynamic monitoring, over large periods. 

The major disadvantages of video monitoring systems are the impossibility of data ac-

quisition during the night and the variable linear scale factor along the image, inherent 

to the oblique acquisition geometry, which reduces the accuracy further away from the 

camera (Smith and Bryan, 2007).  

Acquisition and storage of continuous video streams of long-term data is very consum-
ing for remote sites, while return of a few images or image products represents a sharp 

compromise (Holman and Stanley, 2007b). Whereby, among the main products, there 

is the Snapshot, which represents an instantaneous overview of the beach state for 

simple data comparison and inspection, traditionally collected with frequency of half, 

one or three hour.  Time-averaged (Timex) images, since the first application at time of 

first Argus systems, create an averaging of snapshots collected. They are obtained by 

processing and superimposing snapshot images over an acquisition cycle. This pro-
cess is therefore an excellent instrument to eliminate random sea conditions and vari-

ability in wave run-up and swash.  Long time series of timex and day-timex images 

have provided excellent, low-cost datasets of morphodynamic variability over time 



 

 
Nico Valentini 
 

47 

New Methods and Instruments for Coastal Monitoring 

scales from days to decades (Holman and Stanley, 2007b). Variance images are gen-

erally stored and presented in terms of standard deviations (SIGMA) rather than real 

mathematical variances (the shorter name is often retained for convenience): temporal 

windows between 5 and 30 min are used, same for Timex.  

Apart from images themselves, time series of pixel intensities can be sampled along a 

cross-shore transect or an alongshore array, which are useful to produce time-stack 

images. Time-stack images become important to stock information on beach morpho-
dynamic characteristics, the variation in cross-shore direction, run-up and swash. 

Since the first technique was introduced to remotely measure scales and morphology 

of natural sand bars (Lippmann and Holman, 1989), a spreading of investigation algo-

rithms has been attempted for a large range of coastal and marine parameters estima-

tion. Among others, foreshore beach slope estimation (Plant and Holman, 1997), wave 

empirical and statistical parameterization of run-up (Melby et al., 2012, Simarro et al., 
2015, Stockdon et al., 2014, Stockdon et al., 2006), directional wave number, spectra 

estimation  (Plant et al., 2008), nearshore bathymetries and data-assimilation for fore-

casting analysis (Holman et al., 2013, Van Dongeren et al., 2013) have been accom-

plished. Moreover, the applicability of these camera platforms has been extended within 

the context of swimming safety and current predictions (Radermacher et al., 2014, 

Sembiring, 2015) and for management purposes and coastal state indicators develop-
ment (Jimenez et al., 2007, Kroon et al., 2007). 

 

2.2.1.  Image geo-referencing 

In order to provide quantitative information, images need to be undistorted and pro-

jected over a projected coordinates system.  

When a 3d area is captured by a camera or a webcam, it has to be projected onto a 2d 

plane. By using photogrammetric transformation it is possible to relate 3d real world 
coordinates, which are described as (𝑋𝑋,𝑌𝑌,𝑍𝑍), and image coordinates, indicated by 
(𝑢𝑢, 𝑣𝑣).  
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This procedure for geo-referencing can be used with a distortion free lens and square 

image pixels. In practice, video-observed pixel locations generally retain at least a radial 

distortion 𝛥𝛥𝑟𝑟 with respect to the theoretically rectangular pixel grid (𝑢𝑢, 𝑣𝑣), while indi-

vidual pixels may be slightly non-square as a result of small differences in sampling 

frequency between the camera and the image acquisition hardware. Hence, the raw 

video images need to be corrected for pixel non-squareness, radial and tangential lens 

distortion (internal calibration). Introduced with the cheap pinhole cameras (late 20th 
century), the pinhole camera model (Figure 1.3) describes the mathematical relation-

ship between the coordinates of a 3D point and its projection onto the image plane, 

where the camera aperture is described as a point and no lenses are used to focus 

light. The model does not include, for example, geometric distortions or blurring of un-

focused objects caused by lenses and finite sized apertures. This means that the pin-

hole camera model can only be used as a first order approximation of the mapping from 

a 3d scene to a 2d image. Its validity depends on the quality of the camera and, in 

general, decreases from the centre of the image to the edges as lens distortion effects 
increase. Standard photogrammetric procedures enable the transformation from (𝑢𝑢, 𝑣𝑣) 

Figure 2.1 Sketch of a Pinhole camera model (OpenCV interpretation) 

http://en.wikipedia.org/wiki/3D_projection
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to (𝑋𝑋,𝑌𝑌,𝑍𝑍), to be computed by means of the collinearity equations (Aarninkhof, 1999, 

Silva et al., 2009). Direct Linear Transformation (DLT) is often used for this task, since 

one of the most important advantage is that the parameters can be estimated using the 

linear least squares technique or singular value decomposition (SVD). A set of reference 

points, called Ground Control Points (GCPs) with known image and real world coordi-

nates are used for solving the unknowns, once cameras are installed.  

A geometry solution is found with this external calibration, hence geo-rectification pro-
cedure could be applied, by assuming the real world z-coordinate to be constant, pref-

erably at the measured tidal level (Aarninkhof et al., 2003). 

The intrinsic calibration is normally conducted by using laboratory calibration prior to 

the field installation, accounting for non-squareness, radial distortion and tangential 

distortion (Silva et al., 2009). In order to overcome drawbacks due to already installed 

webcams, this task could be also performed together with the external calibrations by 
using regularization algorithm on DLT (Brignone et al., 2012) or by means of the Le-

venberg–Marquardt method (Pérez Muñoz et al., 2013). 

 

2.2.2.  Shoreline detection models overview 

The shoreline detection through the identification of the water/sand interface in the video 

images allows the quantification of the shoreline evolution in large temporal scales 

(years) through small scales (seconds). Moreover, by including the shoreline detection 
along a tidal cycle, together with the sea level measured or estimated, allows the auto-

matic mapping of intertidal bathymetry. In the framework of shoreline movements mon-

itoring, some methods have been proposed, each of them requiring identification of 

shorelines whose appearance characteristics varies as far as the beach morphodynam-

ics environment. 

From earlier studies (Plant and Holman, 1997), the white band pattern discernible from 
the Timex grayscale images, corresponding to the shore-parallel swash motions, has 

been identified and defined as the the ShoreLine Intensity Maximum (SLIM). The algo-

rithm is applied by fitting the normalized intensity cross-shore profiles with a quadratic 
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polynomial, whose maximum location is used as the SLIM. SLIM method has been 

revealed to be highly sensitive to variations in surf similarity parameter, also in such a 

reflective beach environment, where the swash dissipation signature is strongly marked 

(Plant et al., 2009). 

Information retained by the full colour images have allowed the investigation of new 

algorithms, moving beyond the lonely grayscale details. The different reflectance prop-

erties of the “wet” and “dry” regions are analysed in order to develop a new method to 
detect the shoreline (Colour Channel Difference, CCD), based on the identification of 

the divergence of red and blue pixels intensities over cross-shore transects (Turner et 

al., 2001, Turner, 2000). This approach could be seen as a bottom-up process.  

By applying strategy of linking together several edges detector, Osorio et al. (2012) 

deployed the Physical and Statistical Detection Model, which uses six edge-detection 

techniques, based on a combination of statistical criteria with physical constraints (i.e. 
tidal cycle) on the spatially extension of the detection research area.  

Using the RGB channels values, the shoreline-mapping problem could be represented 

as a contour objective function aimed to define a threshold level, within the region that 

bounds the shoreline. Such a contours detection is possible by partitioning an image 

into similar regions. An early approach (Kingston, 2003) made use of an opportunely 

trained Artificial Neural Networks (ANN) for the classification of land and water regions. 
Kingston (2003) defined the model output as a continuous variable with water and land 

samples having a value close to 0 and 1, respectively. 

The actual Argus commercial systems, since the implementation of the so-called Inter-

tidal Beach Mapper tool, uses the Pixel Intensity Clustering (PIC) model. The model is 

applied on Timex images, in a specific Region Of Interest (ROI), by means of a discrim-

inator function Ψ to distinguish two clusters (Aarninkhof et al., 2003, Aarninkhof, 

2003). The efficiency of the algorithm is guaranteed by the application of the routine on 

the two-dimensional colour (Hue-Saturation) and luminance (Value-Value) domains, 

using the best contrast. Uunk et al. (2010) attempted the complete automation of this 

extraction process, by varying the ROI position over time. 
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Vousdoukas et al. (2011) implement, over a ROI, a data-driven automatic procedure on 

SIGMA images, using information retained by images histograms that are  fitted on an 

ensemble function of a 2𝑛𝑛𝑛𝑛 order polynomial and two Gaussian shape functions. Over 

a vector composed by more than 1000 images in their trials, the optimal threshold value 

is based on the minimum Root Mean Square Error (RMSE) between automatic and 

manual extracted shoreline contours. A three-layer ANN perceptron, trained by the Le-
venberg-Marquardt algorithm, is introduced by using the fitting functions parameters 

and the four-histogram statistical moments as inputs (Vousdoukas et al. 2011). Com-

pared to a priori threshold intensity value method, the ANN leads to a decrease in the 

average RMSE cross-shore locations and an increase of the overall data return rate.  

A very similar approach, resulting in a highly performing automatic procedure, is de-

scribed in Rigos et al. (2014). Differences between the two methods are related to 
functions used for histogram fitting and type of ANN. The Chebyshev polynomials are 

encompassed to approximate the histograms of grayscale variance images, after 

thresholding process segmentation developed in Vousdoukas et al. (2011). Radial Ba-

sis Function (RBF) network is employed, where the number of polynomial coefficients 

defines the dimension of input space. A fuzzy c-means clustering analysis has been 

used for radial basis function centres determination and the connection weights of the 
hidden nodes are calculated by using a steepest descent approach.  

The above mentioned techniques, particularly PIC, ANN, CCD represents the most pop-

ular and overused methods. On the contrary, the segmentation and classification of the 

fundamental areas framed by typical coastal video monitoring station field of view has 

been rarely studied, and, to date, they could represent an alternative solution in order 

to eliminate the constraint due to the research of a ROI area. In a nearly contemporary 

work, Hoonhout et al. (2015) uses a semantic approach for the automatic pixels clas-
sification.  Pre-defined set of classes, based on thousands of intrinsic and extrinsic 

pixel features, are defined and a supervised learning (SSVM) for class distinction is 

trained. While, an object-oriented analysis on low-tide images of Argus system has 
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been tested in Quartel et al. (2006) for morphology segmentation, using maximum like-

lihood classification, based on manually labelled regions for defining a model of class 

prediction. 

 

2.2.3.  ALIMINI Video Monitoring Experience and Database 

In 2005, a video-monitoring station was installed at Alimini (Lecce), in South Italy. The 

acquisition system consisted in two webcams positioned on the top of a pole about ten 
meters high on MWL (Lisi et al., 2011). 

The routine developed for Alimini coastal video-system, aimed at shoreline detection, 

is a color-based, Matlab implemented procedure. It aims at a user-assisted shoreline 

extraction applied on the ortho-rectified Timex images. In addition, run-up information 

and beach slope variation are studied in the experience.  

The routine started with a ROI definition by the user, useful since the characteristic large 

swash excursion along very low sloped nearshore (around 1-2 %) and the presence of 
intertidal bars, leading to a large buffer area to process (around 2002 pixels on the 

rectified image). 

The tool works on RGB colour information from the jpeg coded images, and it partially 

includes the code developed by (Lau, 1997). User has to identify some points (regularly 

more than two to increase performance) in order to distinguish and segment sand and 

sea areas. The code works by selecting connected groups of pixels whose colour are 
consistent with respect to some reference pixels (user-selected), with a predefined tol-

erance. In order to get better results, tolerance level could be changed for colour simi-

larity assimilation, other points could be selected in order to include areas ignored in 

the previous step and real time visual inspecting of the detected waterline allowed. A 

suitable procedure was developed enabling the user to solve characteristic summer 

issues due to obstacles (beach umbrellas, vehicles, etc.) on the image frame. It is 
mainly based on the interpolation of neighbouring pixels around the foreign objects, 

permitting their deletion.  
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During installation phase of the station at Alimini shore, a topographic survey was car-

ried out. It allowed the definition of the spatial coordinates of a farm of GCPs (1739) 

distributed over two grids, materialized by applying white markers on some pegs lo-

cated in the cameras Fiel of View (FoV) (Damiani and Molfetta, 2008) (Figure 2.2). 

The advantages of this system are strictly connected to the remotely controllable ac-

quisition and configuration, the presence of hydro-cleaning system, which guarantees 

useful recording also during wet weather, a useful website retaining only info on last 
images produced. Drawbacks are mainly due to (i) location on the top of the high dune, 

which has been prone to displacements during the station lifetime, (ii) the dutiful fre-

quent maintenance in order to fill the water tank.  

Figure 2.2 Alimini video monitoring station. Top left: Web-Cams installed with anemometer; 
Top rigth: GCPs grid on cam1 FoV; Bottom:  Shoreline extracted with virtual grid and cross-
shore transects for long-term analysis. (after Damiani and Molfetta (2008)). 
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2.3. Overview of new Shoreline Detection Model 

The new Shoreline Detection Model (SDM), described hereafter, is the results of the 

boundary extraction from automatic segmented coastal area, it is calibrated and tested 

on Alimini dataset. 

A pre-processing routine has been developed in order to bypass the issues due to 

low/different illumination or contrast and filter out outliers (algae, objects, etc.). A dis-

tribution of the popular software ImageJ: Fiji (Schindelin et al., 2012), is used for this 
task. The Fiji is one of the most used software in biological field for generating advanced 

image-processing pipelines, allowing  to process large quantities of images via script-

ing languages and feature-rich libraries, based on the simplicity of Java.  

Therefore, the main shoreline detection algorithm is implemented, inspired by the Global 

Probability of Boundary edge detector (Arbelaez et al., 2011), combined with segmen-

tation steps based on detected boundaries procedure and, then, on the colour proper-

ties recognition for intertidal bars detection and a parallel overall correction. In the pre-
sent work the ROI area limits, widely adopted, are eliminated, in order to face regional 

morphological/urbanization properties due to the combination of both swash length 

seasonal differences and constraints on low height of cameras.  

While small seeds pixel areas are introduced in order to cope mainly with the con-

strained segmentation on the Ultrametric Contour Map, using Voronoi metric space, 

which will be described below (Subs. 2.4.5. ).  

In Figure 2.3, a flow diagram of the processes is pointed out. 

It has been figured out that illumination and atmospheric dust/rain have a great influence 

into the Colour properties of coastal images. This issue is previously introduced in the 

work of Aarninkhof (2003), where the luminance-luminance and hue-saturation do-

mains (HSV color space) are investigated in order to retrieve the relative spread of pixel 

intensities within two clusters of wet and dry regions for best contrast definition. In the 
present approach, it is considered uniquely the CIELab, a perceptually uniform colour 

space (Schwiegerling, 2004).  
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The histograms of the masked image by two small seed areas (around 200 pixels) 

representative of the sea water and sand pixel surfaces are calculated (Figure 2.10, Top 

left). This framed seed areas are supposed to remain constant during long-term moni-

toring. The normalized Chi-Square histogram (Pele and Werman, 2010) distance, 𝐻𝐻𝑑𝑑 

on the seed pixels areas, is assumed to determine the best contrasting colour feature, 

between L and b, useful for the further processing. 

To sum up, the pre-processing steps could be described as:  

i) RGB to CIELab colour space transformation;  

ii) Contrast enhancement;  

iii) Median filtering;  

iv) Bi-exponential edge-preserving smoother (BEEPS).  

In particular, the (iv) step is basically a version of the bi-exponential filter with adaptive 

weights, BEEPS (Thévenaz et al., 2012), itself realized by a pair of one-tap recursions 
(photometric STD=3.2 and spatial decay=0.004), applied on the best contrasting col-

our channel, 𝐿𝐿 or 𝑏𝑏 of CIELab color space, which derives from the normalized Chi-

Square histogram distance (𝐻𝐻𝑑𝑑) distance, calculated. 

Figure 2.3 Block diagram of algorithms implemented for image pre-processing and main routine. 
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An example of the pre-processing task result is shown in Figure 2.4. 

It should be notice that a channel is neglected since from a preliminary qualitative anal-

ysis on the influence of each channels on cross-shore transects, it has been verified 

his low influence in the swash area.  

In Figure 2.5 two reference images are shown, with CIELab components and respective 
profile plots, in the middle and right, respectively. The top left image is referred to a 

characteristic bright/sunny date time, while on the bottom left it refers to a shady/sunset 

date time. On the right part of the figure, it is highlighted the major influence of the b 

channel in the upper case image, with an almost straight “jump” in the 1-D profile, on 

the contrary the luminance domain “L” dominates the signal in the case at the bottom. 

Figure 2.4 Left: Example of original Timex image and Right: pre-processed image (b) 
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2.4. Main routine  

On the pre-processed images, the main routine for automatic segmentation and then, 

shoreline detection algorithm, is implemented.  

Contours and shape-based features have been always used with success and, as high-

lighted in Subs. 2.2.2. implemented in some detection algorithms in coastal video anal-

ysis, although there is a sense that low-level machinery, which produces contours 

Figure 2.5  Left: Original images during sunny illumination condition and during sunset. Overlapped 
one cross-shore transect. Middle: L, a, b (CIE Lab) components of original images. Overlapped e.g. 
one cross-shore transect.  Right: Corresponding 1-D sections for each colour feature components 
plotted. 
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alone, is not enough. Often, a partition of the image into meaningful segments is as-

pired. Actually, segments may reduce the computational complexity of subsequent 

stages by transforming an image consisting of millions of pixels into hundreds of re-

gions. A subdivision of the main routine can be summarize as follows: i) Contours 

detector algorithm over the full frame; ii) 2-steps segmentation; iii) intertidal bar solver 

and correction process.  

 

2.4.4.  Global Probability of Boundaries  

The contours detector implemented and described hereafter is based on the application 

of a modified version of the global Probability of boundary (gPb) concept (Arbelaez et 

al., 2011). 

The gPb contour detector is thought in order to combine the benefits of bottom-up 

techniques, such as simple edge detection, with those of top-down approaches like 

clustering, including both approaches into a probabilistic framework. Indeed, it works 
by combining a multiscale (𝑚𝑚𝑚𝑚𝑚𝑚) and spectral (𝑠𝑠𝑠𝑠𝑠𝑠) probability of boundary detec-

tors, and the final result as well as all intermediate results are regarded as probabilities.  

A key prerequisite of the model is its capability in predicting the posterior probability, 

𝑃𝑃𝑃𝑃(𝑥𝑥,𝑦𝑦,𝜃𝜃) that a pixel (𝑥𝑥,𝑦𝑦) is part of a boundary with orientation 𝜃𝜃, by measuring 

differences in local image brightness (BG), colours (CGA/CGB) and texture (TG).  

The probability of boundary, 𝑃𝑃𝑃𝑃 (Martin et al., 2004) is built upon the computation of 
an oriented gradient signal 𝐺𝐺(𝑥𝑥,𝑦𝑦,𝜃𝜃) on the image intensity (𝐼𝐼). This process is ac-

complished through the definition of the distance 𝜒𝜒2(𝑔𝑔,ℎ)  between two histograms 

computed at location (𝑥𝑥,𝑦𝑦), Eq. (2.1), by placing a circular disc (computationally ap-

proximated as a series of rectangular boxes) split into two half-discs (𝑔𝑔,ℎ), along the 

diameter, at angle 𝜃𝜃 (Figure 2.6): 

 𝜒𝜒2(𝑔𝑔,ℎ) =
1
2
�

�𝑔𝑔(𝑖𝑖)− ℎ(𝑖𝑖)�
2

𝑔𝑔(𝑖𝑖) + ℎ(𝑖𝑖)
𝑖𝑖

 (2.1) 
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A second-order Savitzky-Golay filtering stage is applied to enhance local maxima and 

smooth out multiple detection peaks in the 𝜃𝜃 orthogonal direction (Maire, 2009).  

The detector is based on the combination of the oriented gradient signal 𝐺𝐺(𝑥𝑥,𝑦𝑦, 𝜃𝜃), 

separately computed on 4 image channels: the 3 CIELab colorspace channels and a 

texture one. The latter is built by assigning a texture id (texton) to the pixel value, after 

a prior filtering stage. It consists in the convolution of the grayscale channel image with 
texton filter sets, constituted by 17 Gaussian derivative and centre-surround filters 

(Maire, 2009), then followed by a K-means clustering stage (MacQueen, 1967) applied 

Figure 2.6 Top: Given an image, consider a circular disc, centered at a pixel 
and split along the diameter. Magnified view of the overlapped circular disc. 
Bottom: Example of half-discs histograms, h and g, at location (𝑥𝑥,𝑦𝑦) and ori-
entation 𝜃𝜃. 
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on the relative vectors of response. By this way, each pixel value is associated to the 

integer texture id in the range [1,𝐾𝐾] of the closest cluster center. In this implementation, 

𝐾𝐾 is set equal to 16. The typical white band associated to the swash and/or the wave 

roller area (the white, aerated, turbulent mass of water at the breaking wave face) could 

be clustered as a homogeneous region.  

As highlighted also in Ren (2008), multi-scale processing improves boundary detec-

tion, boosting precision at salient boundaries, preserving, at the same time, details. In 
order to completely automatize the routine and for a precise shoreline contours extrac-

tion, such a concept complies with peculiar shoreline conformations (e.g. sharp bends 

or large swash area), due to different morphological factors, to the height of the camera 

and to the monitored area extension.  

The multiscale extension of the 𝑃𝑃𝑃𝑃 is performed by considering 3 gradient scales 

[𝜎𝜎, 2𝜎𝜎, 3𝜎𝜎] for brightness, color and texture channels. Both brightness and colour 𝜎𝜎 
are set at 4 pixels, while for texture channels 𝜎𝜎  it is considered equal to 5 pixels. The 

combination of local cues is made by calculating the linear operator defined in Eq. (2.2): 

 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥, 𝑦𝑦,𝜃𝜃) = ��𝛼𝛼𝑖𝑖,𝑠𝑠𝐺𝐺𝑖𝑖,𝜎𝜎(𝑖𝑖,𝑠𝑠)(𝑥𝑥,𝑦𝑦,𝜃𝜃)
𝑖𝑖

 
𝑠𝑠

 (2.2) 

where 𝑠𝑠 and 𝑖𝑖 represent the index scales and feature channels, respectively. 
𝐺𝐺𝑖𝑖,𝜎𝜎(𝑖𝑖,𝑠𝑠)(𝑥𝑥, 𝑦𝑦,𝜃𝜃) are the histogram distances and 𝛼𝛼𝑖𝑖,𝑠𝑠 the learned weights associated 

to the features channels and gradient scales. In the routine, 𝜃𝜃 is sampled at 8 equally 

spaced orientations, as in Arbelaez et al. (2011), assuming it as a realistic balance 

between routine efficacy and computation efficiency. The boundary strength is well 

defined by taking the maximum over the sampled orientations (Eq. (2.3)): 

 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥,𝑦𝑦) = max
𝜃𝜃

 {𝑚𝑚𝑚𝑚𝑚𝑚 (𝑥𝑥,𝑦𝑦,𝜃𝜃) (2.3) 

The boundary locations as derived from the previous step are still very blurry and it is 

not immediately clear where the exact region boundary would be. Hence a non-maxi-
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mum suppression, whose working principles are the same as the non-maximum sup-

pression used by the Canny edge detector (Canny, 1986) would produce thinned, real 

valued contours. 

The mPb detector can only provide local features.  

 

Globalization - Spectral Partitioning 

A completely different way to detect contours is to partition an image into similar re-

gions. One way to classify the region-based approach to partitioning techniques is 
among clustering and energy minimization in graphs.  

Spectral clustering attempts to unite both concepts. Like other clustering algorithms, 

spectral clustering is trying to partition data points into groups such that the members 

of one group are similar to each other and dissimilar to data points outside of that group. 

Spectral clustering makes use of the spectrum (the eigenvalues) of a graph that is ex-

pressed in the form of an affinity matrix to perform dimensionality reduction before 
clustering in fewer dimensions. With respect to different clustering approaches, spec-

tral techniques are usually less prone to be stuck in local optima. It has a simple for-

mulation and can be solved by standard linear algebra techniques. Moreover, it typically 

produces better results than traditional clustering algorithms such as k-means and mix-

ture models. There are many algorithms and variants for the spectral clustering (MeilPa 

and Shi, 2001, Ng et al., 2002, Shi and Malik, 2000). A well-defined overview of over-
used methods and implementation is described in (Verma and Meila, 2003).  

The work of Maire (2009) describe a soft manner for treating eigenvectors using spec-

tral partitioning and it is here implemented. A sparse affinity matrix 𝑊𝑊, is defined as a 

function of 𝑚𝑚𝑚𝑚𝑚𝑚{𝑚𝑚𝑚𝑚𝑚𝑚} along all lines connecting couple of pixels (Eq. (2.4)):  

 
𝑊𝑊𝑖𝑖𝑖𝑖 = exp (−max

p∈ıȷ� 
{𝑚𝑚𝑚𝑚𝑚𝑚(𝑝𝑝)}/𝜔𝜔  ) (2.4) 

where ıȷ� is the line segment, connecting the 𝑖𝑖𝑡𝑡ℎ and 𝑗𝑗𝑡𝑡ℎ pixels, sampled with Bresen-

ham's algorithm (Bresenham, 1965) and 𝜔𝜔 is a constant. The latter controls the 

https://en.wikipedia.org/wiki/Dimensionality_reduction
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strength of the affinity and how similar two pixels have to be in order to be assigned to 

the same region, and it is set equal to 0.1 (Arbelaez et al., 2011). 

The graph partitioning approach would led to a fully connected graph, which would 

determine that every pixel has to be connected to all each other, hence in order to 

balance quality and memory consumption, the value of radius of the neighbouring pixels 

connected is set to 𝑟𝑟 = 5 𝑝𝑝𝑝𝑝. 

The system (D−𝑊𝑊)𝒗𝒗 = 𝝀𝝀𝐷𝐷𝒗𝒗, where 𝐷𝐷𝑖𝑖𝑖𝑖 = ∑ 𝑊𝑊𝑖𝑖𝑖𝑖𝑗𝑗  is the row-sums of the affinity 

matrix D, is solved for the generalized eigenvectors {𝑣𝑣0, 𝑣𝑣1, … , 𝑣𝑣𝑛𝑛} which corresponds 

to n+1 smallest corresponding eigenvalues 0 = 𝜆𝜆0 ≤ 𝜆𝜆1 ≤ . . .≤ 𝜆𝜆𝑛𝑛,  𝑛𝑛 = 16.  

As highlighted in (Eggert (2012), Maire (2009)), standard approaches, after this step, 

proceed with K-means clustering in order to just obtain a segmentation into regions. 

However, this strategy very often breaks uniform regions where the eigenvectors have 

smooth gradients. Looking at solutions for this issue, for example Tolliver and Miller 

(2006) worked in reweighing the affinity matrix, or Yu (2005) applied different partition-

ing formula. 

At this point, treating the eigenvectors 𝒗𝒗𝒌𝒌 as images, as in Arbelaez et al. (2011) and 

Maire (2009), the convolution of the latters with Gaussian derivative filters is applied at 

multiple orientations 𝜃𝜃. Such a spectral partitioning technique is able to extract the most 

salient curves on images, and to obtain the oriented spectral component of the global 

detector, 𝑠𝑠𝑠𝑠𝑏𝑏𝑣𝑣𝑘𝑘(𝑥𝑥,𝑦𝑦,𝜃𝜃), the Eq. (2.5) is applied: 

 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥,𝑦𝑦,𝜃𝜃) =  �
1
�𝜆𝜆𝑘𝑘

𝑠𝑠𝑠𝑠𝑏𝑏𝑣𝑣𝑘𝑘(𝑥𝑥, 𝑦𝑦, 𝜃𝜃)
𝑛𝑛

𝑘𝑘=1

 (2.5) 

The global probability of boundary is hence formalized as a weighted sum of multiscale 

local and spectral detectors, assuming this formulation: 

 
𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦,𝜃𝜃) = ��𝛽𝛽𝑖𝑖,𝑠𝑠𝐺𝐺𝑖𝑖,𝜎𝜎(𝑖𝑖,𝑠𝑠)(𝑥𝑥,𝑦𝑦,𝜃𝜃) + 𝛾𝛾 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥,𝑦𝑦,𝜃𝜃) 

𝑖𝑖𝑠𝑠
 (2.6) 



 

 
Nico Valentini 
 

63 

New Methods and Instruments for Coastal Monitoring 

where 𝐺𝐺𝑖𝑖,𝜎𝜎(𝑖𝑖,𝑠𝑠) are the oriented gradients as delivered by the mPb detector. 𝛾𝛾 and 𝛽𝛽𝑖𝑖,𝑠𝑠 
are the weights for 𝑖𝑖𝑡𝑡ℎ and 𝑠𝑠𝑡𝑡ℎ cue and scale, respectively. 

In the Figure 2.8 an example of 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥,𝑦𝑦), 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥,𝑦𝑦) and 𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥, 𝑦𝑦)  processed im-

ages are shown. 

 

As with the mPb, the gradients over all orientations could be combined into a single 
image by taking the maximum over all orientations. 

 𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦) = max
𝜃𝜃

{𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦,𝜃𝜃)} (2.7) 

Figure 2.7 Top: Original image and maximum response of sPb over orientations 𝜃𝜃. Middle: 
First four eigenvectors in the spectral sPb. Bottom: maximum response of sPb over orienta-
tions 𝜃𝜃 for each components in the middle panel. 
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A thinned non-max suppression and skeletonizing steps (Kong and Rosenfeld, 1996) 

on the thinned image could be applied in order to pass through the blurry border maps, 

as displayed in bottom right of Figure 2.8, to thinned ones. 

 

2.4.5.  Segmentation and shoreline extraction 

The 2-steps segmentation tasks, introduced above, follow the boundaries detection 

process. The algorithms employed, reported in (Arbelaez (2006), Arbeláez and Cohen 

(2008), Maire (2009)), are implemented in order to produce a hierarchical boundaries 

Figure 2.8 Top left: Original Image; Top right: Multiscale Probability of boundary component as jet col-
ormap; Bottom left: Spectral Probability of Boundary as jet colormap; Bottom right: Global Probability 
of boundary as jet colormap 
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map that becomes useful for enforcing regions closure and which is used for a subse-

quent seed-based segmentation, allowing few framed overall distinct areas of the shore 

to be classified. 

From the previous contour detectors step, an Oriented Watershed Transform (OWT) 

(Arbelaez et al., 2009) is employed, based on a morphological watershed transform 

(Beucher and Meyer, 1992, Najman and Schmitt, 1996), applied on the topographic 

surface defined by the signal 𝐸𝐸(𝑥𝑥,𝑦𝑦) = max 
𝜃𝜃
𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦,𝜃𝜃), better described in SubS. 

2.4.4.  

In the study of image processing, a watershed of a grayscale image input is analogous 

to the notion of a catchment basin. From a geographic/hydraulic point of view, water-

sheds represents the divide lines which separate neighbouring drainage basins of a 

topographic relief, landscape flooded by water. In mathematical morphology, it can be 

classified as a region-based segmentation approach (Roerdink and Meijster, 2000). 

The OWT starts with flooding the above-mentioned 𝐸𝐸(𝑥𝑥, 𝑦𝑦) signal from seed local min-
ima, hence, a partition of the image into regions is performed: let us denote 𝑃𝑃0 and 𝐾𝐾0 

the regions and watershed arcs of the partition, respectively.  

A specific procedure is applied to reweight the watershed arcs 𝐾𝐾𝑜𝑜, which are approxi-

mated as straight-line segments and suitably subdivided in a scale-invariant manner. 

The original arcs in  𝐾𝐾𝑜𝑜 are assigned weights according to the pixels 𝑔𝑔𝑔𝑔𝑔𝑔(𝑥𝑥,𝑦𝑦,𝜃𝜃) 

signal they contain. Such a  procedure is able to suppress artefacts due to the spatially 
extended response around strong boundaries produced by contours detector 𝑔𝑔𝑔𝑔𝑔𝑔 

(Maire, 2009).  

In order to add a probabilistic factor on the image segmentation calculation, the oppor-

tunity to use the Ultrametric Contour Map (UCM) is undertaken. It represents a useful 

algorithm for exploiting the potential of weighting closed boundaries at different thresh-

old value, the latter determined by the average contour strength. A hierarchy of regions 
is built by using a graph-based region merging strategy.  

The process starts with the construction of a graph, defined by the Eq. (2.8): 

https://en.wikipedia.org/wiki/Image_processing
https://en.wikipedia.org/wiki/Grayscale
https://en.wikipedia.org/wiki/Drainage_basin
https://en.wikipedia.org/wiki/Drainage_basin
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 𝐺𝐺 = (𝑃𝑃0,𝐾𝐾0,𝑊𝑊(𝐾𝐾0)) (2.8) 

where 𝐾𝐾𝑜𝑜 represents the watershed arcs separating regions, 𝑃𝑃0 is the regions set and 

𝑊𝑊(𝐾𝐾0) indicates the weights initialized by the OWT, holding the measure of similarity 

between regions. The algorithm is intended to sort the arcs by similarity, hence itera-
tively merging the most similar regions. The result is the definition of a tree of regions, 

ordered by an inclusion relationship, defined as indexed hierarchy.  

Ultrametric property are satisfied by the dissimilarity distance (Arbelaez et al., 2011). 

At the end, the first step permits the composition of a real-value image (double-sized), 

with the property of producing closed curves for any threshold value (Figure 2.9). 

 

 

Figure 2.9 Jet colormap of the UCM obtained by using as input gPb detector bounda-
ries on an example Timex image. 
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The second-step is based on the implementation of the algorithm firstly described in 

Arbeláez and Cohen (2008), who studied the connection between seed-based and hi-

erarchical segmentation and proposed a front propagation strategy on the UCM map, 

by using Voronoi tesselations. 

A tessellation may be defined as a division of a space into polygonal regions of convex 

shape. A classic example of a randomly generated tessellation is the Voronoi tessella-
tion which separates a region into cells {𝐷𝐷𝐷𝐷} using a set of points/sites 𝑋𝑋0. A descrip-

tion of the Voronoi tessellation can be summarized as follows: for any point 𝑥𝑥0 of the 

set 𝑋𝑋0, let 𝐷𝐷𝑖𝑖 be the area consisting of all locations in the space which are closer to 𝑥𝑥0 

than to any other point of the set 𝑋𝑋0. This definition is applicable to Voronoi tessellations 

in whatever metric space. 

To be able to implements the Voronoi tessellations on an ultrametric space, an ap-
proach of measuring distances to an ensemble of sets of image domain is presented 

in Arbeláez and Cohen (2008) and it is based on the front propagation strategy, similar 

to the Dijkstra’s algorithm (Dijkstra, 1959), or  to the Fast Marching Method (Sethian, 

2003). It aims at computing the minimal distance function 𝑈𝑈(𝑥𝑥) = 𝑑𝑑(𝑥𝑥0, 𝑥𝑥) of nodes 

𝑥𝑥 to some starting seed points 𝑥𝑥0.  

In this case, a weighted graph, defined as 𝐺𝐺 = (𝑋𝑋, 𝐿𝐿,𝐶𝐶𝑤𝑤) is used for discretization, 
where 𝑋𝑋 = 𝑃𝑃0 is the set of nodes, 𝐿𝐿 the set of links between two adjacent regions, and 

𝐶𝐶𝑤𝑤 represent the set of scales of disappearance of the contour from the hierarchy of 

contours in the UCM, respectively. The general initialization of this algorithm can be 

found in Peyré and Cohen (2006) and be defined, following different naming conven-

tion, as follows: 

Initialization: 

• Alive set: the starting 𝑥𝑥0; 

• Trial set: the neighbours of 𝑥𝑥0; 

• Far: the set of all other grid points. 
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Loop: 

• Let 𝑥𝑥 be the Trial point with the smallest priority 𝑃𝑃𝑃𝑃(𝑥𝑥); 

• Move it from the Trial to the Alive set; 

• For each neighbour 𝑦𝑦 of the current point 𝑥𝑥: 

- If 𝑦𝑦 is Far, then add it to Alive and compute a new value for 

𝑈𝑈(𝑦𝑦), 

- If 𝑦𝑦 is Alive, re-compute the value 𝑈𝑈(𝑦𝑦), and update it if the 

new value is smaller, 

- Re-compute the priority 𝑃𝑃𝑃𝑃(𝑦𝑦). 

• If the end point 𝑥𝑥 = 𝑥𝑥0 is reached, stop the algorithm. 

 

The propagation methods is capable of labeling the points during the computation ac-

cording to: 

- Alive is the set of points at which the distance value U has 

been computed and will not change; 
- Trial is the set of next grid points to be examined and for which 

the computation of U has been performed; 
- Far is the set of all other grid points, not yet investigated and 

for which estimate of U does not exist (Peyré and Cohen, 2006). 

The inputs are the UCM and a set of seed pixels (𝑋𝑋0), that in this implementation, are 
labelled as Sea water, Sand and Sky. The outputs are constituted by the ultrametric 

distance of a general pixel from 𝑋𝑋0 and the relative labels (Figure 2.10). The priority 

map 𝑃𝑃𝑃𝑃(𝑥𝑥) and the function 𝑈𝑈(𝑥𝑥) are both equal to the ultrametric distance from 𝑥𝑥 

to 𝑋𝑋0, whose value is calculated as the maximum weight on the shortest path be-

tween 𝑥𝑥 and 𝑋𝑋0 (Arbeláez and Cohen, 2008). The update of the function 𝑈𝑈(𝑥𝑥) using 

adjacent nodes is computed by using Voronoi tessellation. 
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The last process stage of the main routine has been thought in order to search for 

intertidal bars boundaries and correct the results of the previous constrained segmen-

tation, using the colour properties of the UCM regions. Firstly, a fraction of the mean 

value of UCM map is chosen (15 %) as optimal threshold for breaking down the region 

tree of UCM and obtaining a set of closed boundaries on image-basis, in order to select 

the properties to be investigated. The Sea water/Sand interface is investigated by im-

plementing a routine for the comparison between the colour properties (L or b features 
only) of UCM segments, whose centroids are close (a fraction of image size) to those 

of the opposite labelled area. By this way, segments which held much similarity (based 

on 𝐻𝐻𝑑𝑑) with respect to the opposite seed label pixels, are marked as different seeds for 

a new constrained segmentation (Figure 2.10).  

All the processes are here suitable targeted at the shoreline detection, hence the sea-

land boundary extraction is performed with a sub-pixel accuracy (Trujillo-Pino et al., 
2013). 
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Figure 2.10  Top Left: UCM map image as input for seed-based/constrained segmentation approach, 
three labels highlighted in different colours. Top right: UCM map image and new-seeds highlighted after 
the last correction approach for new segmentation is applied. Bottom left: Segmented Image with three 
labels highlighted. Bottom right: Original Image and overlapped boundaries layer.  
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2.5. Calibration and results 

2.5.1.  Methodology  

Precision-recall curve represents a common evaluation technique in the information 

retrieval standard and it could also be used for evaluating edge detectors. It is a para-

metric curve that measures a balance achieved between accuracy and noise as the 

detector threshold varies.  

The theoretical global F-measure (𝐹𝐹), shown in Figure 2.11, can be defined as the 

harmonic mean of Precision (P) and Recall (R), Eq. (2.9), where P is the fraction of 
detections that are true positives rather than false positives, while recall is the fraction 

of true positives that are detected rather than missed (Martin et al., 2004). Actually, 

while P is representative of the noise in the detector outputs, R quantifies the ground-

truth detected and w, Eq. (2.9) is the relative importance associated to P and R.   

 𝐹𝐹 =
𝑃𝑃𝑃𝑃

𝑤𝑤𝑤𝑤 + (1− 𝑤𝑤)𝑃𝑃
,   𝑤𝑤 = 0.5 (2.9) 

In particular, the location of the maximum F-measure along the curve provides the op-

timal detector threshold for the application.  In this case, an image-basis threshold is 
used. 
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A way of measuring the correspondence between the detectors’ outputs and Ground-

truths could simply be the evidence of coincidence of boundary pixels and the assign-

ment of false positives to unmatched ones. However, this approach, mostly known in 

computer vision community, would penalize, to an excessive extent, marginal localiza-

tion errors. The approach of (Martin et al., 2004) and their implementation is used here 

in order to measure the F and perform the weights calibration.  

Their algorithm is built by dealing with the correspondence problem as a minimum cost 

assignment problem; specifically they formulate a sparse assignment and construct 

this in order to comply with peculiar algorithmic constraints. The weight associated to 
the automatic contour and Ground-truth is assumed proportional to their relative dis-

tance, on image-basis. The reader is referred to the above mentioned work of Martin et 

al. (2004) for detailed discussion of this issue.  

For the computer vision advance, in the effort to create methods and define samples 

for segmentation algorithms comparison, (Martin et al., 2001) developed an image 

segmentation benchmark by which one can objectively evaluate segmentation algo-
rithms: Berkley Segmentation Database (BSDS). It consists of 300 natural images, each 

Figure 2.11 Theoretical global iso-F curves. Black point refers to the 𝐹𝐹 =
0.9, assumed representative of Ground-truth.  
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of which has been manually segmented by a number of different human subjects and 

provides a useful metric needed for evaluating contour detectors performance through 

comparison to human-drawn ground-truth boundaries, for generic natural images. 

With the aim of learning weights for local features combination (mPb, Subs. 2.4.4. ), a 

logistic regression classifier is used in Martin et al. (2004), while Arbelaez et al. (2011) 

approach a gradient ascend method, both based on the BSDS.  

In this contest, Timex images from Alimini database are used for calibrating the weights 

in the mPb signal (𝛼𝛼𝑖𝑖,𝑠𝑠) and gPb signal (𝛽𝛽𝑖𝑖,𝑠𝑠). The training dataset consists of 30 im-

ages, chosen among several different illumination conditions, seasons and morpholog-

ical shapes (i.e. emerged intertidal bar, strict curves, etc.). The manually detected 

shorelines (Ground-Truth) are assumed to be represented by 𝑃𝑃 = 0.9 and 𝑅𝑅 = 0.9.  

The starting vectors are defined by the weights vectors implemented in Arbelaez et al. 

(2011). Then, the 𝛼𝛼𝑖𝑖,𝑠𝑠 and 𝛽𝛽𝑖𝑖,𝑠𝑠 are learned by minimizing an unconstrained multivaria-

ble function, using a derivative-free method fminsearch (Lagarias et al., 1998), applied 
on the above described F-measure, which provides a useful score for comparing auto-

matic real-value contours masked on the shoreline area and the manually detected 

shorelines (Ground-Truth). 

The F-score curves of learned weights for L feature channel of gPb, mPb are shown in 

Figure 2.12, overlapped to the iso-F lines. Moreover, the UCM curve is plotted.  

The model SDM has been then validated by using Timex images from Alimini database 

and manually mapped shorelines. This testing dataset is composed by 30 images pro-
cessed by both cameras installed, using two different interval periods, during April 2006 

and October 2007, each 8 days long. The cross-shore distances from a baseline on 60 

transects have been used (Valentini et al., 2016).  
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The Figure 2.13, at the top, reports an example of the comparison between manual (blu 

line) and automatic (red line) shorelines. In the same Figure 2.13, at the bottom, the 

distribution of data based on the five number summary (minimum, first quartile, me-

dian, third quartile and maximum) is displayed in the box plots for each analysed image.  

The results show particularly good reliability, with respect to similar experiences, where 

pixels space is used for the comparison (Osorio et al., 2012, Santos et al., 2012). With 

reference to the relative distances (Δ) between the automatic and manual shorelines, 

the Table 2.1 reports the mean overall statistics. 

Recall
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Figure 2.12 F-score curves of learned weights for L-channel of gPb (red), mPb (blue). 
UCM (black) curve is also plotted. 
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It can be noticed that all datasets are approximately balanced around 2. Indeed, the 

mean over 30 images is equal to 1.88. However, there is substantially more variation 
in some images datasets with a maximum range, (third to first quartile distance) ap-

proximately from -2.2 to 4 for image n. 3, whereas data relative to images 27 show the 

minimum range approximately from 1 to 1.5. In most images the sample dispersion, 

represented by the distance between the upper and lower quartiles, is very close to the 

median, which indicates that the 50 % of data is concentrated in the median value. 

Those images are characterized by quite straight shoreline in an optimal illumination 

condition.  

Moreover, for all images the median values (horizontal red line in box plots) are positive. 

This means that automatic shoreline is, on average, placed offshore with respect to the 

manual one. As a matter of fact, the manual detection has been verified to partially 

include wet sand, that could probably explained this behaviour. 11 images show the 

presence of outlier values, in general 1 for image, except for image n. 12 for which 4 

outliers can be identified. Most of the outliers are positive, and relative to the further 
transects from the camera. The analysis of the results also shows that few images (i.e.  

1, 3, 21, 24) are characterized by a high standard deviation (mean value over the 60 

transects greater than 3), most probably due to the mPb performance which calculates 

local cues at a minimum scale of  𝜎𝜎 = 4. Such a behavior underlines the ambiguity in 

recognizing sharp bends along the shoreline, especially for transects placed far from 

the cameras.  

 

 

 

Table 2.1 Main statistics (image pixel space) of the SDM model at Alimini. 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑠𝑠𝑠𝑠𝑠𝑠Δ 

1.88 5.97 - 2.08 1.9 1.74 
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Figure 2.13 Top: Example of comparison between manually (red spots) and automatic shoreline 
contours (blue spots); Bottom: Statistic box plots of results for 30 images analysed. 
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2.6. Implementation 

The algorithms implementation, in the present study, is based on libraries of the gPb 

detector, segmentation routines of OWT-UCM and seed-based by Maire (2009). The 

original implementation of Pb (Martin et al., 2004) is indeed extended to mPb detector 

and then, to gPb. This overall implementation includes modifications to allow it to be 

run on multiple scales, to adjust scales parameters and clusters number, to combine 

the results and implementing the non-maximum suppression step. Moreover, it in-
cludes the calibration of the basic combinatorial weights and the introduction of overall 

correction and intertidal bars solver. 

The full implementation is developed in MATLAB environment, combined with several 

C++ and Fortran dynamic linked subroutines (MEX) above-mentioned that MATLAB 

interpreter loads and execute. MATLAB Compiler™ is chosen in order to implement a 

standalone application. It includes the component: MATLAB Runtime (v.8.1) which is 

essentially based a standalone set of shared libraries that enables the execution of 
compiled MATLAB applications or components on computers that do not have MATLAB 

installed. It is an easy and quick way thought in order to release and install the routines 

on whatever distributions (Linux-based).  

 

2.7. Conclusions 

The chapter presents a new automatic algorithm for shoreline extraction from Timex 

images recorded by a field video monitoring system. The Shoreline Detection Model 
(SDM) is based on the identification of sea/sand boundary from automatic segmented 

coastal image framed by visible camera. Code calibration and validation have been 

performed on the Timex images recorded at Alimini (Lecce, Italy) by a video station 

previously installed in 2005. 

Calibration process has allowed deriving both the mPb and gPb signals weights based 

on F-measure. The comparison shows a good agreement for all the images considered, 
with a mean error of 1.88 pixels over 60 transects. 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

78 Nico Valentini 
 

The higher standard deviation occurs for few images, probably due to the minimum 

scale chosen for 𝜎𝜎, which conducts to some ambiguities in recognizing sharp bends 

along the shoreline, especially for those transects placed far from the cameras. This 

scale is chosen for achieving a balance between efficiency and computational time. 

The further researches in this direction would be the analysis of the relative importance 

in down-warding the minimum scale parameter 𝜎𝜎, in order to be completely insensitive 

to the height and the distance of the camera, as well as to all possible shoreline shapes. 
Moreover, it would be necessary the implementation of more feasible and not consum-

ing routines in order to calibrate the weights 𝛼𝛼𝑖𝑖,𝑠𝑠 and 𝛽𝛽𝑖𝑖,𝑠𝑠 without manual shoreline 

mapping, and, for example, by learning them on the base of images and pixels seeds 

area histograms. 
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Chapter 3 - NEW APULIAN COASTAL VIDEO MONITORING       
SYSTEM  

 

3.1. Introduction 

In Italy, and especially in Apulia region beach video-monitoring systems are still at initial 

stage of development, mainly because of the relative high cost of commercial systems 

that has made the littoral video-monitoring difficult to be deployed and maintained for 

management organizations and also for the scientific community. For that reason the 
development of an efficient, almost completely automatic and low-cost video-monitor-

ing system, which is the main goal of this chapter, is fully justified. 

This has been achieved through the development of a video-monitoring system, built 

upon rigorously calibrated non-metric IP surveillance cameras, able to accurately quan-

tify coastal processes. 

 

3.2. System description 

The new video monitoring system has been built through close cooperation between the 

Technical University of Bari, DICATECh Department, Multitel research centre, Image 

Processing R&D Department (http://www.multitel.be/) and its spin-off ACIC 

(http://www.acic-tech.be/). System development aimed at some core factors including 

easy installation, robustness, low cost, efficiency of the acquisition and tasks schedul-

ing. 

In order to meet these objectives, few firm principles are taken into account: 

 Disjoin the post-processing processes from the acquisition 

ones, the former take place on remote server computing clouds, the 

latter take place on-site. This enable the independence on type of cam-

eras and hardware solutions from post-processing steps; 

http://www.multitel.be/
http://www.acic-tech.be/
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 find a compromise between compact and cost-effective, net-

work cameras solution; 
 guarantee all the calibration procedures, including the lens dis-

tortion correction, to be applied on-site, without affecting overall accu-

racy; 
 contribute to the distribution of video-analysis results by build-

ing an user-friendly, Java based, interface in order to gain a broad 
based support and public participation. 

 

3.3. Image acquisition 

The system has to be placed in location with a good overview of the shore to monitor, 

primarily at high place. Considering the difficulty to ensure stability and robustness of 

steel poles in such dynamic environment (Chapter 2 -), littoral establishments, struc-

tures are preferred, when available. They also represent a good solution in order to rely 
on power supply systems, which are of paramount importance.  

The image acquisition procedure has been implemented by using state of the art au-

tonomous IP cameras, detached from archiving/processing server or laptop, which 

guarantee a decentralized framework; hence, the acquisition phase could be preserved 

during components maintenance, by using substituted hardware.  

The redundancy ensured by the storage on both local low-cost servers running Unix-
based operating system and remote servers is a key factor in this system deployment. 

By doing this, one could choice best solution for local Hard-Drive copy, while the web-

portal is served by server storage via rest call. 

The use of low-cost router, dual-band 4G/3G sim cards enable a secure and, depending 

on the network coverage (signal strength), fast connection. This source, combined with 

a stable power supply serving server with remote controls features, determine an in-
crement of efficiency, particularly for far-field system location.  
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3.4. Geometry of cameras 

The transformation of image coordinates into world coordinates involves three main 

steps, which can be summarized in: (i) intrinsic calibration, where the internal camera 

parameters are determined in laboratory, or even in the field; (ii) the proper image cor-

rection, which aims to correct the relatively large image distortions induced by internal 

camera optics and (iii) image rectification to transform oblique images into vertically 

equivalent images (rectified images), generally coupled with georeferencing procedure.  

Most of the commercial cameras undertake an amount of manufacturer distortions, 

which must be corrected. The Intrinsic calibration has been performed parallel  to  

phase of installation, (Bouguet, 2004, Bradski and Kaehler, 2008, Wolf and Dewitt, 

2000, Zhang, 2000) accounting for the following parameters: focal length, principal 

points, distortions with radial at 6th order and tangential components, neglecting skew. 

For visible cameras, square or circle pattern chessboards are typically used for this 

task.  The model, which is used to describe the internal matrix and distortion model in 
matricial form, is as follows: 

  �
𝑢𝑢
𝑣𝑣
𝑤𝑤
� = �

𝑓𝑓𝑥𝑥 0 𝑐𝑐𝑥𝑥
0 𝑓𝑓𝑦𝑦 𝑐𝑐𝑦𝑦
0 0 1

�  �
𝑥𝑥′′
𝑦𝑦′′
𝑧𝑧′′
�= K  �

𝑥𝑥′′
𝑦𝑦′′
𝑧𝑧′′
� (3.1) 

where 𝑢𝑢 and 𝑣𝑣 represent the coordinates of a point in the distorted coordinate system, 

𝑓𝑓𝑥𝑥 and 𝑓𝑓𝑦𝑦 the camera focal lengths and (𝑐𝑐𝑥𝑥, 𝑐𝑐𝑦𝑦)  is the optical centre expressed in pixels 

coordinates. 𝑤𝑤 is explained by the use of homography coordinate system (and 𝑤𝑤 =
𝑧𝑧′′). The matrix 𝐾𝐾 containing these four parameters is referred to as the Camera Matrix. 
The vector (𝑥𝑥′′,𝑦𝑦′′, 𝑧𝑧′′) corresponds to the normalized point with radial and tangential 

distortion numerically defined as: 

 
x′′ =  x′( 1 + k1r2  +  k2r4  +  k3r6) +  2 p1 x′y′ + p2(r2  +  2 x′2) 

y′′ =  y′ (1 + k1r2  +  k2r4  +  k3r6 ) +  2 p2 x′y′ +  p1(r2  +  2 y′2) 
(3.2) 

 

 
𝑟𝑟2 = 𝑥𝑥′2 + 𝑦𝑦′2 (3.3) 
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where 𝑥𝑥′ = 𝑥𝑥/𝑧𝑧 and 𝑦𝑦′ = 𝑦𝑦/𝑧𝑧 are normalized undistorted coordinates of image point; 

𝑘𝑘1, 𝑘𝑘2,𝑘𝑘3 are radial distortion coefficients. 𝑝𝑝1 and 𝑝𝑝2 are the tangential distortion co-

efficients considered. Higher-order coefficients and thin prism distortion are not con-

sidered in this context. 

The correction process is applied automatically once each image is stored by the main 

system, just before the geo-rectification tasks. 

Image rectification is the process used for the transformation between an originally 
oblique image into a plan view equivalent one (rectified image), free from deformations 

induced by the camera. The so-called external (or extrinsic) parameters, i.e. precise 

camera global coordinates and orientation are necessary. 

The pinhole camera model (Figure 2.1) has been considered for this task (external cal-

ibration), which is performed in order to the transformation from the undistorted image 

coordinates system to the global coordinate system. Such a task has been typically 
solved in many photogrammetric and coastal video applications by integrating the well-

known Direct Linear Transform (DLT) algorithm, by using at least 3-4 GCPs and relative 

image coordinates correspondences, also when including focal length (Holland et al., 

1997). There are, though, several simplifications to the problem once known internal 

parameters, which turns into an extensive list of different algorithms that improve the 

accuracy of the DLT (Penate-Sanchez et al., 2013). 

This is the so-called Perspective-n-Point problem, for which three point correspond-

ences are sufficient in its minimal version (Gao et al., 2003), while solutions to the 

over-constrained problem with n > 3 point correspondences exists as iterative (Horaud 

et al., 1997, Lu et al., 2000) and non-iterative solutions (Ansar and Daniilidis, 2003, 

Fiore, 2001). Here it is applied an iterative solver by minimizing the sum of the re-

projection errors, which corresponds to the accumulated squared distances between 

the 3D point projection and its measured 2D coordinate. The minimization is applied by 
using Levenberg-Marquardt algorithm, hence the 3 ∗ 4 perspective transformation ma-

trix 𝑃𝑃, Eq. (3.4) is calculated as follows: 
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 𝑃𝑃 = 𝐾𝐾 𝑅𝑅 [𝐼𝐼| − 𝐶𝐶] (3.4) 

where 𝐼𝐼 is the identity matrix, 𝐶𝐶 and 𝑅𝑅 are the translation vector and rotation matrix, 

respectively, of the camera Centre of View (CoV). The 𝑅𝑅 retains information of the ef-

fective orientation of the CoV with respect to the Cartesian axes. 

The joint rotation-translation matrix [𝑅𝑅| − 𝐶𝐶] is called matrix of extrinsic parameters.  

 

3.5. Image displacement 

The great meteorological variability, due to i.e. strong wind, heavy rain, or even hail-

storm, human inadvertences, thermal expansion and mechanical factors could led to 

unexpected change of the precise camera CoV location, and this may imply the loss of 

information/fault in the geo-rectification procedure. The definition of a procedure in or-

der to correct the perspective transformation 𝑃𝑃 has been demonstrated to be of strong 

importance in order to reduce these significant geo-rectification errors (Holman and 

Stanley, 2007b). 

So, the need of a real-time and/or one-off controls is desirable also in order to keep 

preserved the external calibration parameters as long as possible. 

A procedure, basically build on computer vision algorithms, also inspired by 

Vousdoukas et al. (2011), has been defined in this context which is summarized in the 

following: 

1. Snapshot images, taken at different illumination condition at the 
time of external calibration, for which camera geometry is known are 

selected and undistorted, in the number of 𝑁𝑁. 5/6, referred as set 𝐼𝐼𝑅𝑅.  

2. Snapshot images, for which the image displacement has to be 

calculated, uniformly distributed over a day, are undistorted, in the 

number of 15 around, referred as set 𝐼𝐼𝐷𝐷. SURF algorithm, which can 

be classified as a local feature detector and descriptor, mostly used 
for image alignment or make 3D reconstructions (Bay et al., 2008), is 
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applied to 𝐼𝐼𝑅𝑅 and 𝐼𝐼𝐷𝐷. The characteristic feature points detected, out-

side those regions where fixed structures are framed, are masked/fil-

tered out (manually). 

3. The locations retrieval of matched points using SURF algorithm 

between the two data sets is performed, but data still includes several 

outliers. Identical matched points are neglected.  

4. A geometric transform estimator (Hartley and Zisserman, 2003) 
assuming a non-reflective similarity transformation, is used in order to 

remove outliers by using RANSAC schema (Fischler and Bolles, 1981). 

The latter represents an overused method for robust fitting of models in 

the presence of data outliers, as the case.  

5. The Procrustes analysis is performed (Kendall, 1989). This de-

termines a linear transformation matrix 𝑀𝑀𝐷𝐷𝐷𝐷  between the points 
matched from the set 𝐼𝐼𝐷𝐷 to best conform to those in the set 𝐼𝐼𝑅𝑅. The 

goodness-of-fit criterion is the sum of squared errors. 

6. The undistorted coordinates of the previous/original GCPs are 

transformed by applying the matrix 𝑀𝑀𝐷𝐷𝐷𝐷. The mean values of the new 

GCPs are used for updating external calibration and geo-rectification 

procedures. 

The steps 4-6 are applied only in the case the number of keypoints matched in step 3 

is greater than 10. 

The procedure does not take into account high frequency oscillations, due to wind tur-

bulence for example. Indeed, the latter is considered to be compensated while the 

Timex is composed during the 10 min acquisition period, since simple Snapshot is 

mostly used only for illustrative purposes. 

While drifting and camera angle changes (jumps) are not yet observed during a barely 
year monitoring period of the systems, unlike described in (Holman and Stanley 

(2007a), Vousdoukas et al. (2011)). 
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3.6. Sea level filter 

Tide gauges measure real sea levels, useful for geo-rectification procedure. In the Apu-

lia region, AdBP hold most of wave and tide gauges deployed which are available at 

consultation and download on:     

               http://simopadb.dyndns.org/web/simop/misure. 

In order to avoid the use of such raw data “as they are”, not yet validated, a quasi-real-

time filter is implemented. It includes:  

• a filter for setting tolerance limit values between successive 

measurements; 

• a spike filtering, using spline test adaptation applied over the 

measurements extracted using 16 hours temporal windows; 

• threshold values filtering, according to the analysis of the multi-

year validated time series (Bruno et al., 2014, Canesso et al., 2012).  

The filtered water level is used for Timex image produced and shoreline processed 

georectification. This code is MATLAB written and automatized by using python sript-

ing. 

 

3.7. System applications  

The AdBP, among several characteristic sites along the Apulian coast, which have been 

investigated for several years in order to monitor states and morphodynamic evolution-
ary trend, has identified two locations for further analysis by using video analysis. 

The new system developed has been installed at two stations, in Torre Canne (TC) and 

Torre Lapillo (TL), the reader is referred to Subs. 3.7.1. and 3.7.2. , respectively, for 

more details. 
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The outline of the processes, which determine the main modules included in the new 

video monitoring system are detached in Figure 3.1 and includes the acquisition, pro-

cessing and sharing the results on a web-tool, well linked to the Sistema Informativo 

Meteo Oceanografico delle coste Pugliesi (SIMOP) portal of AdBP. 

The stream of each camera installed is configured in such a way to collect video rec-

ords of 10 min and frequency of 1 𝐻𝐻𝐻𝐻. The sampling interval is 30 min. The main 

products produced and stored into the local servers are three fundamental types of 

images: Snapshot, Timex and Variance, better explained in Section 2.2. The acquisition 

cycle is therefore 10 minute, and during this, the images acquired are hence, 600, every 

half an hour. The transfer to a cloud server is granted by local router connectivity.  

The remote post-processing tasks are applied once each new image is uploaded. Spe-

cifically, the SDM model, described in Chapter 2 -, is implemented on the Timex. The 

sea level data filter is executed, which produce the level used for geo-rectification pro-

cedure. The latter procedure, described in Section 3.4, is performed on the Timex. The 

shoreline detected on the oblique image are geo-rectified as well. These tasks are exe-

cuted and automatized by using Python scripting, partially including libraries from 
OpenCV, flamingo-openearth and Gdal/OSR. 

Figure 3.2 shows the locations of the installed system, nearest tidal gauges and the 

approximate FoV of cameras. 

   

Figure 3.1 Process outline of main tasks of new coastal video monitoring system. 
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Figure 3.2  New Video Monitoring station installed at Apulia region: Camera locations and approximate Field of View (FoV). 
Nearest tidal buoy (dots) of Apulia monitoring network , BR: Brindisi; PC: Porto Cesareo . Grid coordinates: RDN2008/TM33. 
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3.7.1.  Torre Canne, Fasano (BR) 

Study area  

Torre Canne represents an important thermal location for Apulia region, facing the Adri-

atic Sea. It presents several free and private beaches characterized by medium grain 

size sand, according to Udden-Wentworth scale, with a mean diameter of the particle 

size distribution, 𝐷𝐷50 and a 𝐷𝐷95 equal to 0.28 𝑚𝑚𝑚𝑚 and 0.44 𝑚𝑚𝑚𝑚, respectively. The 
emerged beach is about 20 ÷ 50 𝑚𝑚 wide, characterized by a steep berm with period-

ically vegetation encroachment.  

The wave climate in the area is moderate, with an annual significant wave height (𝐻𝐻𝑠𝑠) 
ranging from 0.5 𝑚𝑚 to 1.5 𝑚𝑚 for the 49.75 % of wave observations in 1990-2007. 

Only the 0.16% of the measured waves heights exceeds 3.5 𝑚𝑚. A peak period from 

3 𝑠𝑠 to 7 𝑠𝑠 constitutes the 67.6% of observations. The analysis of wave climate shows 
that waves approach from 𝑁𝑁𝑁𝑁𝑁𝑁 for the 29.7% of the time, while a discrete contribute 

of the sector 𝐸𝐸𝐸𝐸𝐸𝐸 occurs for around 18% (Petrillo and LIC, 2010).  

The great urbanization rate, mainly due to touristic activities, has been crucial in in-

creasing the negative sedimentary balance of the area (AdB-Puglia, 2015). Indeed, in 

the last decade, the analysis of long-term shoreline movements, highlights a global 

erosional trend, with maximum shoreline withdraws equal to about 10 𝑚𝑚 at few spots, 
which, recently, has become quite stable. Coastal vulnerability assessment in this area 

is of great interest because of the tourism economy of this coastal stretch, which rep-

resents a great resource for local community. 
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System Implementation 

At TC site, two IP network cameras are installed on a steel pole, which is fixed by 

brackets on parapet, at the roof of the “Hotel del Levante”. The approximate orthometric 

height of the cameras is 23.4 𝑚𝑚 (ITALGEO2005). 

In Figure 3.3 the installed cameras and coastal stretch under investigation framed are 
shown. 

The system placed at Torre Canne consists of one thermal (𝑇𝑇𝐶𝐶𝑡𝑡ℎ) and one visible 

(𝑇𝑇𝐶𝐶𝑣𝑣𝑣𝑣) cameras, both faced 𝑁𝑁𝑁𝑁𝑁𝑁, with a FoV of 10° and 59.5°, respectively. The 

𝑇𝑇𝐶𝐶𝑣𝑣𝑣𝑣 is an Axis, Mod. Q1765-LE Network Camera, 𝑇𝑇𝐶𝐶𝑡𝑡ℎ is an Axis, Mod. Q1931-E 

Thermal Network Camera. Both visible and thermal are outdoor-ready network cam-

eras. The 𝑇𝑇𝐶𝐶𝑣𝑣𝑣𝑣 is equipped with CMOS RGB Progressive Scan 1/2.9 sensor, and de-

livers HDTV 1080𝑝𝑝 video in multiple, individually configurable 𝐻𝐻. 264 and Motion 
JPEG video streams and have a built-in IR illumination. Moreover, visible camera has 

18x optical motorized zoom and auto-focus. The corresponding single frame resolution 

is 1920 × 1080 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝.  

The 𝑇𝑇𝐶𝐶𝑡𝑡ℎ provides thermal imaging, with an Uncooled Micro bolometer 384 × 288 

sensor (image can be scaled up to 768 × 576), a noise filter which gives improved 

thermal image contrast while keeping noise levels low.  

The system includes a local server, which is a HP ProLiant MicroServer Gen 8, 1Tb 

storage drives, in the number of N. 2 and one router, model D-Link’s Wireless N150 4G 

LTE for data transmission. 

During the installation phase, a collection of reference images for internal and external 

calibration tasks has been gathered. Specifically, intrinsic parameters are estimated by 

imaging a well-defined pattern from different angles and distance. Checkerboard pat-
terns are typically used for calibration, since they provide easily detectable features, the 

intersections between the black and white squares form high contrast points, estimated 

with sub-pixel accuracy. Hence, for visible cameras the pattern used is a classic paper 

chessboard over a smooth plane, in Figure 3.5 representative images used are shown. 
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While, the use of different emissivity materials has been proposed for the internal and 

external calibration pattern of 𝑇𝑇𝐶𝐶𝑡𝑡ℎ. Since low emissive materials would appear colder 

than high emissive, aluminium foil tape stuck on paper, as highlighted in (Engström et 

al., 2013), is used. The Figure 3.4 shows the thermal patterns used for internal and 

external calibration procedures, at the top and bottom, respectively.  

Results from the calibration procedure show that the lens deformation is dominated by 

the radial component, which errors become larger than 30 pixels at the outer edge of 
the original image, while the errors related with the tangential component are always 

lower than 1 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. The computed average error of re-projection is calculated as al-

ways less than 0.52 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝.  

Camera external orientation is estimated by using eight to ten GCPs, for each cameras, 

among fixed structures and as movable target, a 1 𝑚𝑚2 chessboard pattern (classic and 

mixed aluminium/paper) using unique central intersection between squares. 

Figure 3.3 Right: Cameras location in Torre Canne (TC) and the coastal stretch framed; Left: Cam-
eras installation. 
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Figure 3.4 Top: Paper/Aluminium chessboard for internal calibration; 
Bottom: Example of Pattern used as GCP in order to perform external 
calibration procedure for thermal camera. 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

94 Nico Valentini 
 

 

 

Figure 3.5 Top: Classic paper chessboard for internal calibration; Bottom: Example of Pattern used 
as GCP in the external calibration procedure for visible camera. 
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Pixel footprint, which gives us the dimension of each pixel in the geographic space, is 

represented as example in Figure 3.6, and shows the typical contrast between along-

shore and cross-shore components. 

The near-alongshore footprint is more sensitive to the distance from the camera and 

ranges from a decimetres to around 13 𝑚𝑚 when the distance is less than 1 𝑘𝑘𝑘𝑘; on the 

other hand, the near-cross-shore component is generally under the 1 𝑚𝑚 in the principal 

target area. Increasingly the geo-rectified area would decrease the positional accuracy.  

Figure 3.6 Pixel footprint (m) across Torre Canne (TC) study site, along 800 m 
beach stretch. Black lines: almost alongshore component (𝛥𝛥𝛥𝛥); red solid and 
dashed lines – cross-shore component (𝛥𝛥𝛥𝛥) . 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

96 Nico Valentini 
 

3.7.2.  Torre Lapillo, Porto Cesareo (LE) 

Study area  

The Marine Area of Porto Cesareo is an interesting site from a morphological point of 

view. This area is constituted by typical sub-environment of low-lying coasts, with cal-

carenitic rocky and sandy beaches. The embayed beach of Torre Lapillo has its typical 

asymmetric planform shape, characterized by quite strongly curved zone (at 𝑁𝑁𝑁𝑁), a 
gently curved centre (where coastal video-monitoring is installed) and a relative straight 

section (at 𝑆𝑆𝑆𝑆). Sandy beaches are characterized by a mean diameter 𝐷𝐷50 almost equal 

to 0.47 𝑚𝑚𝑚𝑚 and 𝐷𝐷95 to 1.38 𝑚𝑚𝑚𝑚. Sandy beaches are characterized by a mean diam-

eter 𝐷𝐷50 almost equal to 0.47 𝑚𝑚𝑚𝑚 and 𝐷𝐷95 to 1.38 𝑚𝑚𝑚𝑚. 

Since the first 60’s, the number of establishments has been increased in the geograph-

ical area of Porto Cesareo, with remarkable damages of emerged beach, especially of 
dunes. The establishments’ managers applies a common defence practice during the 

winter season, by means of geotextile sandbags which are uniformly distributed just 

few meters close to coastline, determining a morphological change in shapes of the 

ordinary and stormy berms and reducing shore erosion. It has been revealed that the 

main reason connected to the erosional trend in the period 2009 - 2011 could be 

related to the mean sea level rise (about 13 𝑐𝑐𝑐𝑐) , amplified by significant storms oc-
curred (AdB-Puglia, 2015). Particularly, the shoreline erosional hotpots are located in 

southeast, where in 2013 − 2015 the cumulative sediments balance resulted less 

than -10 m.  

For the majority of the time (49.7 %) the waves approach from 𝑆𝑆𝑆𝑆𝑆𝑆, while for 34.8 % 

they come from 𝑆𝑆𝑆𝑆 direction. The wave climate in the area is moderate to low, with 

an annual significant wave height less than 0.75 𝑚𝑚 for the 44 % of observations in 

2006 − 2013, while a 12.17 % for 0.75 < 𝐻𝐻𝐻𝐻 < 1.75 𝑚𝑚 and only the 0.66 % with 

𝐻𝐻𝐻𝐻 ≥  3.0𝑚𝑚 (AdB-Puglia, 2015). The peak period 𝑇𝑇𝑝𝑝 in the interval 3 𝑠𝑠 to 5 𝑠𝑠 repre-

sents the most frequent (31.9 % around). 
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System Implementation 

At Torre Lapillo site, hamlet of Porto Cesareo, two IP network cameras are installed on 

a steel pole, fixed on parapet, at the roof of the restaurant establishment “Bacino 

Grande” (Figure 3.7). The approximate orthometric height of the cameras is, in this 
case, 7.5 𝑚𝑚 (ITALGEO2005). 

The video-station placed at PC (Figure 3.7) includes a couple of identical visible cam-

eras (𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1, 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣2 ). The first one stared at 𝑁𝑁𝑁𝑁 direction, with FoV equal to 51.6°, 

while the second one faced to 𝑆𝑆𝑆𝑆 direction, with a FoV of 56.2°. Both are Axis, Mod. 

Q1765-LE Network Cameras. The same hardware equipment, as TC shore, is installed. 

The pixel accuracy for both cameras in the alongshore component ranges from few 
centimetres to around 14 𝑚𝑚 when the distance is less than 700 𝑚𝑚, while near-cross-

shore footprint is generally lower than 2 𝑚𝑚. System accuracy depends, among others 

on the pixel footprint, the calibration and geo-rectification procedure, stability of camera 

over time, etc. In order also to evaluate overall new system positional accuracy, differ-

ences in the position of a set of 6 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 are computed, taken at distance from the 

Figure 3.7 Right: Cameras location in Torre Lapillo (TL); Left: Cameras installation and the NW 
coastal stretch monitored. 
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camera ranging from 10 to 300 𝑚𝑚. Results show significant differences between 

cross-shore and alongshore positional accuracy, with a root mean square error (𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 

of 0.43 𝑚𝑚 and 5.21 𝑚𝑚, respectively. The error is mainly related to the pixel footprint, 

with the longshore accuracy error that significantly dominate, as expected. 

When the system is used in the extraction of intertidal bathymetry, the vertical error is 

further reduced as foreshore slope is generally 0.1 or around this value, translating in 

the reduction of the error by an order of magnitude (Silva et al., 2009). 

The new Shoreline Detector Model (SDM), presented in Chapter 2 -, is tested at the 

new video systems and presented here for the case of PC shore, aimed at validation of 

results, by comparing manual shoreline contours with the automatic extracted ones. 

The intertidal bathymetry calculated from the SDM is then compared with GPS-RTK 

field surveys.  

As for the Alimini testing dataset, the SDM is validated by using 15 Timex images rec-
orded in the first months of system working, representative of main illumination and 

wave conditions for both cameras, calculating the relative distance on 40 transects in 

pixel space. In the Figure 3.8, the box plots for each analysed image are displayed. The 

results show that the SDM algorithm calibrated and validated at Alimini could be ex-

tended at different sites, characterized by different morphological features and site ge-

ographical exposition. The Table 3.1 reports the mean overall statistics at PC. 

The mean overall pixel distance (𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚Δ) is about 1.17 px, while the mean of maximum 

values over all the images (𝑚𝑚𝑚𝑚𝑥𝑥Δ) is about 3.77 px. It can be noticed that all datasets 

are approximately balanced around 1.2.  However, there is substantially more variation 

in some images datasets with a maximum range approximately from -5.5 to 7.3 for 

image n. 6, whereas data relative to images 27 show the minimum range approximately 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚Δ 𝑠𝑠𝑠𝑠𝑠𝑠Δ 

1.17 3.77 -1.7 1.22 1.16 

 

Table 3.1 Main statistics (pixel space) at PC 
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from -1.3 to -0.9. As for Alimini, in most images the sample dispersion is close to the 

median. Outliers are almost completely associated with the presence of sand bags.  

 Actually, when at certain locations, the pixel distance from the offshore limit of bags 

and shoreline is low, less than around 2.5 pixels, the probability of boundaries detector 

could lead to a single result in that neighborhood, which propagates in cascade until 

the last step of correction (Section 2.4.5. ) into the main routine. This issue is often 
associated with high illumination condition. 

 

Figure 3.8 Top: Example of comparison between manually and automatic shoreline 
contours with transects overlapped (cam 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1); Bottom: Statistic box plots of results 
for 15 images analysed. 
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Intertidal Bathymetry estimation 

Several authors approached the determination of the intertidal bathymetry of beach 

from video system. Previous works, since first experiences (Aarninkhof et al., 2003, 

Davidson et al., 2007, Plant and Holman, 1997), based the intertidal reconstruction on 

the shoreline geo-rectification at elevations derived from site-specific parameterization 

of the total water level  referred to the offshore wave height (Uunk et al., 2010) or 

breaking wave height (Vousdoukas et al., 2011) and different models for set-up and 
swash contributions.  

The process presented here in order to test the new system is based on the Digital 

Elevation Model (DEM) reconstructed by geo-rectifying the time-varying shoreline po-

sition over a tidal cycle, by using the filtered sea level, as above described. In order to 

test the code, the intertidal bathymetry evaluation has been performed in quite wave 

condition, in order to neglect wave set-up and swash effects. The extracted contours, 
automatically stored also as shapefiles for being digitized in GIS environment for further 

analysis, have been processed by using Triangulated Irregular Network (TIN). 

A Real Time Kinematic survey using differential GPS solution on the Global Navigation 

Satellite System (GNSS) of Apulia Region is conducted along the beach stretch moni-

tored until around 300 m, in order to measure the beach profiles over 16 cross-shore 

transects. The measured profiles are then compared with the intertidal bathymetric pro-
files extracted from the reconstructed DEM, obtained from video analysis one day later 

the survey. 

The evaluation of the intertidal bathymetry profiles can be sketched as follows:  (i) au-

tomatic shorelines detection over the Timex oblique images; (ii) sea level time-series 

filtering (Section 3.6); (iii) shoreline geo-rectification; (iv) DEM reconstruction and tran-

sects extrapolation. The Figure 3.9 highlights the transects positions and few automatic 
detected shorelines, overlapped on a portion of rectified snapshot image framed by 

𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1 camera FoV.  
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The Ionian Sea is generally characterized by low tidal amplitude oscillations, ranging 
from 0.1 m ÷ 0.6 m below the still water level. For this reason, due to the mean beach 

slope equal to about 10%, the mean projected horizontal distance investigated is equal 

to around 2 𝑚𝑚, with a maximum vertical excursion of around 0.25 𝑚𝑚.  

 

Figure 3.9 Cross-shore transect (red pointed GCPs and sec-
tions), examples of automatic shorelines overlapped on a snap-
shot geo-rectified image.  
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In Figure 3.10 (top), as an example, both measured (solid lines) and calculated (dashed 

lines) profiles are reported for the transects n. 0, 4, 5, and 11. 

The comparison shows a quite good agreement between measured (solid lines in) with 

a mean, overall transects, RMS error equal to 0.025 m. Calculated profiles are almost 

linear with respect to the measured ones. In reality, the lowest RMS error (equal to 

about 0.005 𝑚𝑚) occurs for transect n. 11, which is characterized by a linear beach 

Figure 3.10 Top: Comparison of intertidal bathymetry derived from video analysis with the field measured 
profiles for transects n. 0, 4, 5 and 11 (see Figure 3.9). Bottom: Vertical RMS error (m) for all transects 
analysed. 
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profile. The greatest errors (i.e. transects n. 4, 5 and 6 of about 0.04 𝑚𝑚) can be ob-

served when beach profiles present small changes in elevation (~ 𝑐𝑐𝑐𝑐). 

Such results, seem to be fully comparable with respect to the previous studies per-

formed on beach intertidal bathymetry reconstruction, mainly deployed on beaches 

characterized by a higher tidal amplitude. In fact, by using Argus system, Aarninkhof et 

al. (2003) obtained errors lower than 0.15 𝑚𝑚 along 85% of the 2 𝑘𝑘𝑘𝑘 beach. Plant and 

Holman (1997) reported 0.24 𝑚𝑚 vertical RMSE, latter corrected to 0.06 m when em-
pirical corrections of water level were made and Vousdoukas et al. (2011), using an 

automated video system with two MOBOTIX cameras, found an  vertical RMSE of 

0.22 𝑚𝑚 for a five-month period of fully automated operation.  

 

Image displacement correction 

The procedure for image displacement has been tested in this study only in the event 
of a human-accident displacement, during maintenance operations. Consider this, in 

the 5th step of Section 3.5, the reflection and scaling factors are assumed to be null, 

since undistorted images are used and the influence of thermal expansion neglected. 

Blend overlapping figures, representative of the transformation applied on 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1 cam-

era at the station of PC is shown in Figure 3.11. Estimated accuracy after the correction 

is overall below 0.4 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. 

 

3.8. Web-tool   

The possibility of sharing the on-going results of coastal video-monitoring is quite 

promising, supporting professionals and coastal managers in morphological analysis. 

Furthermore, beach-users and stakeholders may be aware on actual beach state and 

relative evolution. This has led to the construction of a web-portal 

(http://91.121.30.84), which includes the publication of results in a quasi-real time, by 
using the schema described above (Figure 3.1). The web-site is specifically built by 

using JavaScript and coded HTML, and it is a 1.0 version, released and included into 

the main AdBP coastal web-area (simopadb.dyndns.org/web/simop).  
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It consists of 5 modules of different consultation tabs. The “Current images” tab is 

intended to list the last images produced at all the stations of the system, among those 

produced (Snap, Timex, STD and geo-rectified); the “Images Report” allows user to 
view thumbnails and download images, choosing interval and extremes date of a time 

period . “Shoreline map” tab permits a mapping of the geo-rectified shoreline, as dots, 

over the rectified geo-referenced image; while “Shoreline Transect Analysis” is a tool 

able to plot the shoreline distance to a baseline over time, after a transect is chosen 

from a list, displayed also over the oblique image (Figure 3.12). The “Download” tab 

allow users to download all the data produced by the monitoring stations (Valentini et 
al., 2016). 

Figure 3.11 Top left: Original image at the time of external calibration; Top right: 
Image displaced; Bottom: Overlay of original registered image over displaced one, 
by using alpha blending, showing high accuracy (green channel). 
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3.9. Conclusions 

Nowadays, risk assessment plays a fundamental role in preventing irreversible erosion 

processes as well as flooding damages. In this context, the video monitoring represents 

a low-cost instrument to store a large amount of data, due to the feasibility in extracting 
several morphodynamic and hydrodynamic measurements from images/videos. In this 

chapter, a new coastal video monitoring system deployed and integrated in the Apulia 

Region Monitoring Network (South Italy) is presented, which is born to work completely 

automatically. 

In 2015, two new video stations were installed at two sites along Apulian coasts in 

order to study both morphodynamic and hydrodynamic processes affecting the coast. 

For this reason, a new model (SDM) for image processing has been developed, aimed 
at extracting shoreline from Timex oblique images. The procedure is mainly based on 

the recognition of sea/sand contour from an automatic segmented area. The SDM has 

been firstly calibrated and validated (see Chapter 2 -), and then tested on images de-

rived from different video systems, facing sites characterized by different geographic 

expositions and illumination conditions, such as Torre Lapillo site. Such a procedure 

Figure 3.12 Top Left to right: Current Images and Images Report tabs; Middle: Shoreline Map tab 
used for mapping shoreline on geo-rectified images (pointed lines); Bottom Left to right: Cross-
shore transect user-selected and shoreline distance from baselines plotted over time. 
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demonstrates the feasibility of the model to be extended at different sites, giving good 

results in shoreline detection, quantified by comparing manual and automatic shore-

lines.  

Another strength of the system is the dissemination of results on a web portal, freely 

accessible. In quasi-real time, users can view and download, for free, processed im-

ages from all the cameras installed, shoreline maps with different time intervals and 

time shoreline variation on user-specified transects, in cross-shore direction. A specific 
routine has been developed, allowing the automatic geo-rectification of images with 

respect to the sea level registered by the nearest tide gauge, opportunely filtered.  

Several coastal information can be provided from images. In the present chapter first 

results on intertidal bathymetry derived from video analysis is presented. The vertical 

precision in coastal features extraction obtained is quite similar to other systems and 

comparable to standard surveys methods. The comparison with d-RTK GPS survey 
shows a good agreement, with a mean RMS error, overall investigated transects, equal 

to 0.025 𝑚𝑚.  

Moreover, a thermal camera has been installed in TC shore mainly with the twofold 

purpose of: (i) support the visible stream during nightlight hours in order to monitor 

beach, particularly on severe events and (ii) implement the segmentation of the upper 

part of intertidal area for studies of potential sources of Aeolian sediment (Hoonhout et 
al., 2013) by using the Global Probability of Boundary method. 

The overall results are very encouraging in what concerns this new video system ap-

plication in the long-term monitoring of beach systems.  

Future system developments include the integration of routines for linking the exact 

wet/dry interface elevation to more specialized hydrodynamic model results in order to 

take into account swash prediction, then for estimating beach state and the design of 

a communication infrastructure that will enable to use the new system in a real time 
coastal hazard warning system. The latter task will be eased by the use of standard IP 

surveillance cameras, a domain where most of communication operational issues have 

already been solved.  
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Chapter 4 - UNMANNED AERIAL VEICHLE (UAV) APPLICATION 
FOR BEACH DSM RECONSTRUCTION 

 
 
4.1. Introduction  

This chapter aims at describe the creation of point cloud and validation of a Digital 
Surface Model (DSM) of a beach system, in the location where a new video monitoring 

system is installed. A briefly introduction on the solutions for coastal environment DSM 

reconstruction is presented, then material and methods adopted in this context are de-

scribed, so results and at last, discussion and concluding remarks highlighted. 

Nowadays, in contrast with traditional techniques useful for accurate representation of 

coastal topography, geomorphology and its evolution assessment, the Unmanned Aer-

ial Vehicle (UAV) equipped with imaging sensors is being constantly investigated. 

Briefly, standard instruments for foreshore DSM reconstruction are represented by air-

borne Light Detection And Ranging (LiDAR) and TLS, whose results are very detailed 

and straight forwarded for coastal applications.  

Airborne techniques have the advantage of providing large coverage and good accurate 

topography (point cloud or orthophotos), but they have the particular features of having 

high costs and logistic constrains. Furthermore, for short-term evaluation of topo-
graphic changes, due to e.g. significant storm impacts, it is quite impossible to perform 

surveys evenly repeated in time or each time it is necessary. By using the alternative of 

proximity survey, TLS can achieve greater accuracy, instead smaller area is covered, 

hence, more surveys and very long processing time is required for large extension. 

Furthermore, the oblique acquisition procedure, which is more often undertaken, has 

been demonstrated to lead to errors/inaccuracies when sudden changes on topography 
are encountered (Casella et al., 2014, Mancini et al., 2013, Naumann et al., 2013).   

The work of Gonçalves and Henriques (2015) discuss and summarize different ad-

vantages of the UAVs with respect to traditional tools as related to: i) the high level of 

automation of photographic survey; ii) a very low operating cost; iii) the easiness in 
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repeatability of the survey and iv) the possibility to obtain orthomosaic with centimetric 

resolution. UAV applications for 3D reconstruction spans from the historical heritage 

and archaeology, forestry and agriculture, topography, etc. In addition, UAV for coastal 

environment has been approached (Gonçalves and Henriques, 2015, Harwin and Luci-

eer, 2012, Long et al., 2016, Mancini et al., 2013). Specifically, while analysing the 

point cloud generated from UAV imagery of coastal environment, Harwin and Lucieer 

(2012) deal with a workflow based on patch-based multi-view stereo software (Fu-
rukawa and Ponce, 2010). Long et al. (2016) by means of three subsequent campaigns 

analysis, study erosion/accretion behaviours of a lagoon-inlet system; Gonçalves and 

Henriques (2015) asses and quantify a low-cost hardware equipped solution for topo-

graphic monitoring of Portuguese beaches. Mancini et al. (2013) demonstrate, by com-

parison with DSM TLS-derived, the great and comparable accuracy that could be 

achieved. 

The latter three works are based on the application of the software Photoscan and his 

routines. This software includes and uses the Structure from Motion (SfM) method, 

borrowed from computer vision field, aimed at reconstruct 3D scene geometry and 

often not calibrated camera motion from a set of images of a static scene by using 

matching features on multiple images (Bay et al., 2008). With respect to classical pho-

togrammetry, where a well-defined strategy of the images acquisition phase has to be 
designed, an unconstrained and unstructured imagery acquisition could be possible 

(Fonstad et al., 2013).  

The UAV imagery combined with SfM method has been applied in this study for twofold 

purposes. It is well known that beach system, while imaged by a proximity aerial survey 

or video monitoring system, shows a great variability mainly in terms of contrast and 

prevalent histogram bands. This behaviour combined with the presence of low vegeta-

tion, small-sized ripples, geotextile bags filled by sand, algae blossom, which are very 
common in Apulian region, makes the opportunity of evaluate the UAV accuracy on a 

Ionian facing beach, a challenge. This acts as pathfinder for a near future well-defined 
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monitored programme, which would plan frequent surveys in order to detect and quan-

tify associated morphological changes, for an efficient coastal zone management.  

The high resolution beach assessment is quite important also for single or multitem-

poral elevation dataset that serves as input data for numerical models. A second pur-

pose (better discussed in Chapter 5 -) is, indeed related to the effective chance of de-

veloping a modelling tool, which includes concatenated hydrodynamics models (2-d 

wave-flow for run-up modelling) and topographic input via low-cost and effective DSM 
UAV-generated. 

 

4.2. Study area 

The study area corresponds to a stretch at the centre of Torre Lapillo embayment, ham-

let of Porto Cesareo. A coastal video monitoring station, deployed by the AdBP, is in-
stalled in the same area (Chapter 3 -). The reader is referred to Subs. 3.7.2.  for further 

details about the morphological environments and main characteristics. 

 

4.3. Materials and methods 

4.3.1.  The UAV Technical specification and Features 

The UAV data used in this study are obtained using multicoter Aeromax 300, developed 

by the Microgeo Company (Florence, Italy). Areomax is an autonomous UAV with on-

board intelligent artificial system, which analyses information from Intertial Measure-

ment Unit (IMU) and on-boarding GPS in order to optimize flights. It is equipped with 4 
arms and 8 motors, and characterized by full carbon/aluminum structure, not more 

than 2.5 𝑘𝑘𝑘𝑘 as maximum weight for full equipment. A Ground Control Station linked 

(2.4 𝐺𝐺𝐺𝐺𝐺𝐺) by a modem is characterised by few channels. Furthermore, telemetry for 

real-time control allows communications between the software/pilot and the UAV up to 

a distance of 1 ÷ 2 𝑘𝑘𝑘𝑘, the path-tracking is also available on video sources. Flight 

modes available are standard waypoints-based or by wireless control.  
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The battery pack are 2 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 4𝑆𝑆 (4500 𝑚𝑚𝑚𝑚ℎ) connected in parallel, which provides at 

maximum 12 𝑚𝑚𝑚𝑚𝑚𝑚 operative flight, with the upmost payload.  

The aircraft is equipped with a two axes stabilized "GIMBAL" camera support, particu-

larly optimized for a compact camera acquisition system, with tilt and roll damping 

system. The Sony Exmor™ APS HD camera, with 20.1 c CMOS sensor, defines the 

acquisition hardware. Its actual focal length ranges from 16 to 50 𝑚𝑚𝑚𝑚. 

The flight is operated with PC Ground Station DJI (http://www.dji.com/pc-ground-sta-

tion), useful because of its intuitive interface, google 3D maps support, real-time flight 

monitoring, photogrammetric tool option enabled. Specifically, the latter allows to sim-

ulate the flight before the mission in order to define all the parameters, among others 

the height of the flight, the overlap between consecutive images and/or the images 
resolution. The number of photos, surface covered and time of flight are also calculated 

for an easy consultation by user.  

 

4.3.2.  Ground Truth Survey (d-RTK) 

In natural environments such a beach system, and more generally coastal areas, time-
invariant targets are difficult to be deployed. So, artificial targets are used in this study: 

Figure 4.1 The UAV multicopter (photo taken by Eng. Luigi 
Pratola, LIC). 

http://www.dji.com/pc-ground-station
http://www.dji.com/pc-ground-station
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white/black chessboard-structured pattern of plasticized paper sheets are deployed on 

the ground and are partially buried because of the wind. 

A Real Time Kinematic survey using differential GPS solution on the Global Navigation 

Satellite System (GNSS) of Apulia Region is carried out on 26th May 2016, together 

with the UAV flight activity. The Leica GS14 antenna, receiving on telescopic rod 

AT450N, both manufactured by Leica Geo-Systems are used, coupled with the CS20 

Disto palmar for activities viewing and checking.  

Eleven GCPs, consisting of chessboard pattern materialized on plasticized paper 

sheets, sized A4 have been uniformly disseminated on the study area, and 97 Valida-

tion Points (VP) evenly distributed on several (16) cross-shore transects chosen along 

the examined beach extent have been selected for further processing. The above men-

tioned dataset has been evaluated in terms of horizontal and vertical accuracies and the 

RMS results of 0.0067 and 0.013 𝑚𝑚, respectively, for all the sampled points.  

With respect to the VP survey points procedure, the tie of the rod used, which measure 

0.06 𝑚𝑚 in his length, has not been perfectly stuck on its base, but rather penetrated for 

part of his length (due to device weight). This has been taken into account by choosing 

a constant value (0.04 𝑚𝑚) added to the original measured orthometric height. 

The horizontal coordinates are referenced to UTM Zone 33N (ETRF2000), and the ver-

tical values are referred to mean sea level by using the ITALEO2005 of Italian Geo-
graphic Military Institute (IGMI). The location of the GCPs and VPs used in this contest 

are shown in Figure 4.2, the study area is defined by the black dashed perimeter. 

The surveys and instrumentation equipment have been supported by the AdBP person-

nel. 

 

4.3.3.  Image acquisition 

With the aim of solving the spatial topography, the flight planned covers almost the 

whole study area in Figure 4.2. It is realized at a low altitude: 30 𝑚𝑚 above the ground 

level, expecting a high spatial resolution of released results. For this field campaign, the 
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focal length is set to 16 𝑚𝑚𝑚𝑚 , combined with altitude lead to images with a spatial 

resolution of 0.0044 𝑚𝑚. The survey lines are planned using Google Earth maps (plugin 

DJI Ground Station) dated 2015, acquisition is automatically set at one shot per second.  

The automatic flight through waypoints is enabled during the survey, the “Stop and 

Turn” mode is set with an hold time on waypoints of 3 𝑠𝑠, except for landing stage.  

 

The landing operation is quite complicate in such an environment and the sands can 

create damages, so this issue is solved by applying a manual driving mode and by 

using the large smooth top cover of UAV box as base support.  

The cross-shore images overlap is 65% and the along-shore is set at 70%. The few 
images acquired during the take-off and landing operations are filtered out in the post-

processing stage, as suggested in (Mancini et al., 2013). The pilot approaches also a 

manual shooting mode since he notices trough joystick, the camera acquisition had 

some issues. This does not compromise the results. 

Figure 4.2 Study area highlighted. GCPs used as reference points (green square); VPs 
for validation purposes as black triangle. 
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The meteorological conditions, which represent a potential limitation for the flight, are 

measured at the nearest anemometer station of Porto Cesareo hold by AdBP and are 

extremely calm. The recorded wind is regular with an average speed around 3.5 𝑚𝑚/𝑠𝑠 , 
and a prevalent direction of 270° North, hence the UAV does not encounter in changes 

on trajectories.  

Around 119 photos are recorded to cover this area of around 10,000 𝑚𝑚2.  

 

4.3.4.  Photogrammetric process 

The 3D analysis of the topography is required for the use of such a system. In order to 

reconstruct the area, a photogrammetric process based on the SfM algorithm is ap-

proached. As introduced above, the SfM can be described as a photogrammetric 

method for creating three-dimensional models of a feature or topography from overlap-
ping two-dimensional photographs taken from many locations and orientations (stere-

oscopy) to reconstruct the photographed scene. The Scale Invariant Feature Transform 

(SIFT) identifies common feature points across the different images, enough to estab-

lish the spatial relationships between the original image locations in an arbitrary 3-D 

coordinate system. A sparse bundle adjustment (Snavely et al., 2008), needed to trans-

form measured image coordinates into 3-D points covering the area of interest, is used 
in this process. The result is represented by the three-dimensional locations of the fea-

ture points in the form of a sparse point cloud in the local 3-D coordinate system. 

The SfM algorithm is included in several software, coded in different forms, typically 

taking advantage of up-to-date computer vision routines. The friendly and useful inter-

face of Agisoft Photoscan Professional Edition (version 1.2.4 - 64 bit) has been chosen, 

due to its suitability to UAV images post-processing (Agisoft and Manual).  
In particular, the workflow proposed by this software, which is sketched in the right 

part of schema in Figure 4.3, is suitable for DSM generation. At the first step the image 

loading and alignment is performed. Common points on different images, represented 

by particular features and edges are identified and matched. The camera position and 

the camera calibration parameters are hence, evaluated by the algorithm. The camera 
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parameters EXIF file contains the focal length (𝑓𝑓𝑥𝑥, 𝑓𝑓𝑦𝑦 ), principal points coordinates 

(𝑐𝑐𝑥𝑥, 𝑐𝑐𝑦𝑦), the skew, the radial and tangential components of distortion model,  

𝑘𝑘1,𝑘𝑘2,𝑘𝑘3 and 𝑝𝑝1,𝑝𝑝2, respectively.  

GCPs are uploaded into the model by writing/importing their coordinates. The user has 

to select manually the GCP on one image and then, it is recognized on every other 

image containing the same point. The manual correction of GCPs mismatched location 

(by the algorithm) on some images can be applied. The alignment optimization is per-

formed in order to exclude sparse points with high reprojection error. Moreover, by 

choosing a bounding box one can exclude outliers.  

After this step a dense point cloud is reconstructed, on pixel basis. The local point cloud 

is georeferenced in a world coordinate system, and a triangular mesh is built. The mo-

saic of images is created on the mesh for producing an orthomosaic (Agisoft and Man-

ual). The DSM and orthomosaic are so exportable, with the selected coordinates sys-

tem and spatial resolution. 
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4.4. Results 

4.4.5.  Image processing 

The processing of 119 images is undertaken for this flight application. A pre-processing 
routine includes the gamma correction, contrast adjustment and the masking of the 

water surface areas. The highest “accuracy” value is chosen in the image alignment 

procedure. The GCPs are imported, correctly assigned on each image manually and 

the orientation process is optimized. Small changes of camera parameters, as high-

lighted in Long et al. (2016) after optimization is experienced. The accuracy for all 

points is set at 0.005 𝑚𝑚.  

The resulting residual errors computed on GCPs from the bundle adjustment procedure 

are shown in Table 4.1. Specifically, the transformation resulted in RMS errors 

of 0.017 𝑚𝑚 in the East, 0.018 𝑚𝑚 in the North and 0.011 𝑚𝑚 in the vertical direction, 

 Photogrammetric process

UAV planning stage

 - Creation of flight plane in DJI 
PC Ground Station
- Cross-shore/alongshore 
Overlap: 65/70 % ....

Thopographic survey

11 GCPs
97 VPs

Image acquisition
 - 9 min
- 119 images
- 0.4 cm/pix (resolution)
- 30 m orthometric height 

1. Loading and images alignment
2. Mask sea areas
3. Loading and accurate positioning 
of KeyPoints

4. Optimization of Images
5. Spoarse and Dense point cloud 
creation (SfM)
6. Creation of Mesh and texture

Accuracy analysis

Results export
- DSM (resolution: 0.015 m/pix )

- Orthomosaic (0.015 m/pix)

Figure 4.3 Workflow of methods used, starting with the UAV campaign preparation until the determi-
nation of orthomosaic and DSM accuracy assessment on the basis of GNSS data (VPs points) 
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while the overall total error is computed as 0.0279 𝑚𝑚. In pixel space, this results in an 

average 0.3 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 error, with only one outlier computed as 1.4 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝.  

 

4.4.6.  Digital Surface Model 

As highlighted on the schema in Figure 4.3, a dense point cloud is produced, by using 

the “high” quality parameter and “aggressive” Depth filtering option in the software 

(Figure 4.4). This parameters combination determines an increasing in processing time, 

but as well, it helps supporting the reconstruction when a low number of keypoints is 
used, as for this application.  

In order to investigate the absolute accuracy of 3D surface from the point cloud, the 

default linear interpolator in Photoscan is used to produce a DSM. The DSM generation 

would be difficult on such a coastal area, specifically while analysing white and smooth 

surface areas, hence the interpolation optimizes the results. The pixel spacing has been 

Table 4.1 Resulting residuals errors of the bundle adjustment transformation computed on Ground Control Points 
(GCPs) where total error is in 3-D (m), X-Error refers to East, Y-Error to North and Z-Error to the Altitude direction, 
respectively. 

GCP East North Altitude 
X-Error 

(m) 
Y-Error 

(m) 
Z-Error  

(m) 
Tot. Error 

(m) 
0         743668,508 4462849,897 0,930 -0.003266 -0.033531 0.006934 0.034396 
1 743671,049 4462834,682 0,242 -0.004987 0.000025 0.001205 0.005130 
2 743690,897 4462828,080 1,123 0.016409 0.013190 0.012176 0.024321 
3 743692,641 4462814,729 0,570 -0.018792 -0.010577 0.001916 0.021649 
4 743707,771 4462806,618 0,363 0.042052 0.025039 -0.009320 0.049822 
5 743704,940 4462792,556 1,065 -0.004768 0.011833 0.015096 0.019765 
6 743715,170 4462781,711 0,416 -0.027909 -0.023665 -0.017678 0.040638 
7 743731,094 4462774,141 1,175 -0.001613 0.003385 -0.002291 0.004394 
9 743762,418 4462724,031 0,213 0.003124 0.004535 0.006443 0.008476 

10 743642,335 4462865,223 0,376 -0.000490 -0.017076 0.006752 0.018369 

11 743624,733 4462908,133 4,430 0.001528 0.028357 -0.023561 0.036899 

RMS    0.017170 0.018744 0.011585 0.027935 
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chosen on the basis of software estimated resolution, which is 0.0152 𝑚𝑚, derived from 

the averaged distance between points within denser areas.  

The DSMs and the orthomosaics are analysed within a geographical information sys-

tem (GIS) based on the ArcGIS® software 10.1. The Figure 4.5 shows the resulting 

DSM. 

 

 

 

 

Figure 4.4 Latest stages of the photogrammetric process at the Torre Lapillo beach: Top: 
creation of sparse point cloud, Middle: dense points cloud, Bottom: model texture (the ref-
erence number on the left bottom of each of the 3-d sketch defines the KeyPoints and 
faces/vertices. 
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4.4.7.  Vertical accuracy evaluation of DSM 

To assess the vertical accuracy of the DSM UAV-derived, the arithmetic average error 

and the root mean square error (RMSE) are calculated on the basis of the difference 

between the orthometric height measured with d-RTK GNSS (on the VPs, distributed 

over the cross-shore transects) and extracted from DSM at those coordinates (Figure 

4.2). This assessment is made possible thanks to the high spatial resolution of DSM.  

The average difference, which is 0.033 𝑚𝑚 is in good agreement with the absolute ver-
tical accuracy of the GNSS points, equal to 0.013 𝑚𝑚, an overall little overestimation 

can be fully justified. The RMSE is almost equal to the mean, indeed the related histo-

gram highlights the narrow amplitude of variation, with only 1 significant outlier, which 

is at 0.12 𝑚𝑚. The Figure 4.6, at the Top, shows the regression line, which underlines a 

very good agreement of measurements and a fit close to slope 1, between correspond-

ing points. Relative 𝑅𝑅2 of model fitting is high (0.995). The frequency histogram shows 

a quasi-Gaussian curve in the UAV-GNSS comparison.  

The systematic positive error is most probably due to a combination of factors. First of 

all, the post-processed tuning of orthometric height, due to not rigorous acquisition 

procedure used for VPs topographic survey, described in Sec. 4.3.2. . Then, the linear 

interpolation used to reconstruct the DSM carries out artefacts in a high-corrugated 

sandy environment, and at least the techniques employed for both surveys are different, 

based on imagery and rod acquisitions. Nevertheless, the comparison results in high 
level of accuracy of DSM UAV-derived.  
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Figure 4.5 DSM obtained from UAV survey. Elevation above sea levels measured in 𝑚𝑚. Highlighted the 
GCPs location. 
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4.5. Discussion 

The DSM reconstruction of a sandy beach is undertaken over a small area of the em-
bayment beach at Torre Lapillo, in the South of Italy, by using UAV imagery and SfM 

algorithm. 

Figure 4.6 Top: Comparison between the elevation of VPs GNSS data and corresponding points 
extracted from the UAV DSM. Linear fitting plotted and regression parameters highlighted. Bot-
tom: Histogram of relative differences for classes of 2 𝑐𝑐𝑐𝑐. Legend displayed mean statistics of 
comparison. 
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A redundant number of images, a mean of 13 overlapping images is calculated for this 

study, enables the SfM matching algorithm to well perform (Fonstad et al., 2013). The 

GCPs location has been evenly distributed and the pattern and size used have demon-

strated to be successful. Bundle adjustment residual errors are computed on 11 GCPs. 

Harwin and Lucieer (2012) suggest GCPs spacing of one fifth to one tenth the UAV 

flying height, while using focal length > 10 𝑐𝑐𝑐𝑐. In this study, a focal length of 16 𝑐𝑐𝑐𝑐 

is implemented, and moving from central to side area, a spacing of around 15 to 30 𝑚𝑚 
(the applied flight height) has been verified to be robust. Only GCP N. 8 (Table 4.1), 

which is outside the study area, is not considered. Flight height of 30 𝑚𝑚 guarantees 

high definition results (orthophoto and DSM), and permits, coupled with 20.1 megapixel 

camera hardware, potential further detailed investigation on the site. The take-off and 

landing operations are manually performed and facilitated by the UAV box placed very 

close to the study area limit. An issue in the automatic acquisition shooting is found 
during survey and overcome with a manual mode intervention, which does not affect 

the results. 

The vertical accuracy of the method presented in this chapter is shown to be around 

4 𝑐𝑐𝑐𝑐, accurate in the order of magnitude of GNSS-based surveys (Lee et al., 2013), 

but much faster and providing much denser spatial information. These results are in 

line with previous and current coastal UAV application, always using the SfM method 
(Long et al., 2016, Mancini et al., 2013).  

The coastal stretch investigated includes topographic complexity due to vegetation at 

the foreshore limits, that are protected by bamboo fence seaward, and other man-made 

improvised emerged barriers of sandbags. Further analysis would allow to access the 

importance of these complexities in order to an overall accuracy determination for such 

a complex foreshore system. As expected the swash area produces point cloud to be 

scattered and not well suited to be post-processed, hence this is masked.  
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4.6. Conclusion 

This study demonstrates the potential of UAV imagery using a photogrammetric/com-

puter vision approach, the SfM algorithm, in order to solve the topography in peculiar 

beach environment. 

This study involves the survey of a small coastal stretch, of 10,000 𝑚𝑚2 around, by 

using a UAV multicoter. Such a non-intrusive method can be easily extended over larger 

geographical extension, still maintaining high dense spatial information, even if more 
surveys are needed, due to low battery lifetime. The Photoscan software is motivated 

in this study because it represents an attractive method since the software package has 

a linear, project-based workflow, which is intuitive and can be easily mastered. 

The validation procedure illustrated in this chapter suggests that the method applied, 

employed to generate point cloud and high resolution DSM, orthophoto of the beach 

system, demonstrates a very good degree of agreement with GNSS ground truths. As 

suggested in Mancini et al. (2013), this solution represents a cost-effective alternative 
with respect to TLS survey in high resolution DSM reconstruction, as the latter instru-

ment increases two or three time order of magnitude the total costs. While traditional 

topographic survey by GPS, with same expense, would result coarser.  

The gamma correction and contrast adjustment are applied to the imagery, in order to 

facilitate the photogrammetric process. An algorithm to identify and automatically mask 

water areas would be useful, meanwhile this process is manually performed in this 
study. 
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Chapter 5 - VIDEO ANALYSIS OF WAVE RUN-UP AND NUMERI-
CAL PREDICTIONS WITH SWASH MODEL 

 

5.1.  Introduction 

Storms represent one of the most significant natural hazards always explored by 

coastal communities, leading to lives lost and properties damage. It is one of the main 
cause of extensive changes to coastal topography, including shoreline erosion, de-

struction of protective dunes, creation of large overwash deposits, damage/destruction 

to infrastructures and other unfavourable consequences. Such negative effects thus 

invoke the need for new tools concerned with coastal risk management and safety is-

sues, aim at developing reliable predictive models, potential warning systems and vul-

nerability maps, in support of preventing often-irreversible conditions and flooding. 

In such a perspective, the importance of understanding and quantifying the accuracy 

of run-up predictions under severe conditions is twofold. Firstly, an accurate prediction 

of sediment transport processes by both numerical models and statistical approaches 

are based on calibration analysis. It is important to know if these calibrations are correct 

for underlying prediction errors in hydrodynamic processes (Nielsen and Hanslow, 

1991). Moreover, the predictions of severe water levels that include wave run-up are 
required for more accurate assessments of coastal hazards. As introduced, wave-in-

duced water levels can be a direct threat to people, infrastructure, and ecosystems; 

however, they are often not routinely included in the analysis of coastal hazards by e.g. 

the weather forecasting community. Meanwhile, understanding the accuracy of run-up 

predictions during extreme wave events will help to inform and improve assessments 

of potential hazards to people, communities and structures (e.g. roads, houses, nests) 

in such a dynamic coastal environments that shift and change with each storm 
(Ruggiero et al., 2004). 

Wave run-up processes are not easy to measure, particularly under extreme conditions. 

Powerful wave forces and significant beach change can damage observing equipment 
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or introduce uncertainty in the underlying topographic elevations needed to understand 

the run-up processes. 

Two approaches useful to circumvent data collection challenges could be based on 

ground-remote observations potential and on numerically simulations of swash zone 

and run-up. Both approaches are implemented and described in this chapter by taking 

advantages of the new developed video monitoring system and by using SWASH model 

simulations, respectively. 
SWASH is chosen since in literature it is revealed to be numerically more straightfor-

ward with respect to similar phase resolving model (i.e. Bousinnesq wave model 

MIKE21 BW), in terms of numerical robustness (De Roo et al., 2015), easiness in im-

plementation and open source orientation. 

Here, it is presented a merging strategy of a high detailed DSM UAV-derived with a 

Multi-beam bathymetric dataset, which provides topographical input for SWASH 2d 
numerical modelling, whose results are compared, at several cross-shore sections, 

with corresponding video run-up measurements.  

Then, it is conducted a comparison and sensitivity study to assess the accuracy of 

SWASH run-up predictions in 1d mode, across a range of beach cross-shore transects, 

in correspondence of two significant storm events with relative video run-up measure-

ments.  
At the end, by means of state of the art empirical models, the run-up is evaluated during 

considered events. Suggestions on a workflow for developing reliable tools for coastal 

planning and management, by using the above mentioned strategy are discussed. 

 

5.2. Measurement from video observations 

The study area under analysis corresponds to a stretch of the embayment beach at 

Torre Lapillo, hamlet of Porto Cesareo, where a coastal video monitoring station, is 

installed (Chapter 3 -). The reader is referred to Subs. 3.7.2.  for further details about 

the morphological environments and main wave regime characteristics. 
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Real Time Kinematic surveys using differential GPS solution on the Global Navigation 

Satellite System (GNSS) of Apulia Region were carried out on 1st March 2016 and 26th 

May 2016, supported by the AdBP personnel.  The surveys allow to measure the cross-

shore beach profile on 10 𝑚𝑚 spaced 12 and 16 transects, in the area framed by the 

PCvs1 and PCvs2, respectively, providing the alongshore variation of beach slopes until 

around 0.9 ÷ 1 𝑚𝑚 depth. The horizontal coordinates refer to UTM Zone 33N 

(ETRF2000), while the vertical values are measured with respect to the mean sea level 
derived from the ITALGEO2005 model, provided by the Italian Geographic Military In-

stitute (IGMI). They are representative of the gently curved centre of the embayment 

beach that is characterized by a typically asymmetrical planform shape. An exhaustive 

discussion on the acquisition instrumentations and methods is illustrated in Subs. 

4.3.2.  

 

5.2.1.  Methodology 

A great effort on the use of video-based techniques addressed to the acquisition of 

wave run-up has been made over the recent years in order to define an effective tool in 

coastal research (Holman and Stanley, 2007a, Salmon et al., 2007). 

The leading edge of the uprush phase of the swash can be easily identified as clear 
feature and hence, easily extracted through semi-automated routines, with minimal hu-

man input. However, the downrush phase is less distinguishable, limiting delineation of 

its position under storm waves.  

For this study, time-stack images for wave run-up measurements are generated in cor-

respondence of two significant events, dated 1st March 2016 and 11st May 2016, rec-

orded by cameras 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣2 and 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1 (Section 3.7 for naming conventions), respec-
tively. In the following, they are referred as 𝐸𝐸𝑣𝑣1 and 𝐸𝐸𝑣𝑣2. 

The transformation from image to world coordinates, image geo-rectification, takes 

place after applying a lens distortion correction, and by applying the 3 × 4 perspective 

transformation matrix, defined as P, using homogeneous coordinates. The procedure 

followed is described in details in Section 3.4 (geo-rect). The real world coordinates of 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

132 Nico Valentini 
 

the points along the desired beach transects, on cross-shore direction, are transformed 

into image space in order to define the line along the original image (undistorted). The 

pixel intensities are extracted along the line with python scripting and OpenCV libraries 

from each frames, during video progressions. Each recorded video has a duration of 

30 min and the acquisition frequency used is 5 𝐻𝐻𝐻𝐻. Final time-stack images, resampled 

at 2.5 𝐻𝐻𝐻𝐻 are produced, with x-axis and y-axis indicating time and cross-shore dis-

tance, respectively.  

The elevation and location of the cameras have a high impact on the cross-shore res-

olution of the pixel time-stack extracted. The cross-shore (horizontal) resolution is in 

the range 2− 15 𝑐𝑐𝑐𝑐 around, for both cameras time-stacks images. These estimations 

are derived from the values of the minimum pixel footprints along each monitored tran-

sect. The topographic surveys described above, for the two events, take place on the 

same day and few days later with respect to the measurements, respectively.  

Time-stack pre-processing has been crucial before implementing routines for swash 

extremes recognition, due also to the framed sand geo-textiles bags, algae, even flags 

of a nearest beach establishment, which make images dirty or altered and not feasible 

for subsequent processing. It is mainly based on a procedure that includes manual 

masking of the above mentioned pixel areas, and a macro comprising a special com-

bination of background subtraction, BEEPS (see Chapter 3, iv)) and variance filters on 
the grey-coded channel image (Figure 5.1). In order to obtain optimal performance on 

the following real processing task, a manual sensitivity analysis on the filter parameters 

is approached. 

Hence, for the real time-stack processing, in this work it is adopted an open-source 

GUI software (GUI_timestack, https://sourceforge.net/projects/guitimestack), which is 

based on MATLAB, useful to extract and process time series of cross-shore position 

of the swash extremes (Vousdoukas et al., 2012). It is based on modified Otsu’s thresh-
olding method and a manual control on the results is available through the GUI. 

https://sourceforge.net/projects/guitimestack
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The GUI interface is divided into five panels and the options are briefly summarized in 

Table 5.1. The application requires unique structures that encompass primarily the fol-

lowing information: 

• time-stack itself: image 𝑛𝑛𝑥𝑥 × 𝑛𝑛𝑡𝑡, where 𝑛𝑛𝑥𝑥 expresses the num-
ber of grid points along the beach transect considered for time-stack 

generation and 𝑛𝑛𝑡𝑡 the number of individual snapshots processed to 

generate the timestack image; 

• 𝑥𝑥, 𝑧𝑧 : cross-shore real-world coordinates and elevation of the 
beach transect considered for time-stack generation; 

• 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 : time series of MATLAB serial date corresponding to the 
acquisition time of the individual snapshots processed to generate the 

timestack image; 

• 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 & 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡; 

• 𝐻𝐻𝑠𝑠,𝑇𝑇𝑝𝑝,𝐷𝐷𝐷𝐷𝑟𝑟𝑝𝑝 : spectral wave parameters (Vousdoukas et al., 
2012). 

The obtained pixel values, expressing cross-shore coordinates of swash extremes, are 

transformed into elevations using the topographic information from the field surveys, 

assuming there are little morphological change between video acquisition and d-RTK 

GPS surveys. 
The estimated elevations represents the total wave run-up 𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡), which can be de-

fined as:  

 𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡(𝑡𝑡) = 𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 𝜂𝜂𝑠𝑠𝑠𝑠 + 𝜂𝜂𝑠𝑠 + 𝑆𝑆𝑠𝑠𝑠𝑠(𝑡𝑡)  (5.1) 

 

Table 5.1 The graphical user interface time-stack processing application (from Vousdoukas et al. 
(2012)) 

Time-stack  Additional plot General options Swash tracking Export options 
Display time-
stack and swash 
excursion with 
peaks. 

Beach profile plot (the 
𝑅𝑅2,𝑅𝑅max, 𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  lev-
els) and wave run-up 
spectra plot. 

Basic settings before 
the actual time-stack 
Is processed. 

Manage the quality peak 
detection with limit in 
the time-stack area, 
manual control, etc.  

The estimated data 
extraction options. 

 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

134 Nico Valentini 
 

where 𝜂𝜂𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and 𝜂𝜂𝑠𝑠𝑠𝑠 are the tidal and surge heights, respectively; 𝜂𝜂𝑠𝑠 is the maximum 

wave set-up height; and 𝑆𝑆𝑠𝑠𝑤𝑤(𝑡𝑡) is the swash-induced water-level fluctuation (Stockdon 

et al., 2006, Vousdoukas et al., 2009). The run-up height 𝑅𝑅, usually defined as discrete 

variable, is derived from the peaks of water level fluctuations 𝜂𝜂𝑤𝑤𝑤𝑤(𝑡𝑡) time-series with 

respect to still water level, described in Eq. (5.2): 

  𝜂𝜂𝑤𝑤𝑤𝑤(𝑡𝑡) = 𝜂𝜂𝑠𝑠 + 𝑆𝑆𝑠𝑠𝑠𝑠(𝑡𝑡)  (5.2) 

Given the distance of the PC tidal gauge, the tidal and surge heights variation are as-
sumed to be considered because directly measured. The run-up statistics are calcu-

lated for each 30-min video recordings, considering 2% exceedance values derived 

from the cumulative probability density function of run-up maxima elevations, and max-

ima value of time series.   
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5.3.  Numerical approach 

The numerical approach employed in this context is to use the output of model Mete-

Ocean (WaveWatchIII), combined with SWAN and SWASH runs (see Section 1.2), to 

describe waves approaching the nearshore, including the surfing zone. To simulate 

waves from the offshore zone until shore, numerical simulations with nesting schemes 
have been run. The proposed strategy is to use the MeteOcean forecast database for 

nesting into the SWAN model rather than feeding it directly into the SWASH model. The 

great accuracy of MeteOcean model is briefly discussed in Subs. 1.2.3.  Furthermore, 

Figure 5.1 Top: Camera 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣2 undistorted FoV and one corresponding oblique run-up time-stack (red 
dashed line, Transect N.7). Bottom: Screenshot of the GUI processing software used. The top panel 
shows time-stack with the y-axis that represents the cross-shore transect location of video-derived run-
up observations and the x-axis the time variability. The leading edge of swash is plotted through time 
(red line) and converted into a time series of water-level elevations, yellow dots are the swash extremes 
recognized by software routine. The bottom panels are well summarized in Table 5.1. 
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it is extensively known and assessed the capability of SWAN to produce very accurate 

shallow water spectral wave conditions, ideal for SWASH implementation (Guimarães 

et al., 2015). Hence, a good representation of the wave processes on meso and fine 

scales are achieved. In the Chapter 4 - the capabilities of UAV imagery in solving beach 

topography with photogrammetric and computer vision techniques is evaluated and 

discussed. Results show very high level of precision, as derived from a non-standard 

photogrammetric technique and especially suitable for being used in coastal process 
simulations. 

 

5.3.1.  Spectral model set up  

SWAN is the third-generation wave model that computes random, short-crested wind-

generated waves in coastal regions and inland waters to solve the spectral action bal-
ance equation, treated in discrete form (Booij et al., 1996), see Subs. 1.2.4.  

The models set-up, in both approaches, mono and two-dimensional presented hereaf-

ter include spectral waves modelling, by using two nested SWAN grids. 

In the present study, the SWAN simulations are performed in a two-dimensional, non-

stationary mode, over regular grids, on two nested domains (Figure 5.2). The coarser 

offshore grid (16.2 𝑘𝑘𝑚𝑚 long and 17.4 𝑘𝑘𝑘𝑘 wide) starts at a depth of around 90 𝑚𝑚, 
equally discretized in both x-y directions, with a resolution of 150 𝑚𝑚 . From around 35 

m deep water until the shoreline, waves transformations are analysed on a nested reg-

ular finer grid, with a spatial discretization equal to  80 𝑚𝑚 (Table 5.2). The nearest 

coastal grid is 4.5 km long and 5.1 km wide (Figure 5.2).  

The table 5.2 shows, following the SWAN standard convention, main features of SWAN 

grids (DIRx refers to direction of the positive x-axis of computational grid, Cartesian 
conventions). 

A time step of 30 𝑚𝑚𝑚𝑚𝑚𝑚 is used in simulations, with the wave boundary conditions data 

included every 1 ℎ𝑟𝑟.  The tidal data are corrected as well, by using measured water 

level by nearest Porto Cesareo tidal station. The spectral space is computed at 24 



 

 
Nico Valentini 
 

137 

New Methods and Instruments for Coastal Monitoring 

equally spaced propagation directions in the circle (Δθ = 15°) and 28 logarithmically 

spaced frequencies between 0.04 𝐻𝐻𝐻𝐻 and 0.5 𝐻𝐻𝐻𝐻. 

The default parameters in the physical configuration are used (breaking constant, Jon-

swap formulation of friction, Setup, Diffraction and Triad interactions included, the 

quadruplet interactions parameter is set off). Wind forcing is not considered due to the 

near small geographic size of the computational domain. 

The bottom conditions implemented in SWAN computational grids derive from IGM 

digitized nautical charts, merged in the nearshore zone with a more detailed dataset. 

The former is used to the littoral area of Ionian sea until 100 𝑚𝑚 isobath. The latter is 

derived from a survey conducted by the management consortium of Porto Cesareo 

“Area Marina Protetta” by using MultiBeam EchoSounder R2 Sonic 2022 and hydro-

graphic software QINSy and it covers the relative Marine Protected  area (AMP, 2014). 

By using ArcGis Spatial Analyst tool, the Robust Kriging interpolation method is imple-
mented, which represents an optimal and advanced geostatistical procedure that gen-

erates an estimated surface from a scattered set of points with z-coordinate (contour 

points). The output raster is built with a resolution of 20 𝑚𝑚 (𝐾𝐾𝑟𝑟20). The coastline has 

been accurately adjusted, in the area spanned by both grids, before the interpolation 

procedure, on the basis of satellite derived data from Google Earth, dated 2015. 

To input the wave boundary conditions, the results of the third generation wind wave 
model WaveWatchIII, as wave forecast database, is used. The model is maintained by 

MeteOcean group at DICCA department of Genoa. The model publishes 120 ℎ𝑟𝑟 fore-

casts, which includes the Ionian sea computations. The boundaries points locations 

are chosen and highlighted in Figure 5.2 (layer BoundMO). Specifically, the two points 

closest to the coastline, 𝑁𝑁. 1, 9, placed on the 𝑊𝑊𝑊𝑊𝑊𝑊 and 𝐸𝐸𝐸𝐸𝐸𝐸 boundaries, are not 

Table 5.2 Computational SWAN grid features 

GRID RESOLUTION 
ORIGIN 

DIRx mx*my 
xc yc 

G1150 150 𝑚𝑚 728722.8 4451961.1 338° 115 *107 

G280 80 𝑚𝑚 739010.1 4460207.1 338° 63* 56 
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used because of null values computed. The MeteOcean model output dataset, sampled 

at 1 ℎ𝑟𝑟, includes the wind speed and direction, the main bulk spectral parameters, 

specifically significant wave height (𝐻𝐻𝑠𝑠), peak period (𝑇𝑇𝑝𝑝) and mean direction of wave 

propagation at the peak period (𝐷𝐷𝐷𝐷𝑟𝑟𝑝𝑝). The nesting strategy is applied in SWAN, it is a 

well known in hydrodynamics simulation community, not discussed here. The total 

computational time is defined in the interval time of 20 ℎ𝑟𝑟 around the observations 
available. 

 

Figure 5.2 Study field representation. Blue line is the grid boundary of SWAN Grid G1150 , while light green 
line is of G280 grid. The bathymetry used interpolated on SWAN grid for simulations (Kr20) is overlapped 
over gray-coded google earth basemap. The green points is the location of tidal buoy of Porto Cesareo 
(PC). The MeteOcean boundaries locations (red spots) are also displayed: 2 of them are not used because 
of “0” value. 
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5.3.2.  SWASH 2-d model set-up  

The SWASH model (an acronym of SimulatingWAves till SHore) introduced in Zijlema 
et al., (2011) is a non-hydrostatic model governed by the nonlinear shallow water equa-

tions, further details are discussed in Subs. 1.2.5.  In this study, the 2-dimensional 

depth-averaged simulation of the event 𝐸𝐸𝑣𝑣2 with SWASH is performed in a stationary 

mode over a curvilinear grid (205 x 1346) on the domain defined by the verti-

ces (743030.9 𝐸𝐸, 4462451.6 𝑁𝑁),   (743158.4 𝐸𝐸, 4462293.6 𝑁𝑁),  and 

(743614.7 𝐸𝐸, 4462922.9 𝑁𝑁), (743742.2 𝐸𝐸, 4462765.0 𝑁𝑁).  

SWASH is run including non-hydrostatic pressure, since it plays an important role in 

wave propagation processes (Suzuki et al., 2011). The domain spans 203 𝑚𝑚 in the 

Figure 5.3 Boundary bulk spectral parameters from MeteOcean model, computed at point 6 (in the map 
counting counterclockwise from North in Figure 5.2), and sea level measured by tide gauge at nearest 
PC tidal gauge. From Top to Bottom: Significant wave height, peak period, peak direction, sea level. 
Vertical dotted red lines indicate times of run-up measurements. 



 

 
 
 

New Methods and Instruments for Coastal Monitoring 

140 Nico Valentini 
 

alongshore and 750 𝑚𝑚 in the cross-shore. The computational grid has a higher reso-

lution close to the shoreline. Specifically, the alongshore resolution is fixed at 1 𝑚𝑚, 

while the cross-shore one is set in the range 1 ÷ 0.13 𝑚𝑚. 

On Figure 5.6 the SWASH grid boundaries can be seen in geographic projected space. 

The bottom condition implemented here is generated by merging the above mentioned 

MultiBeam dataset, with the cross-shore transects (survey dated 26/05/2016, above 

described), which are smoothed with natural neighbours interpolation, used for solving 
first seabed area more in details (until around 1 𝑚𝑚 depth), and the high detailed DSM 

UAV-derived. It is built a raster with a resolution of 0.1 𝑚𝑚 (Kr01). The merge is done by 

using Data Management Tools - Mosaic To New Raster of ArcGIS® Desktop. 

The simulation length is assigned to 35 min and time step is set to 0.004 s, which is 

automatically doubled at the beginning of simulation to 0.008 s. The results are rec-

orded every 0.4 𝑠𝑠 (2.5 𝐻𝐻𝐻𝐻) and the first 5 𝑚𝑚𝑚𝑚𝑚𝑚 are considered as a spin up time. The 
default minimum and maximum Courant numbers are kept as 0.4 and 0.8, respectively.  

The mean water level condition during simulation is imposed by considering the water 

level at Porto Cesareo measured by a tide gauge maintained by AdBP. Wave spectral 

conditions are set at each open boundary of the computational grid domain. The con-

ditions are taken from the time dependent energy peak of the SWAN spectral results 

described above. While SWAN runs are performed in non-stationary mode, the irregular 
waves in SWASH simulation are treated as stationary. By using the linear wave theory, 

the velocity at a depth (Eq. (5.3) is found in SWASH by linear superposition of N har-

monic waves, whose amplitude are determined by sampling a variance density spec-

trum and whose phase are randomly chosen for each realisation: 

 𝑢𝑢𝑏𝑏(𝑧𝑧, 𝑡𝑡) = �𝑎𝑎𝑗𝑗 �𝜔𝜔𝑗𝑗
cosh𝑘𝑘𝑗𝑗(𝑧𝑧 + 𝑑𝑑)

sinh𝑘𝑘𝑗𝑗𝑑𝑑
+ �

𝑔𝑔
ℎ
� cos�𝜔𝜔𝑗𝑗𝑡𝑡 − 𝛼𝛼𝑗𝑗� − �

𝑔𝑔
ℎ
𝜁𝜁

𝑁𝑁

𝑗𝑗=1

  (5.3) 
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where 𝑘𝑘𝑗𝑗 and 𝛼𝛼𝑗𝑗 are the wave number and the random phase, respectively, 𝜔𝜔𝑗𝑗 is the 

frequency. Given a wave spectrum 𝐸𝐸(𝜔𝜔), the amplitude of each harmonic is calculated 

as 𝑎𝑎𝑗𝑗 = �2𝐸𝐸�𝜔𝜔𝑗𝑗�Δ𝜔𝜔, where 𝛥𝛥𝛥𝛥 is the frequency interval (𝜔𝜔𝑗𝑗 = 𝑗𝑗𝛥𝛥𝛥𝛥). 

The standard first order upwind scheme is kept for discretization of momentum equa-

tions. The Manning formulation is used for bottom friction with its default value (𝑐𝑐𝑐𝑐 =
0.019). Sediment transport is not included in the simulations. 

In the case of inundation or run-up, the SWASH model considers a moving shoreline. 

To solve the computational grid depth, hence to calculate the flooded area over the 

topography, the above mentioned detailed bathymetric dataset (Kr01) supplies for the 

bottom condition (Figure 5.6).  

In the SWASH output options, the horizontal maximum run-up is defined as 𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟, as a 
vector with entries 0 and 1, representing a binary variable of land or water points, re-

spectively, outputted at the end of computation. Thus, for a horizontal run-up it is pos-

sible to identify the maximum run-up by 𝛻𝛻𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟 ≠ 0 as a horizontal grid index. This 

quantity, combined with the corresponding grid index of the bottom level output variable 

(Botlev) allows the determination of the vertical maximum run-up. While in order to 

perform a time series analysis, the SWASH output variables Depth or Watlev could be 
used, equivalently. Specifically, the wet front (wet/dry interface) is tracked by storing 

the last landward grid index equal to 1 at each time step. The corresponding index of 

bottom level is used for defining the run-up vertical excursion time-series. Hence, the 

value of R2% is statistically obtained by considering the exceedance curve of the peaks 

of run-up elevations time series at each transect.  

Figure 5.4 shows an example, as plan view, of the spatial variability of SWASH water-

level (Watlev) output at one time step and the cross-shore temporal variation of water 
levels at a single longshore location. 
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Figure 5.4 Top: Plan view showing the spatial variability of SWASH water level computed at 06:00 min 
time step (Ev2). Bottom: Time variation (time-stack) of SWASH water levels at i.e. one longshore lo-
cation (𝑥𝑥 = 590 𝑚𝑚 on dashed red line on Top panel). Origin of local Coordinate system: [𝑥𝑥, 𝑦𝑦] =
[7.435838𝑒𝑒 + 05, 4.4624715𝑒𝑒 + 06]  
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5.3.3.  Results 

The output quantities of SWASH model are defined overall the computational grid and 

specifically on 16 chosen transects, built by extending seaward the topographic sur-

veys dated 26th May 2016, where corresponding time-stack measurements are also 

performed (horizontal grid step=0.13 𝑚𝑚). The SWASH computation for Torre Lapillo 

beach resulted in 35 min of non-hydrostatic simulation of the offshore hydrodynamic 

conditions during stationary wave event described in Figure 5.3 on the right. 

A simulation of a 35 min length takes approximately 2 days on 8 cores of a Windows 

Desktop with an Intel Core i7 5390k, up to 3.2 GHz processor without using mpich2 

for parallel MPI implementation.  

In Figure 5.5 the comparison between the 2% exceedance and maximum wave run-up 

calculated by the SWASH model (𝑅𝑅2,𝑠𝑠𝑠𝑠2𝑑𝑑 , 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚,𝑠𝑠𝑠𝑠2𝑑𝑑 ) and derived from the video 

measurements (𝑅𝑅2,𝑡𝑡𝑡𝑡, 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚,𝑡𝑡𝑡𝑡 ) is reported for the transects where valid numerical and 

video-measurements outputs are considered.  

In the comparison of measurement data to model results, two statistical measures are 
used for define the accuracy of the model results: i) the root mean square error and the 

ii) bias, Eq. (5.5), respectively defined as follows: 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 (𝑥𝑥) = ��
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��𝑥𝑥𝑖𝑖,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑖𝑖,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�

2
𝑛𝑛

𝑖𝑖=1

 � 

𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑥𝑥) =
1
𝑁𝑁
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(5.4) 

The maximum difference between the two methodologies for these mostly practical 
variables 𝑅𝑅2% (𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚) is 0.182 (0.24) 𝑚𝑚 and the minimum is −0.0048 (0.04) 𝑚𝑚 

along the transects selected, where valid numerical and video-measurements output 

are present. In general, the 𝑅𝑅2% is better predicted rather than the 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, with a 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ≅ 0.08 𝑚𝑚 and, except for transect N. 3, the numeric shows a small tendency 

of underestimating, as confirmed by the negative value of 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (−0.06 𝑚𝑚). Greater 
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differences can be observed for 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 with a  equal to 0.15 𝑚𝑚, overall the selected 

transects. Differently from the 𝑅𝑅2%, for which the differences between measured and 

predicted values are quite the same, the 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 is  particularly underestimated for middle 

transects (e.g. n. 6, 9 and 12), while smaller differences can be observed for the other 

transects. Such a general trend should be also motivated by the vertical accuracy of 

the DSM UAV-derived, where an almost systematic error of around 0.033 𝑚𝑚 is high-

lighted. 

Unfortunately until now only very few data and corresponding DSM field measures at 

this region are available which makes impossible to systematically evaluate the precise 

performance of implemented model, especially during most severe storm events.  

 

 

 

 

Figure 5.5  Comparison between predicted and measured 𝑅𝑅2 and 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚  over 16 transects, in the area 
framed by camera 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1. Main difference and RMSE are highlighted. 
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5.4. Comparison between 1-d and 2-d SWASH simulations 

The capability of the numerical model SWASH to be implemented in one-dimensional 

mode is tested and described hereafter, for both events described above. 

 

5.4.4.  Model Set-up 

The SWASH simulations are performed in 1-d domains along the cross-shore transects 

introduced above where topographical measurements are present, so assuming along-

shore uniformity. The sensitivity of wave run-up to the choice of domain dimensional 
space is evaluated and discussed. 

Specifically, the cross-shore grids deployed for the transects in the area framed by cam 

𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣1have mean length of 700 𝑚𝑚, a grid step of 0.13 𝑚𝑚, in the cross-shore direction. 

While in the area framed by 𝑃𝑃𝐶𝐶𝑣𝑣𝑣𝑣2, since they are closer to the camera, a step of 

0.05 𝑚𝑚 is used, with same mean length of around 700 𝑚𝑚. In Figure 5.6, the imple-

mented SWASH grids can be seen in geographical projected space. 

The simulation length for each transects test case is assigned to 35 min and time step 

is set to 0.006 s, which is automatically doubled at the beginning of simulation and set 

to 0.014 s. The outputs, after a spin-up time of 5 𝑚𝑚𝑚𝑚𝑚𝑚, are requested every 0.4 𝑠𝑠, 

consistent with the time-stack evaluation. The default minimum and maximum Courant 

numbers are kept as 0.4 and 0.8, respectively, as in 2-d case. 

The mean water level condition during each simulation is imposed by considering the 

water level at Porto Cesareo measured by the tide gauge maintained by AdBP. Wave 
spectral conditions are set at the open boundary points of the computational grid do-

mains. The conditions are taken from the time dependent energy peak of the SWAN 

spectral results described above, as non-directional wave spectrum. As described for 

bi-dimensional simulation, the irregular waves in SWASH simulations are treated as 

stationary. The standard first order upwind scheme is kept for discretization of momen-

tum equations. 
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In order to solve the computational grid depth, hence to calculate the flooded area over 

the topography, the above mentioned detailed bathymetric dataset and RTK-GPS sur-

veys are opportunely merged to supply for the bottom condition (𝐾𝐾𝑟𝑟20). With respect 

to 2-d mode cases of SWASH, the simulations of the mono-dimensional events are 

less computationally demanding (around half an hour each simulation). 

  

 
 
 
 
 
 
 



 

 
Nico Valentini 
 

147 

New Methods and Instruments for Coastal Monitoring 

 
5.4.5.  Results 

Estimates of significant swash, in term of run-up prediction differ between the 1-d and 
2-d SWASH implementations. Since the alongshore components of bathymetry, the 

wave groups, and swash are not fully resolved, 2-d swash levels lower than 1-d ones 

are expected (Stockdon et al., 2014). In Figure 5.8 the comparison between 1-d and 2-

Figure 5.6 Study area of the SWASH simulations, 2d model boundary and 1d model grids high-
lighted. The contours of the bathymetry 𝐾𝐾𝑟𝑟20 and the raster of 𝐾𝐾𝑟𝑟01 are represented. 
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d model predictions of run-up is reported. For all transects the difference between 1-d 

and 2-d simulations is rather the same. In general, the mean difference is almost equal 

to 0.22 𝑚𝑚 for 𝑅𝑅2% and of 0.28 𝑚𝑚 for 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, with a maximum difference of 𝑅𝑅2 (𝑅𝑅max) 

equal to 0.28 (0.39) 𝑚𝑚 for transect N.2 (9), while the minimum is 0.17 m (0.07), 

calculated at transect N. 3 (14).  The overall trend is common for all transects investi-

gated for the event 𝐸𝐸𝑣𝑣2. 

Before discussing, it must be pointed out the imposition of the same radiation boundary 
condition within the investigated area to simulate entering waves without some reflec-

tions. These differences in run-up for the two dimensional space could be reasoned for 

several physical/numerical factors. In order to retrieve reasonable causes for this be-

haviour some concepts could be highlighted. Firstly, it is verified there are no substan-

tial differences in the wave height modelling within the surf zone between the two im-

plementations,  𝐻𝐻𝑠𝑠,sw2𝑑𝑑 − 𝐻𝐻𝑠𝑠,sw1𝑑𝑑 ≅ +0.06 𝑚𝑚, even if 2-d signal shows higher os-

cillations, which increase approaching the breaking zone . In the swash zone greater 
attenuation is highlighted for the 2-d, with respect to 1-d model (Figure 5.7). The one-

sided spectral density of water levels outputs at a boundary, breaking and swash rep-

resentative sections are reported in Figure 5.7. Spectra show the typical increasing of 

the bandwidth parameter across the swash zone, due to the interaction with the seabed, 

with a consequent transmission of the wave energy to higher frequencies, more rele-

vant in the 2-d domain, thus leading to an overestimation of 1-d derived run-up. For 
this reason, moreover, a preliminary analysis by using cross spectral analysis via mag-

nitude-square coherence of run-up and surf zone water levels has been con-

ducted. A standing-wave component in the infragravity frequencies is observed in 1-d 

runs with respect to the 2-d domain. This behaviour, associated to the highlighted dif-

ferent simulated contributes of alongshore dissipation mechanisms of swash, via non-

linear and frictional processes has most probably led to such results.  
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Additional investigations, which are outside the scope of this chapter, may be required 

for a detailed understanding of the swash differences between the two spatial domains 

implementations. 

By comparing both 1-d and 2-d numerical models with the run up measurements de-
rived from video analysis, results show that the 1-d model systematically over predicts 

the time-stack results.  A significant influence of the bottom friction in wave run-up 

prediction and wave overtopping, for NLSW equation models is well-known (Suzuki et 

al., 2011, Tuan and Oumeraci, 2010).  

Different formulations are implemented in SWASH for the dimensionless friction coef-

ficient calculation 𝑐𝑐𝑓𝑓. In the present study, the one based on Manning’s roughness 

coefficient 𝑛𝑛, is used, as follows Eq. (5.5): 

 𝑐𝑐𝑓𝑓 =
𝑛𝑛2𝑔𝑔
ℎ1/3

 (5.5) 

Figure 5.7 Alongshore variability of 𝐻𝐻𝑠𝑠 between SWASH 1-d and 2-d and e.g. spectral transformation 
of water levels output comparison for the two spatial domains, at three representative sections. (Tran-
sect n.9) 
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The default configuration setting for this parameter in SWASH is set equal to n =
0.019 𝑠𝑠/𝑚𝑚1/3. There are still not univocal results and suggestions available in litera-

ture about its optimal variability. It is commonly accepted that, among several param-

eters, 𝑛𝑛 mainly varies with grain diameter (Reis and Gama, 2010). For instance, previ-

ous experiences (Suzuki et al., 2011) suggest that smooth materials behaviour in la-

boratory condition could be well represented by using a value around 0.01 𝑠𝑠/𝑚𝑚1/3, 

even the physical meaning of this value is associated to material such as glass. While 

a Manning's coefficient equal to about 0.02 𝑠𝑠/𝑚𝑚1/3 is suggested for sandy materials 

with a diameter close to 1 𝑚𝑚𝑚𝑚, as such the present field case.  

Due to such a range of variability of the Manning's coefficient and the difficulties in 

measuring it, it could represent a useful and straightforward setting parameter for nu-

merical model calibration. In the present study, a sensitivity analysis of the SWASH 

model capability in predicting hydrodynamics, by varying the Manning’s roughness 

factor, ranging from 0.01 to 0.04 𝑠𝑠/𝑚𝑚1/3, according to the most typical field relevant 

values, is reported.  

Figure 5.8 Difference in run-up prediction between the two spatial domain invetigated, for event 𝐸𝐸𝑣𝑣2. 
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The Figure 5.9 shows an example of the significant wave height derived from the zero-

order moment of the spectrum (𝐻𝐻𝑚𝑚0) and wave set-up variation over the depth for 

transect n. 6, at different bottom friction values. As expected, far from nearly first break-

ing section, where maximum significant wave height and the minimum set-up (set-

down) occur, both the significant wave height and set-up are not so sensitive to bottom 

friction. Such a behaviour is observed for all transects. On the contrary, around the 

above-mentioned mean breaking line and approaching swash zone, they become more 
sensitive to 𝑛𝑛. The peak period has been also investigated, and non-remarkable differ-

ences are highlighted.  
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Figure 5.10 and 5.11 show the sensitivity of the bottom friction coefficient to the 𝑅𝑅2 

and 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 simulated by SWASH model. In this case, for each value of n investigated, 

the mean difference and RMSE between predicted and measured values over all tran-

sects studied are plotted. These figures indicate that the bottom friction has a significant 

influence on wave run-up, and the value of n = 0.04 𝑠𝑠/𝑚𝑚1/3 reveals the best fit in 

predicting the time-stack measurements. With respect to 𝑅𝑅2 calculation the 
RMSE≅0.06, 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≅ 0.025 𝑚𝑚, while for 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ≅ 0.075, and 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ≅ 

0.01 𝑚𝑚. With respect to the 2-d simulation, where the model achieves optimal perfor-

mance in run-up prediction with the default friction coefficient, n = 0.019 𝑠𝑠/𝑚𝑚1/3, the 

1-d results are satisfying only with an ad-hoc calibration of this parameter. 

 

 

  
 

  
 

Figure 5.9 Sensitivity of wave set-up (Top) and significant wave height 𝐻𝐻𝑚𝑚0 (Bottom) for varying 
Manning coefficient of bottom friction, respectively. 
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Figure 5.10 Top: Predicted 𝑅𝑅2 plotted against the measured one for all transects analysed, both 
quantities are normalized for the significant height at relative boundary.  Bottom: Sensitivity of bottom 
friction with respect to computed 𝑅𝑅2. 
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Figure 5.11 Top: 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚  predicted plotted against the measured one for all transects analysed, both 
quantities are normalized for the significant wave height at relative boundary.  Bottom: Sensitivity 
of bottom friction with respect to computed 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚. 
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5.5. Empirical run-up estimation 

The prediction of extreme wave run-up on natural beaches is of particular interest for 

both coastal managers and land use planners, and its statistical exceedance values are 

very often applied in coastal engineering application. On the other side, simple and 

practical wave run-up predictive tool, which can be used for natural sandy beaches by 

coastal planners or managers, is straight forwarded. The most used formulations of 

those discussed in Subs. 1.1.2. , are implemented for both events 𝐸𝐸𝑣𝑣1 and 𝐸𝐸𝑣𝑣2, where 
corresponding measurements are available. Table 5.3 summarizes the results as mean 

values of both quantities 𝑅𝑅2 and 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, overall the transects analysed, representative 

of the gently curved centre of such a large embayment beach. Both quantities refer to 

the offshore spectral wave parameters (e.g. 𝐻𝐻𝑠𝑠, 𝐿𝐿0𝑝𝑝,𝑇𝑇𝑝𝑝), derived from averaging the 

MeteOcean model inputs on the 4 points (Points N. 4, 5, 6, 7 in Figure 5.6) located at 

the SW boundary of SWAN grid Gr150. 

Most run-up studies have been carried out on open, macrotidal, oceanic sandy beaches 
approached by long-period waves even if the formulations are often used in several 

different beach morphologies and broad wave climate conditions, providing a wide 

scatter of results. While few run-up studies have been carried out on such embayment 

beaches (Vousdoukas et al., 2009). Predictive models of wave run-up, and specifically 

most of those investigated in the present work, have traditionally focused on the beach 

foreslope slope 𝛽𝛽𝑓𝑓 as the key determinant of 𝑅𝑅%, either in studies using regular waves 

(Hunt, 1959, Mase, 1989), and irregular waves (Holman, 1986, Nielsen and Hanslow, 

1991, Ruggiero et al., 2001, Stockdon et al., 2006). The exceptions are the model 
proposed by Douglass (1992) who argued that maximum run-up is independent of the 

beach-face slope, and the Nielsen and Hanslow (1991) model, which has no depend-

ence on beach slope for 𝑡𝑡𝑡𝑡𝑡𝑡𝛽𝛽𝑓𝑓 ≤ 0.1, as the case for most of the cross-shore tran-

sects under analysis, except for 2 of them. 
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Summarizing, the empirical models produce a wide scatter of results when applied to 

these real situations, and all the models investigated, except (Mayer and Kriebel, 1994) 

 R2 (m) 

Time-stack 0.49 0.50 

Holman (1986)                 
 𝑅𝑅2%
𝐻𝐻𝑚𝑚0

= 𝑎𝑎𝜉𝜉0𝑝𝑝𝑏𝑏 + 𝑐𝑐  ; 𝑎𝑎 = 0.83, b = 1, 𝑐𝑐 =  0.2 0.92 1.13 

Nielsen and Hanslow (1991)        

𝑅𝑅2% = 1.98𝐿𝐿𝑧𝑧𝑧𝑧𝑧𝑧;          𝐿𝐿𝑧𝑧𝑧𝑧𝑧𝑧 = �
0.05 �𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟𝐿𝐿0     𝛽𝛽𝑓𝑓 < 0.1
0.6𝛽𝛽𝑓𝑓�𝐻𝐻𝑟𝑟𝑟𝑟𝑟𝑟𝐿𝐿0    𝛽𝛽𝑓𝑓 ≥ 0.1

 0.88 0.81 

Mayer & Kriebel (1994) 

𝑅𝑅 =
𝑚𝑚
2
�𝑋𝑋𝑏𝑏 − �𝐻𝐻0𝐿𝐿0� �−1 + �1 +

4ℎ𝑏𝑏�𝐻𝐻0𝐿𝐿0

𝑚𝑚�𝑋𝑋𝑏𝑏 − �𝐻𝐻0𝐿𝐿0�
2� 

0.52 0.56 

Ruggiero et al. (2001)  
𝑅𝑅2% = 0.27�𝛽𝛽𝑓𝑓𝐻𝐻0𝐿𝐿0 

0.93 0.78 

Stockdon et al. (2006)  

𝑅𝑅2% = 1.1�0.35𝛽𝛽𝑓𝑓(𝐻𝐻0𝐿𝐿0)
1
2 +

[𝐻𝐻0𝐿𝐿0�0.563𝛽𝛽𝑓𝑓2 + 0.004�
1
2

2 � 0.96 0.88 

 
 Rmax (m) 

Time-stack 0.60 0.58 

Douglas (1992) 
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚
𝐻𝐻𝑜𝑜

= 𝐶𝐶 �𝐻𝐻0/𝐿𝐿0  
1.22 1.17 

Mather et al. (2010) 
𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐶𝐶𝐻𝐻𝑜𝑜𝑆𝑆2/3 

0.56 0.68 

 

Table 5.3 Summary of the run-up predictions from empirical formulations, as mean values over the 
transects investigated for two storm events described above. 
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and (Mather et al., 2011) predictions for 𝑅𝑅2 and 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, respectively, mostly overesti-

mate the observed wave run-up. 

This bears witness to the fact, as suggested also in Stockdon et al., (2006), the run-up 

prediction using deep water buoy measurements may result in significantly higher re-

sults than those obtained using a wave height measured at a local (closer to the shore) 

buoy, since, in the latter condition, the wave processes (i.e. refraction and frictional 

dissipation mainly) could be properly taken into account. This is particularly so for the 
southern and southeastern events (Figure 5.3), in which refraction and diffraction ef-

fects are important, and so the effects on the computed run-up could be significant. 

Moreover, inundation process at a tideless embayed beach has been demonstrated to 

be better captured by using even the breaking wave height, 𝐻𝐻𝑏𝑏 (Sancho-García et al., 

2012). On the other side, general parameterizations generally suffer, as highlighted in 

Stockdon et al., (2014) from systematic errors due to site-specific characteristics that 
are not included in the models.  

The exceptional empirical models are largely motivated in their different and well-fitted 

performances, by the approaches used for the calculation. In the application of the 

analytical solution of Mayer and Kriebel (1994), which is based on the concept of the 

effective slope (see Section 1.1.2. ). The statistical exceedance value for 𝑅𝑅2 is calcu-

lated from the time series of distance 𝑋𝑋𝑏𝑏 and the corresponding ℎ𝑏𝑏, both derived from 
2-d SWASH simulations, while the 𝑚𝑚 value in the original formula simply represents 

the foreshore beach slope, conventionally called 𝛽𝛽𝑓𝑓.  

Whereas, Mather et al. (2010) correlate the maximum wave run-up height 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 with 

the shape of the offshore profile as well as the foreshore slope. Specifically, such an 

offshore limit is defined until a specified point at a certain distance 𝑥𝑥ℎ and depth ℎ 

seaward of the surf zone, following the relationship in Eq. (5.6): 

 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚
𝐻𝐻0

= �
𝑥𝑥ℎ
ℎ
�
𝑝𝑝

   (5.6) 

where 𝑝𝑝 is comparable to the coefficient of power law in Bruun’s equilibrium profile. 

Hence, for the model of Mather et al. (2010), the 𝐶𝐶, as a dimensionless coefficient, is 
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assumed to be derived for large embayment condition (= 9), while 𝑆𝑆 is referred to a 

representative nearshore slope, calculated until the closure depth. The latter is esti-

mated by using Berkemeier formula (AdB-Puglia, 2015), at a depth of around 5.4 𝑚𝑚. 

The straightforward usage of the empirical model can give a general view on a maxi-

mum wave run-up during most of the cases, corresponding to a safe side attitude. 

However, for research and engineering purposes, to define the run-up, and conse-

quently the potential flooded area at such an embayed beach, the use of overused em-
pirical formulation with deep water wave measurements determine high overestimated 

results.  

 

5.6. Conclusions 

Wave run-up motions deliver much of the energy responsible for beach erosion and 
define the area that can be flooded; hence, its predictability has become increasingly 

crucial. The new video monitoring system after a close collaboration between DI-

CATECh department of Technical University of Bari, ACIC (Multitel Spin-off) installed 

and implemented in the Apulia region AdBP monitoring network, is used in order to 

measure run-up at the beach, in the central area of the embayment at Torre Lapillo, by 

using time-stack images. 

Several transects alongshore, framed by both cameras installed and 2 storm events 

are chosen for analysis. The methodology implemented for time-stack collection and 

accurate processing is described and discussed. Numerical simulations for run-up cal-

culations have been performed for both events introduced. 

The computational approach introduced in this chapter combines two different wave 

and wave-flow models, SWAN and SWASH respectively, opportunely nested, forced by 
MeteOcean forecasting model input, provided by DICCA Department, Genoa University. 

This allows the study of waves at different time and spatial scales, from deep water up 

to the total energy dissipation in the swash zone. Considering the high computational 

demands of the SWASH flow model, short periods’ simulation has to be considered. In 
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order to properly represent the complex hydrodynamic interactions at the beach profile, 

one could benefit from the use of a high-resolution representation of the sub-aerial 

surface. So, it is here introduced a merging strategy of different field surveys data and 

instruments. Specifically, the highly detailed DSM UAV-derived, which provides a sur-

face map with an altimetric accuracy in the order of few cm, is implemented as topo-

graphic input. The small difference in time date between the UAV survey and the wave 

measurements and simulations (few days) is assumed to not influence results. On the 
other side, the bathymetry is provided by a highly detailed Multibeam dataset, and since 

this do not cover the whole seabed area until shoreline, from around 1 𝑚𝑚 depth to 

shoreline it is solved by using the d-RTK GPS surveys data. This last input aggregation 

is needed and cannot be circumvented since it is useful to solve properly the swash 

zone.  

The use of UAV and the reconstruction of DSM by using non standard photogrammetric 
techniques to be implemented as topographic input could so represent a reliable solu-

tion for being included in 2-d hydrodynamic simulation set-up, allowing to fully resolve 

the alongshore components of bathymetry, wave groups, and swash. This alternative 

solution to time-consuming, point-by-point, d-RTK GPS survey, is demonstrated to rep-

resent a very valid tool, accurate and low-cost, particularly useful for those fragile, 

complex coastal areas, where single cross-shore transects give no guarantee to well 
represent the shore. Considering the actual condition of Apulia beaches, and generally, 

of Italian shores, the coastal managers, who take care of ensuring the optimal admin-

istration and preservation of these areas, could benefit from the easy and quick deploy-

ment of UAV surveys. Furthermore, by defining strategies useful in order to make meas-

urements available within given time interval, continuous monitoring of i.e. potential 

sources of Aeolian sediments, dune evolution, and beach nourishments progress could 

be performed (Gonçalves and Henriques, 2015, Long et al., 2016). Few operational 
constraints today remain; related i.e. to environmental conditions, mainly the wind, 

which pose the primary difficulty or the placing task of artificial ground control on large 

or irregular areas.   
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Run-up is numerically simulated by using SWASH and it is compared to observations 

to investigate the simulation accuracy. Specifically, the comparison of event 𝐸𝐸𝑣𝑣2 run-

up results, by using 2-d simulation suggests an optimal representation of swash zone.  

The 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 in 𝑅𝑅2 calculation is actually of around  −0.06 𝑚𝑚 and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 around 

0.08 𝑚𝑚 which is quite in line also with the overall accuracy of the DSM. The choices 

of the appropriate peak spectral waves and water levels are crucial for a good repre-

sentation of the storm waves and the associate swash phenomena, so the choice of 
MeteOcean for boundaries condition and taking advantage of the tidal gauges retained 

by the coastal network of AdBP, constitute a very attractive solution for being imple-

mented in a modelling chain.  

In summary, the methodology proposed and employed in this study can be used as a 

practical tool for identification of the potential run-up excursion, exceedance values and 

if the case, extreme flooding analysis at the embayment of Torre Lapillo, thus providing 
a valuable information for coastal authorities, to be also extended on the coasts of Apu-

lia region, affected by wide erosion phenomena. 

The danger of using numerical models is often referable to the fact that the results may 

depend on poorly constrained model-parameter assumptions, many of which are con-

tained in the default configuration. Here, it is not explored a sensitivity study on the best 

parameter choices on the basis of predicted wave-heights, since no precise wave 
measurements are available. Whereas, it has been stated that changing the friction 

Manning coefficient can have a significant effect on the 1-d SWASH modelled run-up 

and so, the extents of inundation. If SWASH is used for estimating real-world hazards, 

users should think carefully about choosing an appropriate value, and may want to run 

sensitivity studies. In this study, the 1-d SWASH results are satisfying with an ad-hoc 

calibration of the Manning value of the friction coefficient and n = 0.04 𝑠𝑠/𝑚𝑚1/3 results 

to best fit the time-stack measurements. 

Unfortunately, only very few data and field experiments at this region are available until 

now, which makes impossible to properly evaluate the overall sensitivity of the models 

on the two spatial domain, especially during severe events.  
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The reliability of empirical model formulations, which are of great interest for both 

coastal planners and managers, is evaluated. The empirical models usually have over-

estimated the video-measurements and numerical model predictions and this has been 

associated with the fact that the most of them do not take into account complex hydro-

dynamic processes, the propagation from intermediate to shallow water waves, 

properly. Whereas, by including information of the overall nearshore slope or the break-

ing points opportunely, only the models of Mayer and Kriebel (1994) and Mather et al. 
(2011) are capable of better capturing the run-up phenomena, in term of 𝑅𝑅2 and 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚, 

respectively, with low errors in predictions.  
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Conclusions 
 

Main Summary and future works 

The Apulia is one of the regions along the Italian coast most affected by erosion phe-

nomena. In this context, with the aim of a long-term morphological monitoring of 

beaches, this research project has been primarily addressed to an in-depth understand-

ing of the core features and functionalities of a coastal video monitoring system in order 

to be embedded in the monitoring network established by the local AdBP. In the present 
work, the development of a new coastal video monitoring system has been described, 

and few main video applications investigated. Moreover, numerical modelling of run-

up on sandy beach has been applied by also employing a modelling chain, which in-

clude a DSM derived from Unmanned Aerial Vehicle imagery. 

One main functionality to be implemented in the video system is the completely auto-

matic shoreline detection; so on the basis of a database of Timex images, from a sys-
tem installed back in the 2006 at Alimini (Le), a new routine for automatic image seg-

mentation and shoreline detection is built. The Shoreline Detection Model (SDM) is 

based on the identification of sea/sand boundary from automatic segmented coastal 

images, framed by visible camera. The routine is constructed by pairing multiscale local 

brightness, colour, and texture cues with a globalization framework, by using spectral 

clustering and then by implementing image segmentation tasks, taking advantage from 
state-of-the-art algorithms. Validation results, based on cross-shore differences be-

tween manual and automatic contours at several transects, have showed to guarantee 

high performance (less than 2 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 over the validation dataset). 

The video system developed includes some core factors such as easy installation, ro-

bustness, low cost, efficiency of the acquisition and tasks scheduling. In December 

2015, two video monitoring stations were installed at two sites on Apulian coasts, in 

Torre Canne (Br) e Torre Lapillo (Le), which born to work completely automatically. 
Non-metric IP surveillance cameras are employed and they have been verified to accu-

rately quantify coastal processes. Several coastal information can be provided from 
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images. In particular, the SDM has been tested at Torre Lapillo, confirming the feasibility 

of the model to be extended at different sites. Results on intertidal bathymetry derived 

from video analysis are also presented, the comparison with d-RTK GPS surveys 

shows a very good agreement, with a mean RMS error, overall investigated transects, 

equals to 0.025 m.  The vertical precision in coastal features extraction obtained is quite 

similar to other systems and comparable to standard surveys methods. 

Routines for automatic georectification of images with respect to the sea level regis-
tered by the nearest tide gauge, opportunely filtered, are included. Furthermore, em-

bracing the idea of a people-centred information system, the dissemination of results 

on a web portal has enhanced the system potential, allowing, in quasi real time, to view 

and download, for free, processed images from all camera installed, shoreline maps 

and time shoreline variation on user-specified transects, in cross-shore direction.  

The further researches in this context are addressed to improve the SDM performance, 
by down-warding the minimum scale parameter 𝜎𝜎 of local cues, in order to be com-

pletely insensitive to the height and the distance of the camera, and to test new calibra-

tion methods based i.e. on learning process simply including pixels seeds area histo-

grams. Moreover, the thermal camera, installed in Torre Canne, will be beneficial for 

supporting the visible stream during nightlight hours and for evaluating the gPb capa-

bilities for the segmentation of upper intertidal area in order to the study of potential 
sources of Aeolian sediment. Future system developments would include the integra-

tion of routines for linking the exact wet/dry interface elevation to more specialized hy-

drodynamic model results in order to take into account accurate swash prediction, then 

for estimating beach states and the design of a communication infrastructure that will 

enable to use the new system in a real time coastal hazard warning system. 

By exploiting the coastal video station in the centre of the embayment at Torre Lapillo, 

run-up measurements are undertaken via video time-stacks. Furthermore, the UAV im-
agery post-processed by applying photogrammetric/computer vision approach, the 

Structure from Motion algorithm, in order to solve the topography in such a peculiar 

beach environment, has demonstrated to determine high vertical accuracy. This leaded 
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to focus into run-up predictions, in term of exceedance and maxima values, by simu-

lating the hydrodynamics using SWASH numerical model for comparison with the ob-

servations. The availability of the topographical DSM input and a high detailed 

Multibeam dataset, for submerged beach, have allowed to build a high resolute 2-d 

model which allows to fully resolve the alongshore components of bathymetry, the 

wave groups, and swash. The bias in 𝑅𝑅2 calculation over several transects is of 

around 0.06 𝑚𝑚 and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 around 0.08 𝑚𝑚 which demonstrates a good correlation 
with the measured values. While, in order to assess 1-d SWASH modelling perfor-

mance, a sensitivity analysis has been conducted. Changing the friction coefficient 

(Manning) has been verified to have a significant effect on the extent of run-up, which 

lead to obtain appreciable results only with 𝑛𝑛 = 0.04 𝑠𝑠/𝑚𝑚1/3.  

Furthermore, empirical model formulations are used to calculate run-up predictions. An 

overestimation trend is confirmed for the majority of them. Only the models that inte-

grate information of the overall nearshore slope or the breaking points opportunely 
(Meyer and Kriebel (1994) and Mather et al. (2011)) have been verified to better capture 

the phenomena. 

The 2-d novel methodology proposed and employed in this study can be used as a 

practical tool for identification of the run-up during storms on the coast of the embay-

ment of Torre Lapillo, thus providing crucial information for coastal authorities, valuable 

to be extended also on other coasts of Apulia region, affected by wide erosion phenom-
ena. 

Unfortunately, few data and field experiments at this region are available until now, 

which makes impossible to properly evaluate the sensitivity of the SWASH models on 

the two spatial domains. Further researches are hence addressed at the collection of a 

more consistent dataset. In addition, this dataset would be very useful for deploying a 

local appropriate empirical formulation or calibrate coefficients of an existing model. 
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