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Modeling non-premixed flames in the presence of electric fields

by Mario DI RENZO

The impingement of electric fields on flames is known to have potential for mitigat-
ing combustion instabilities, enhancing flame propagation and decreasing pollutant
emissions. In this work, a computational analysis of counterflow methane-oxygen
laminar diffusion flames impinged by electric fields is performed, using axisymmet-
ric numerical simulations, complex transport and a detailed chemistry mechanism,
with the final aim of studying in detail the effects of electric fields on the flow and the
kinetics. The electric field steers the charged intermediate species, which exchange
momentum with the rest of the gas, thereby changing the flow around the flame and
creating an ionic wind whereby anions and cations flow towards the corresponding
electrodes. As a result, the aerothermal field and scalar dissipation rate undergo
variations that may be of significance for the subgrid-scale modeling of turbulent
flames subject to electric fields. The results are found to agree well with previous ex-
periments considering the state-of-the-art on this type of calculations. The same nu-
merical configuration has also been studied with a newly developed flamelet model
in the mixture fraction space able to account for the impinging electric field. The
results of this model have been compared with those of the aforementioned detailed
model showing a very good agreement between the two sets of data. Thanks to
the lower dimensionality of the model, the computational cost of each simulation
is very low and, therefore, it can be employed for computing enough flamelets to
construct a complete electrified s-curve for a particular chemical configuration. This
study determines the response of the reacting layer to the applied electric field in a
wide range of reaction regimes regulated by the variation of the diffusion time scale.
The last part of the present work describes an efficient flamelet progress-variable
approach developed to model the fluid dynamics of flames immersed in an electric
field. The main feature of this model is that it can use complex ionization mech-
anisms without increasing the computational cost of the simulation. The model is
based on the assumption that the combustion process is not directly influenced by
the electric field. It has been tested using two chemi-ionization mechanisms of dif-
ferent complexity, in order to examine its behavior with and without the presence
of heavy anions in the mixture. Using one- and two-dimensional numerical test
cases, the proposed flamelet progress-variable approach has been able to reproduce
all the major aspects encountered when a flame is subject to an imposed electric field
and the main effects of the different chemical mechanisms. Moreover, the proposed
model is shown to produce a large reduction in the computational cost, being up to
40 times faster than the standard simulation methods.

Keywords: Electric field-flame interaction; Ionic wind; Chemi-ionization; Elec-
trified flamelet; Flamelet progress-variable model.
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Chapter 1

Introduction

1.1 Motivations and objectives

Rocket and aircraft engines, piston engines and boilers are just a few examples of
systems that, during their life, may experience problems related to combustion in-
stability. In fact, the nowadays combustion chambers are frequently operated very
close to their extinction limits in order to comply with the stringent requirement of
efficiency, weight reduction and low emissions imposed by the market and by the
regulations. In this context, being able to control the flame behavior is a crucial
aspect for enlarging the design options for these systems and improve their effec-
tiveness.

In particular, experimental tests have demonstrated that both premixed and dif-
fusion flames can be controlled by the impingement of an external electric field.
Those experiments have provided: detailed analyses of the ionic chemistry of hydro-
carbon flames [38, 39, 118]; laminar premixed-flame speed augmentation by electric
fields [35, 63]; electric extinction of liquid-pool fires and jet diffusion flames [96];
electrically-induced instabilities in premixed flames [57, 115, 120]; modification of
the amount of soot produced by the combustion [56, 119]; augmentation of the at-
omization in spray flames [36] and variations of lift-off heights jet diffusion flames
with electric fields [19, 47, 54, 60, 122]. A big advantage of this concept, especially
from an industrial point of view, is the minimal number of modifications needed by
existing burner in order to employ this technology [3]. In fact, they mainly consist
in the addition to the combustor of a number of electrodes that, connected to an
electric power generator, apply a difference of electric potential in the flame region.
Thanks to the electric conductive capabilities of the modern ceramic thermal bar-
rier coatings these electrodes can be embedded in the combustor structure limiting
the weight and complexity increase penalties. Moreover, being the flame in most
of the applications electrically isolated from the electrodes by the surrounding gas
mixture, the amount of current produced in the electric circuit is very low, entailing
a negligible amount of power required to operate the control system.

In spite of the experimental evidence, very few models have been developed for
the prediction of this phenomenon, and none of them is suitable for practical design
purposes because of the high computational complexity. In fact, most of the numer-
ical studies in the literature about this topic involve the computation of simplified
configuration as one-dimensional premixed flames. Therefore, the first objective of
the present thesis is to extend the application of these detailed models to more com-
plex flames, studying how the known phenomena triggered by the impinging elec-
tric field are modified by the different features of these flows. Then, the knowledge
gained through the analysis of the detailed solutions will be used to formulate re-
duced order models, which, reducing the computational cost of the simulation, will
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eventually allow one to predict the effect of an electric field on complex turbulent
flames with an acceptable computational effort.

1.2 A brief review of the phenomenon from experimental ev-

idence

To the best of the author’s knowledge, the first studies present in the literature about
the electrical properties of the flames are dated to the beginning of the 1930’s [11,
40, 61]. Since that time, the ease of producing this phenomenon and the economic
benefits deriving from the ability to govern the combustion processes led to the pro-
duction of a large number of experimental studies in this field. The attention of the
researchers has been focused on understanding two main classes of interaction be-
tween the electric field and the reacting layer of the flame: the modification of the
chemical process and the hydrodynamic effects.

Both types of interaction rely on the intrinsic capability of flames to produce ion-
ized species and free-electrons, which revealed to be an important property for the
diagnosis and the control of combustion. Wortberg [118] was probably the first to
quantify the number of ions produced in the reacting region of a methane/oxygen
premixed laminar flame. Later, using similar experiments, Goodings and Bohme
[37] and Goodings et al. [38, 39] provided further measurements to the ion concen-
trations in the premixed flame and speculated about the main reactions involved in
the chemi-ionization mechanism. They proposed that the main ionization pattern
was based on the reaction that, because of the high temperature, produces CHO+

and e– from the radical CH and atomic oxygen. Interestingly, even though the tech-
nology used in these studies has shown some limitations over the years, their ex-
periments are still used to validate the nowadays chemi-ionization mechanisms for
methane, which most of the times are based on the ionization pattern of Goodings
and Bohme [37]. This property of the flame front has revealed to be particularly use-
ful in the construction of sensors for the diagnosis of the flame stability in industrial
combustion chambers. These sensors, taking advantage of the different transport
properties of the ions produced in the reacting region, are able to give information
regarding the flame conditions measuring a difference of electric potential produced
by the flame itself. This difference of potential is usually of the order of 1V [1, 68,
75].

One of the first experiments that tried to quantitatively show the impact of an
electric field on the flame velocity has been published by Jaggers and Engel [51].
They proposed two different types of combustion regimes: a premixed flame front
propagating in a tube and a floating flat flame. In both the experiments, two elec-
trodes are used to apply a difference of electric potential in a direction parallel to
the flame front. Such a configuration is chosen in order to minimize the effect of
the electric force on the flow avoiding the presence of a force component in the di-
rection of the flame front propagation. Jaggers and Engel [51] were able to show a
doubling of the laminar flame speed because of the ion wind. This increase of the
overall combustion rate was attributed to the ability of the ionized species, steered
by the electric filed, to collide with the reacting molecules producing species that,
being less chemically stable, promote the oxidation process. Interestingly, this ef-
fect is achieved even in the case when the applied electric field is not sufficiently
strong to promote the presence of non-thermal effects (|E| < 200Td [64]). Another
noteworthy aspect of this phenomenon pointed out in this work is the influence of
the type of applied voltage. In fact, Jaggers and Engel [51] shown that the use of
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a Direct Current (DC) is more effective in this case, compared with Alternate Cur-
rent (AC), being able to determine a larger displacement of the electron distribution,
increasing their ability to collide with the neutral species. More recently, a more
drastic modification of the combustion chemistry has been achieved using electric
fields. It consists in ionizing the mixture breaking its own dielectric strength and
generating a large amount of plasma. Recent studies [34, 74, 104] have shown that
this technique can strongly enhance the overall combustion rate thanks to the high
amount of energetic particles produced during the discharge. On the other hand,
the electrons, subjected to the very high electric force produced in these systems,
generate excited molecules through a series of anelastic and super-elastic collisions,
determining a deviation of the species temperature distribution from the classical
Maxwell-Boltzmann shape. These systems, which require particular attention in the
treatment of the chemical processes involved during the combustion and the dis-
charge, are achieved with electric fields intensity far beyond the values considered
in the present work and, therefore, they will not be further discussed.

The second type of interactions is instead based on modifying the momentum
of the flow taking advantage of the charged species produced by the flame. In fact,
the electric force exerted on the ionized particles exposed to an electric field is trans-
mitted to the neutral particles of the mixture by means of elastic collisions. This
mechanism generates a local force on the flow that can be used to produce specific
fluid dynamic features. The existence of this effect has been at first postulated by
Lawton and Weinberg [59]. These scientists were the first to relate the presence of an
ion wind flowing from the flame to the electrodes with the presence of a body force
applied on the flow. In fact: i) defining the total electric force density applied on the
flow as

fel = eE(n+ − n−), (1.1)

where:

• E is the local electric field vector,

• n+ and n− are the local number density of positive and negative particles,

• e is the elementary charge;

ii) considering that, in first approximation, the electric flux due to positive and neg-
ative charges can be respectively computed as

J+ = eEn+k+; J− = eEn−k−; (1.2)

being k+ and k− an average electric mobility of the positive and negative species,
respectively; Lawton and Weinberg [59] formulated the equation

fel =
J+

k+
− J−

k−
, (1.3)

which relates the presence of an electric force (fel) applied on the flow by the ion
flux (J) through a measure of the number of collisions that the particles undergo
when the Lorentz force is exerted on them (the electrical mobility k). It has also been
demonstrated that more complex flow modifications consisting in toroidal vortices
can be achieved using the Hall effect in cases with very high frequency and ampli-
tude AC applied voltage. Unfortunately, the study of this effect is more complicated
than for the chemical pattern modification discussed earlier because of the difficul-
ties in producing an experiment that isolates this phenomenon.
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FIGURE 1.1: Characteristic ion-current response of an electrified
flame to the applied voltage for various equivalence ratios (φ) [100].

The description of the phenomena involved in the impingement of the electric
field on the reacting layer clearly highlights the importance of the displacement in-
duced on the intermediate charged particles on the properties of the flame response.
Marcum and Ganguly [63] were probably the first to perform an analysis on this
aspect showing the scaling of the ion-current with respect to the applied voltage
for a premixed conical propane-air flame burning between two electrodes, whose
purpose is to generate an electric field parallel to the flow direction. These two elec-
trodes configuration is one of the most used electrical solutions employed in the elec-
trified flames tested so far because it guarantees good control over the shape of the
applied electric field. On the other hand, positioning an electrode inside the burnt
mixture poses technological issues because of the aging of the metallic material ex-
posed to the high temperatures produced by the flame. The ion current entering the
electrodes is probably the most common integral quantity used in modeling works
and experiments to describe the electric properties of a flame because of its ease of
measuring and because of the number of information that provides regarding the
number and nature of ions produced by the flame. A typical ion current response
curve to an applied electric field for a premixed flame is shown in Figure 1.1. The
first feature pointed out in this work is the so-called "diodic effect". In fact, these
response curves are usually characterized by different values of current depending
on the polarity of the DC voltage, resembling the electrical behavior of a diode. This
phenomenon is characteristic of this kind of premixed flames and it is due to the
presence of free-electrons among the negative ions. Thanks to their low mass, com-
pared to the positive ions (which are, at least, composed of one atom), the electrons
have a very high electrical mobility and therefore they can be much more easily
steered by the electric field. Because of conservation of charge, at steady state or at
least in a time-averaged sense, the integral fluxes of positive and negative ions out of
the domain have to be the same [43]. If the two electrodes are positioned at different
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distances from the reacting region, as it usually happens in this kind of premixed
flames, the polarity that forces the positive ions to flow over the shortest distance
will also produce the higher current density. In fact, a reduction of the amount of
space that the species with lower electrical mobility have to cover before entering the
electrode, colliding with the surrounding mixture, decreases the electric resistance
of the system. The second phenomenon shown by the scaling of the ion-current
with the applied voltage is the electrical saturation of the flame. When the flame
is not exposed to an electric field, the charged particles are produced and recom-
bined at the same rate inside the reacting layer generating a negligible ion-current.
If an electric field is applied, the positive and negative charges move in opposite
directions reducing the region of space where they coexist and, therefore, their re-
combination rate. Since the ion production rate only depends on the concentration
of the neutral species and on the temperature, if the flame does not undergo any
particular modification, it can be considered constant in a first approximation. This
mechanism is responsible of the relation between the ion-current and the applied
voltage in the region of the graph in Figure 1.1 between ∆Φ = 0V and 60V. This
condition of the flame is called the sub-saturated regime and it is characterized by a
super-linear increase of the ion-current (decrease of the recombination charge rate)
with the applied voltage. In this condition, part of the charged particles remains
around the flame creating a sort of Faraday cage around the reacting layer. There-
fore, the electric potential forms a plateau in the flame region, letting the flame to
behave as a sort of additional electrode [19, 43]. If the electric field is increased, the
recombination rate of the ions will eventually become zero. At that point, the total
amount of ions produced by the flame is drained toward the electrodes and, there-
fore, the ion-current becomes independent of the applied voltage. For this reason,
this is called the saturated condition. A small region at constant electric potential is
still present but it tends to disappear increasing the voltage. Because of the relation
in Equation (1.3), also the electric force applied to the flow reaches a plateau. Once
the saturation voltage is reached, the only way to further increase the electric current
measured at the electrodes is to break the dielectric strength of the mixture, causing
the formation of discharges.

In order to better understand the effectiveness of this technology but also the
level of uncertainty related to the measurements of these phenomena, the outcomes
of a series of studies present in the literature about the reaction of lifted diffusion
propane flames will be compared in Table 1.1. The first important aspect that can
be inferred from the data reported in the table is the higher efficiency of the AC
voltage with respect to the DC in stabilizing the flame. This result seems in contra-
diction with the findings of Jaggers and Engel [51], suggesting that the stabilization
of these flames may be mainly governed by the effect of the ion-wind on the flow
rather than by the modification of the chemical mechanism. This trend is present in
all the mentioned experimental studies, where the effects of the two types of current
are compared with the exception of the work of Won et al. [117]. Their experiments
consisted in a lifted tribrachial propane-air flame propagating in a co-flow burner
from an ignition position in the downstream side of the combustion chamber to its
steady-state position near the fuel injection point. In this experiment, the fuel noz-
zle itself was used as an electrode in order to apply the voltage. Unlike the double
electrodes configuration described in the previous paragraph, this single electrode
arrangement is the simplest solution used to electrify a flame, but, on the downside,
it gives a reduced control on the shape of the electric potential field, since relies on
the surrounding grounded environment (the laboratory in this case) to produce the
difference of potential. In contradiction to the all the other studies, Won et al. [117]
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TABLE 1.1: Effects of the applied electric field parameters on diffusive propane flames. P = Proportional; MP = Marginally Proportional;
MIP = Marginally Inversely Proportional; IP = Inversely Proportional.; M = Minimal influence

Reference Measured quantity Flow regime N◦ of electrodes AC Voltage AC Frequency DC Voltage Notes

Lee et al. [60] Liftoff height Turbulent Single electrode IP IP at low freq. MP -
Won et al. [116] Reattachment velocity Laminar Single electrode P IP MP -
Won et al. [117] Propagation speed Laminar Single electrode P MP P -
Kim et al. [54] Detachment velocity Laminar Single electrode P M - Low

voltage
IP M - Intermediate

voltage
MIP M - High

voltage
Hutchins et al. [47] Liftoff height Laminar Double electrode - - IP Positive

polarity
- - P Negative

polarity
Ryu et al. [94] Liftoff height Laminar Single electrode IP M - Unsteady at

low freq.
Cessou et al. [19] Turbulent Double electrode - - IP -
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stated that the type of applied current on the propagation speed of their tribrachial
flame has marginal influence. Moreover, the authors justified their results claiming
that the electric field unsteadiness of the AC voltage, that presumably causes the
faster attachment of the flame, was created also in the DC case by the displacement
of the flame. Few arguments have been produced to support this point and further
investigation seems needed to really understand the phenomena involved in these
experiments. Another set of interesting data has been presented by Kim et al. [54].
They used the same experimental apparatus as Won et al. [117] to estimate the stabi-
lizing effect of the electric field increasing the fuel injection velocity from an attached
configuration until the liftoff happens. The surprising aspect of this experiment is
that three different regimes characterized by three completely different responses of
the flame to an increase of applied voltage have been observed. In the first regime,
at low differences of potential, the detachment velocity was linearly proportional to
the applied voltage. In the second regime, characterized by the appearance of small
sparks between the flame and the fuel nozzle, the detachment velocity showed an
opposite scaling to the applied voltage. When the applied voltage was sufficiently
high to generate streamers between the flame front and the electrode, the detach-
ment velocity became independent of the impinging electric field intensity. Proba-
bly, such a peculiar behavior is due to the high currents generated inside the sparks,
that, draining the ions from the flame front, reduce the ion-wind hydrodynamic ef-
fect. The influence of the AC frequency emerging from these studies seems even
more contradictory. On the overall, its effect seems marginal on the flame stabiliza-
tion process, but comparing the results of Lee et al. [60] and of Won et al. [116] a
completely different effect of the increase of this parameter can be pointed out. Lee
et al. [60], measuring the liftoff height of a non-premixed turbulent flame, showed
that, especially at low frequencies, the increase of the AC frequency had a benefi-
cial effect on the flame stabilization. On the other hand, Won et al. [116] claimed a
completely opposite effect on their tribrachial laminar flame. The reasons for such a
discrepancy among the results of these experiments on this aspect may be found in
the interaction of the ion-wind with the turbulence or in a bias induced by the dif-
ferent quantities used to determine the stabilizing effect. A last noteworthy aspect
regarding the influence of the AC frequency has been proposed by Ryu et al. [94].
Their experiment consisted in a lifted triple flame subjected to a low frequency AC
voltage and they observed that the liftoff height exhibited an oscillating behavior
induced by the electric field. The amplitude of the flame front motion seemed pro-
portional to the applied voltage and inversely proportional to the frequency. This
behavior is somehow consistent with the findings of Hutchins et al. [47] on the in-
fluence of the DC polarity of the on the liftoff height of a similar flame and it can be
used as starting point to develop methods to counteract fluid dynamic instabilities.

The previous analysis has mainly the objective of giving a broad picture of the
number and complexity of the problems that are still open in this field from an ex-
perimental point of view. Most of the present knowledge on this interaction, gained
through the experiments, seems, in fact, more based on phenomenological obser-
vation of qualitative quantities, rather than being funded on quantitative measure-
ments. In fact, the electric field that surrounds the flame worsens the already com-
plicated problem of extracting quantitative data at a high resolution from reacting
flows. Considering the level of detail in the measurements achievable at the present
time, even in a laboratory flames, it is evident the need of employing numerical tech-
niques to predict the integral quantities known from the experimental evidence and
to be able to completely understand the physics involved in this complicated kind
of flows. The next section will provide a brief description of how the nowadays
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computational model have approached this complex problem.

1.3 Existing mathematical models

As described in the previous section, the interaction of an electric field with a flame
involved in this kind of flow is a strongly multi-physics and multi-scale problem.
The intermediate charged species produced by a flame are just a very small per-
centage of the mixture composition and their presence is regulated by very sensitive
chemical equilibria [31]. For this reason, the determination of the local effects of the
electric field requires very sophisticated kinetic reaction mechanisms, that still need
to be defined in order to accurately predict the production rates of both the neutral
and charged species. Moreover, the structure of the molecules that constitute the
mixture entails the generation of various types of particle interactions, that regu-
lates their transport properties. Non-trivial issues are also associated with the defi-
nition of transport models able to correctly recover the behavior of the large number
of species required to predict the chemical kinetics up to the accuracy required to
compute the amount of charge present in the mixture.

In order to limit the complexity of the ionization reactions, the development of
chemi-ionization mechanism has been so far focused on the combustion of light hy-
drocarbons. In particular, the attention of the researchers has been drawn to de-
termining the major reactions happening in methane/air combustion. To the best
of the author’s knowledge, the most detailed mechanism for ionized species has
been proposed by Starik and Titova [102]. It consists of 214 equilibrium reactions
for the production and depletion of 23 charged species. This mechanism, coupled
with a reduced mechanism for the prediction of the CH4/O2 neutral species chem-
istry composed of 392 reactions for the production and depletion of 59 species [23],
has been employed to perform zero-dimensional studies on the concentration of the
charged particles during the mixture ignition. Another noteworthy kinetic scheme,
proposed by Prager et al. [91], is based on the mechanism for the prediction of lean
methane-air mixtures combustion assembled by Warnatz et al. [112] (208 reactions
among 38 species) and takes into account the production and depletion of 11 charged
species through 67 reactions. The most reduced mechanism proposed in this context
is contained in the work of Belhi et al. [4]. The ionization process is based on the
reaction

CH+O −−→ HCO+ + e−, (R1.1)

proposed by Goodings et al. [38]. The produced HCO+ is converted in H3O+ trough
the reaction

HCO+ +H2O −−→ H3O
+ +CO (R1.2)

with a very high reaction rate leaving a very small amount of HCO+ in the mixture
[81]. The H3O+ then recombines with the electron producing either water or hydro-
gen (atomic or molecular) or OH. Later, the same authors [5] defined an extension of
the previous mechanism, introducing the electrons attachment mechanisms in order
to produce the heavy negative ions studied by Goodings et al. [39].

A large effort has also been spent in the determination of the transport properties,
especially concerning the free electrons produced by the flame. A very sophisticated
model has been proposed by Bisetti and El Morsli [8], where the electron properties
are computed using the momentum transfer cross-sections of the electrons with the
main components of the gas mixture. The complexity of the model has been further
improved by the same authors [9], including non-thermal effects in the ionization
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TABLE 1.2: Summary of the transport model of Han et al. [42].

Heavy ions Electrons Neutral particles

Heavy ions Coulomb Coulomb (n,6,4)
Electrons - Coulomb Cross-sections
Neutral particles - - LJ/Stockmayer

process. Han et al. [42] have probably been the first to formalize a thorough sta-
tistical model of the particle to particle interaction, distinguishing whether the pair
of species was composed of neutral or charged species or of electrons. The basic
structure of their model is summarized in Table 1.2. The interaction between two
neutral particles is modeled with Lennard-Jones/Stockmayer potentials, which is
the standard choice used in many previous combustion studies [12, 52, 100]. The
model of Bisetti and El Morsli [9] is instead used to determine the binary transport
properties of the electrons with the neutral molecules. The (n,6,4) theory, which,
unlike the Stockmayer solution, takes into account the presence of the polarization
effects induced by the charged particles on neutral species, is used to determine the
diffusivity and electrical mobility of heavy ions in rest of the mixture. Coulomb
forces dominate the interactions between two charged particles, whether they are
both heavy or electrons and heavy ions.

The nonlinear problem obtained by coupling the charged and neutral species
transport equations with the conservation equations of the fluid dynamics, with the
electrodynamic laws and with the computation of the local reaction rates and species
properties has a number of properties that make its numerical solution particularly
complex. First of all, as it can be inferred by the number of species employed in be
the kinetic mechanisms described earlier, the number of dimensions and unknowns
of the problem is very high. Secondly, the large interval of temporal and spatial
scales involved in the phenomenon implicates a very high stiffness of the prob-
lems making a large number of numerical methods ineffective for the solution of
the system. For instance, the simulation of a standard laboratory flame similar to
those described in the previous section involves, at the same time, the flow physics,
that can happen on scales of the order of the second, the neutral chemistry, that
has characteristic time scales of the order of the nanosecond, and the free-electrons,
that evolve on scale similar to the picosecond. As a result, being the ratio of the
time scales similar to the ratio of the maximum and minimum eigenvalues of the
local Jacobian matrix of the nonlinear operator, the resulting stiffness requires the
employment of very robust numerical methods, that, at the present time, pose big
limitations on the size of the resolved problem. For this reason, the majority of the
studies present in the literature, involving detailed chemistry and complex trans-
port models, deal with the description of one-dimensional premixed flames. In fact,
in this kind of flames, the solution of the fluid dynamics becomes trivial, needing
only the mass conservation equation to determine the velocity field. Moreover, the
number of points needed in the computational mesh is small enough to be treated
using a Newton-based solver even in the presence on a large number of transported
species [2, 81, 100, 101]. Among these studies, probably, Speelman et al. [101] have
been the first to employ a complete binary diffusion approach [30], which computes
the binary diffusion velocity of the species solving a linear system of equations, that
takes into account at the same time the molecular diffusion and the drift due to the
electric field. The main advantage of this model is that it conserves the molar mass
of each species without the need of any diffusion velocity correction. The works of



10 Chapter 1. Introduction

Speelman et al. [100, 101] are also among the few studies that provided an experi-
mental validation of the numerical results obtained with their model, evidencing the
shortcomings of the nowadays kinetic and transport models.

Only a few simulations have been carried out in two-dimensional configurations
in conjunction with a Computational Fluid Dynamics (CFD) approach. One of the
first attempts in modeling the interaction of the electric field with the combustion
process has been done by Hu et al. [46]. In this model, a co-flow flame and a can-
dle flame of methane in air have been studied using a reduced kinetic mechanism
computed at run-time in a two-dimensional configuration. This approach neglects
the effect of the local charge distribution on the electric field, therefore considering
it constant at each point of the domain. This assumption can often lead to a large
underestimation of the local electric field strength and, therefore, to a reduced ef-
fect of the voltage difference on the flow. A few years later, a large improvement in
modeling the phenomenon has been achieved by Yamashita et al. [123], who com-
puted the capillary combustion chamber already studied experimentally and nu-
merically by Papac [76] and Papac and Dunn-Rankin [77]. The interaction between
the charge produced by the flame and the local electrical potential was taken into
account solving the Gauss law at each time-step of the simulation. Since the flame
was mostly confined close to the metallic surfaces, the presence of the electrons in
the mixture was neglected assuming that, because of the high mobility, they would
have been rapidly removed. This assumption, in conjunction with a reaction mech-
anism which considers only the electrons as negatively charged species, probably
leads to an over-estimation of the flame response to the voltage.

Although the transport of the entire set of species of the kinetic mechanism guar-
antees the best accuracy during the calculation, this approach is still computationally
too expensive to be applied to real industrial cases. For this reason, the development
of reduced order combustion models is necessary even for the computation of two-
dimensional configurations. The first solution to this problem has been proposed by
Belhi et al. [4, 5]. Neglecting the effect of the production of charged species on the
neutral chemistry, the proposed model uses a laminar Flamelet Progress-Variable
(FPV) approach [32] to simulate the combustion process. Two equations (one for the
mixture fraction Z and one for the progress-variable C) are solved and a tabulated
function, namely

ψ = Fφ(Z,C), (1.4)

is used to predict the generic thermo-chemical mixture property ψ. An additional
transport equation is then added to the system for each charged species considered
in the mechanism. The species properties and production rates are computed using
the temperature and mass fractions stored in the FPV chem-table (Equation (1.4)).
This approach definitely allows one to use detailed schemes for the combustion
description, but still, poses limits on the number of species used in the ionization
mechanism.

A measure of the amount of work that is still required in the development of
these models is the magnitude of the errors encountered in the few validations
with experimental data present in the literature. The first kind of comparison with
the experimental data regards the amount and type of ions produced inside a one-
dimensional premixed flame without any imposed electric voltage. This procedure
has been employed mainly to test the accuracy of the chemi-ionization mechanisms
formulated over the years. In fact, the absence of an external electric field allows
one to assume that the mixture is electrically neutral and to avoid the complexity
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of the influence of the electric field on the ion transport. As already mentioned ear-
lier in this chapter, the most common set of data for this kind of validation is that
provided by Goodings et al. [38, 39]. For instance, one of the best agreement with
the experimental data in this context has been shown by Prager et al. [91]. Looking
at the number density of the ions in the mixture, they have been able to predict the
peak present in the flame front with an overestimation of about 22%. Their mecha-
nism also predicted a faster production and depletion of the ions leading to a much
narrower region interested by the presence of the ions and to large errors (of or-
der 100%) far from the flame front. A similar validation has been performed by
Belhi et al. [4] using a much more skeletal mechanism of the ion-production (only
three reactions among just as many species), but increasing the detail of the neutral
chemistry. This mechanism provided much better results in the flame front region,
matching the experimental peak of ion number density with an error of about 3-4%.
An improvement with respect to the work of Prager et al. [91] was also evident in
the recombination rate of the charged species, which, in this case, seemed slower
than in the experimental data. Because of this different trend, the ion number den-
sity at the downstream end of the combustion chamber computed by Belhi et al. [4]
is almost twice the experimental value. Small improvements have been achieved
by the same authors including the negative ions chemistry [5]. The comparison is
even worse when the effect of the electric field is included and the dependence of
the ion current produced by the flame to the applied voltage is analyzed. In fact,
in these configurations, being the determination of the electric induced diffusion a
mandatory requirement for the determination of the ion distribution, the transport
properties of the species are as relevant as the production rates for the computation
of the flame response. For instance, Speelman et al. [101], using the kinetic mecha-
nism of Belhi et al. [4] for the neutral and chemical species, computed a saturation
current of 197µA, where the experimental measurement performed by the same au-
thors is of about 70µA. Even though the transport properties of all the species were
based on Stockmayer potentials, the scaling in the sub-saturated region and the sat-
uration voltage are well captured by the numerical model. Speelman et al. [100] had
a similar kind of agreement with the experimental data, obtaining a ratio between
the computed and measured saturation current of about 3. Also the saturation volt-
age and the ion current scaling in the sub-saturated regime were not captured by
Speelman et al. [100]. To obviate to these mismatches, the authors of the paper made
a sensitivity analysis of the ionization pre-exponential coefficients and ion transport
properties in order to optimize the model parameters and match the experimental
ion current profiles.

1.4 Accomplishments

In the following sections of this thesis, a detailed description of the mathematical
model employed to describe the interaction of the impinging electric field with a
laminar flame will be provided, highlighting the main assumptions and limitations
of the present formulation. Afterwards, the results of a series of two-dimensional
calculations involving a counterflow laminar flame impinged by an electric field will
be presented analyzing the main features of the electrical response of the flame and
showing a comparison with the results obtained experimentally on the same config-
uration [78]. The output of the detailed simulations will also be used to validate a
one-dimensional flamelet model obtained mapping the governing equations of the
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problem in the mixture fraction space. At the end of the thesis, an FPV model formu-
lated to increase the computational efficiency and to take into account for arbitrarily
complex chemical mechanism will be proposed.

The main innovative contributions of this thesis are:

• An algorithm for the computation of multi-dimensional reacting flow, involv-
ing chemi-ionization and electric field induced transport, has been formulated
and employed for the detailed simulation of a counterflow laminar flame.

• The physical phenomena involved in a counterflow diffusion flame impinged
by an electric field have been analyzed using the axisymmetry approximation.

• A flamelet model in the mixture fraction space, that includes the electric diffu-
sion effects, has been proposed. Such a model has shown the ability to recover
the prediction of the detailed model, largely reducing the computational cost
of the simulations.

• Thanks to the relatively low computational cost of the flamelet calculations,
it has been possible to conduct a preliminary parametric investigations of the
steady-state operating conditions of electrified counterflow flames.

• An FPV model for the simulation of electrified flames has been formulated and
applied to the simulation of a lifted methane-air flame, quantitatively recover-
ing the effects of the electric field on the flame liftoff present in the literature.

• This FPV model is completely independent of the complexity of the chemical
mechanism employed for the prediction of the species production rates allow-
ing the use of an arbitrarily complex set of reactions without any computa-
tional cost increase.

• Taking advantage of the averaging procedures present in the FPV model in
order to compute the charged species properties, the computational cost of
each simulation has been reduced up to 40 times with respect to the standard
method.
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Chapter 2

Mathematical model

This chapter provides a description of the basic mathematical laws and physical rela-
tions involved in the formulation of the mathematical models used in the following
chapters. At first, basic transport equations will be listed in their complete form in
order to highlight the main assumptions made during the mathematical description
of the phenomenon. Then a non-dimensional form of the equations will be provided
defining the main dimensionless groups that regulate the involved phenomena. The
chapter will be completed with the description of the algorithm employed for the
definition of the transport properties of the chemical species and with the definition
of the two main chemi-ionization mechanisms used during all the computations de-
scribed in this thesis.

2.1 Transport equations

All the mathematical models used in the simulations presented in this thesis are
based on the conservation equations of mass, momentum, species mass fraction and
energy that, in the order, read as:

∂ρ

∂t
+∇ · (ρu) =0; (2.1)

∂ρu

∂t
+∇ · (ρuu) =−∇p+∇ · σ + ρ

Ns∑

i=1

Yigi; (2.2)

∂ρYi
∂t

+∇ · (ρuYi) =−∇ · (ρViYi) + ρω̇i; (2.3)

cp
∂ρT

∂t
+ cp∇ · (ρuT ) =∇ · (λ∇T ) +

∂p

∂t
+ u · ∇p+ σ : u− ρ

Ns∑

i=1

hiω̇i

− ρ
Ns∑

i=1

YiVi · ∇hi + ρ

Ns∑

i=1

Yigi ·Vi

−RT
Ns∑

i=1

Ns∑

j=1

XjαT,i

Wiαij
(Vi −Vj).

(2.4)

where: ρ is the mixture density; u is the velocity vector; p is the pressure; Ns is
the number of species composing the mixture; gi are the accelerations relative to
the body force acting on the each species; Yi are the species mass fractions; Xi are
the species molar fractions; Wi are the species molar mass; Vi are the species diffu-
sion velocities; ω̇i are the chemical source term of the transported species; T is the
mixture temperature; cp is the mixture averaged specific heat capacity, computed as
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cp =

Ns∑

i=1

Yicpi where cpi are the specific heat capacities of each species evaluated as

function of the temperature; λ is the mixture thermal conductivity; R is the univer-
sal gas constant; αij are binary diffusivities between the species i and j; αT,i are the
species thermal diffusivities. The Left Hand Sides (LHSs) of all the four equations
are composed only of the classical time derivative and convective flux terms. The
Right Hand Side (RHS) of the momentum conservation equation (Equation (2.2))
features, in order of appearance, the effect of the pressure gradient, the local shear
stress flux and the volumetric source and sink terms due to the body forces applied
to the species that compose the mixture. The local shear stress tensor σ is modeled
as

σ = 2ρ
[

νS − νb(∇ · u)I
]

, with S =
1

2

[
∇u+ (∇u)T

]
, (2.5)

ν and νb being the molecular and bulk kinematic viscosities, respectively. The RHS of
the species mass fraction conservation equations (2.3) is composed of the divergence
of the diffusive flux of the species in the mixture and of the chemical production
term. According to Williams [114], the complete derivation of the diffusion velocity
vector, based on the conservation of the particles momentum arguments, leads to
the following implicit expression:

∇Xi =

Ns∑

j=1

XiXj

αij
(Vi −Vj) +Xi

(
Wi

W
− 1

)

∇ ln(p) +
ρ

p

Ns∑

j=1

YiYj(gi − gj)

+

Ns∑

j=1

XiXj

ραij

(
αT,i

Yi
− αT,j

Yj

)

∇ ln(T );

(2.6)

in particular, the RHS of the Equation (2.6) contains, in order of appearance, the
Stefan-Maxwell diffusion and the diffusion fluxes due to the pressure gradient, to
the body forces and to the temperature gradient (Soret effect). The averaged mixture
molar mass (W ) is computed as

W =

(
Ns∑

i=1

Yi
Wi

)−1

, (2.7)

whereas, the relation between the species mass fractions and molar fractions is

Yi =
Wi

W
Xi. (2.8)

The solution of this linear system in Equation (2.6) for each point of the computa-
tional grid would lead to the determination of the local diffusion velocity, but this
procedure is usually avoided when the number of transported species is very high
because of its computational cost [90]. The species production term (ω̇i) is instead
evaluated as

ω̇i =W−1
Nr∑

j=1



Wi(ν
′
j,i − ν ′′j,i)



Kfr,j

Np∏

k=1

X
ν′j,i
i −Kbr,j

Np∏

k=1

X
ν′′j,i
i







 (2.9)

where: Nr is the number of reactions present in the chemical mechanism; ν ′j,i and
ν ′′j,i are the stoichiometric coefficients of the species i in the reaction j as reactant or
product, respectively; Kfr,j and Kbr,j are the forward and backward reaction rates
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and are related to each other by the equilibrium constant of the reaction (Keq,j) with
the equation:

Keq,j =
Kfr,j

Kbr,j
. (2.10)

Keq,j is determined using the Gibbs free energy of the reaction. Further details about
the number of reactions and their rates will be provided later in Section 2.3 of this
chapter. The temperature conservation equation (Equation (2.4)) contains in its RHS
the terms accounting for: the thermal conduction (Fourier law); the effect of the
change of the thermodynamic pressure on the internal energy; the contributions of
the work done by the pressure gradient and by viscous dissipation acting on the in-
ternal energy; the heat release rate due to the chemical production of the transported
species; the enthalpy flux due to the species diffusion; the internal energy compo-
nent of the work done by the body forces acting on the species; and the heat flux
due to the density gradient (Dufour effect). The species specific enthalpy (hi) used
in this equation is evaluated as

hi(T ) = h(T0) +

∫ T

T0

cpi(θ)dθ. (2.11)

It is noteworthy that, for mass conservation arguments, the summation of all the
mass fraction equations has to recover the mass conservation equation (2.1), there-
fore

Ns∑

i=1

Yi = 1, (2.12)

Ns∑

i=1

ω̇i = 0, (2.13)

Ns∑

i=1

YiVi = 0. (2.14)

2.1.1 Main simplifying assumptions

This section reports all the assumptions made about the constitutive properties of
the fluid and the electrical and hydrodynamic regime of the flow in order to close
the problem formulation defined by the equations in the previous section and to
reduce the computational effort needed to perform the calculations.

1. Low Mach number: all the configurations analyzed in this work involve the solu-
tion of flows characterized by a maximum ratio between the local fluid velocity
and speed of sound (also known as Mach number) much lower than one. In
general, the pressure field can be decomposed in a mean value, which will also
be called thermodynamic pressure (pth), and an oscillation field (p = pth + p′).
Considering that the effect of the local pressure fluctuations on the thermo-
dynamic state of the fluid scales as the Mach number squared, the thermody-
namic component of the pressure is the only one retained in the calculations
concerning the energy of the systems (equation of state, species transport prop-
erties, . . . ) in all the calculations presented in this work. This is equivalent to
neglect compressibility effects of the mixture. The fluctuating field is instead
used in the evaluation of the effects of hydrodynamic pressure on the momen-
tum. Thanks to the spatial homogeneity of the thermodynamic pressure, it is
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trivial to show that ∇p = ∇p′. Moreover, in this kind of flow the Eckert num-
ber (Ec, see Section 2.1.2 for the definition) is very small (Ec � 1) and, for
this reason, the hydrodynamic pressure effects on the internal energy can be
neglected.

2. Viscous heating: it can be easily shown that the amount of internal energy pro-
duced by the viscous heating (σ : u) scales with the ratio (Ec/Re), where Re
is the Reynolds number (defined in Section 2.1.2). The present work deals
with the modeling of laminar flows that have a Reynolds number of the or-
der O(100). Since Ec � 1, it is possible to consider the viscous heating as a
minor component of the Equation (2.4) and, therefore, to neglect it during the
calculations.

3. Ideal gas: considering that the present work deals with single-phase flow of a
mixture composed of multiple species in the gaseous state, it has been decided
to use the ideal gas law as constitutive equation of the fluid. For this reason
the well-known ideal gas equation of state, namely

pth = ρ
R
W
T, (2.15)

has been used in order to relate the mixture density with the thermodynamic
pressure, temperature and mixture composition.

4. Bulk viscosity: the identity between the thermodynamical and mechanical pres-
sure acting on the elemental fluid control volume requires that the viscous
stress tensor should not have any isotropic component, therefore the trace of
σ has to be zero. This assumption leads to the Stokes’ hypothesis [106] that
equates the bulk viscosity (νb) in Equation (2.5) to one-third of the molecular
viscosity.

5. Electrostatic regime: the electromagnetic effects produced by the imposed elec-
tric field and by the electric charges moving inside the computational domain
should be modeled using the entire set of the Maxwell equations. On the other
hand, considering that: i) in all the configurations examined in this thesis a
constant DC voltage is applied; ii) no magnetic fields are applied to the sys-
tems; iii) the expected ion-current is not strong enough to generate a significant
magnetic field; the system can be considered in the electrostatic regime and,
therefore, the Gauss law is the only relation retained from the set of Maxwell
equations. In fact, the electric potential (Φ) is computed solving the following
equation

∇2Φ = −ρq
ε0
, (2.16)

where ε0 is the electric permittivity of free-space. In this formulation, ρq =
Ns∑

i=1

ρq,i denotes the sum of the individual charge densities

ρq,i = ρNae
SiYi
Wi

. (2.17)

where: Na is the Avogadro number; e is the elementary electric charge value;
Si is the number of elementary charges, with Si = 0 for neutral species, and
Si > 0 and Si < 0 for positively and negatively charged species, respectively.
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Consequently, the electric field (E) is computed as E = −∇Φ. Consistently
with this approximation, only the electrostatic component of the Lorentz force
is considered. In fact, the specific body force applied to each species (gi) con-
sidered in this work is expressed as

gi = g +Nae
Si
Wi

E; (2.18)

the first term of this equation takes into account the gravitational force applied
to all the chemical species that compose the mixture (g is the gravitational
acceleration), whereas the second term represents the electric force applied to
the charged particles.

6. Dufour effect: in flows involving exothermic reactions, such as those studied
in the present work, the heat flux due to the Dufour effect is negligible [114,
p. 644]. For this reason, it will not be considered in the temperature transport
equation (2.4).

7. Diffusion velocity: as already mentioned in the previous section, the solution
of the implicit linear problem in Equation (2.6) for each point of the compu-
tational grid poses strong restrictions on the number of species that can be
considered in the chemical mechanism. Considering the detail of the chemical
reaction mechanism required in order to have a quantitative accurate predic-
tion of the chemi-ionization, it has been decided to approximate the diffusion
velocity with the following equation:

Vi = −
αi

Xi
∇Xi +

Ns∑

j=1

Yj
Xj

αj∇Xj + SikiE−
Ns∑

j=1

SjYjkjE, (2.19)

where ki and αi are the mixture averaged species electrical mobility and molec-
ular diffusivity, respectively. The first term represents the molecular diffusion
computed as suggested by Curtiss and Hirschfelder [22], the second term is
the correction term formulated by Coffee and Heimerl [20] in order to pre-
serve the total mass of the mixture in a multicomponent mixture, the third
term takes into account the charged species diffusion flux induced by the lo-
cal electric field [81] and the last term enforces Equation (2.14) on the electric
diffusion flux.

8. Thermalized gas: a common approximation used for the statistical description
of the mixture in many laws of the chemistry is that the mixture is thermalized.
This assumption consists in considering that the energy distribution functions
of all the species contained in the mixture are Maxwell–Boltzmann distribution
with the same mean. The mean energy of all the distributions corresponds to
the mixture temperature. For instance, the Arrhenius equation used for the
determination of the reaction rates in Equation (2.9), namely

Kfr,j = AjT
nj exp

(

−Ea,j

RT

)

, (2.20)

where the pre-exponential coefficients (Aj), the exponent of the temperature
(nj) and the activation energy (Ea,j) are properties of the reaction, is based on
this assumption. However, the presence of an external electric field leads to
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the formation of the body forces on the charged species, as described by Equa-
tion (2.18). Because of their reduced mass, this force may become dominant
in the conservation of the momentum of electrons, strongly increasing their
kinetic energy. This effect is not only observable as an increase of the mean
energy of the distribution, but also introduces distortions on the shape of the
Electron Energy Distribution Function (EEDF). These distortions of the dis-
tribution are due to the activation of collisions where the electrons exchange
a large amount of energy with the surrounding molecules. These collisions
are called inelastic and super-elastic whether the electrons give or receive the
energy from the other particles. Studies in the literature have demonstrated
the importance of these phenomena in the chemical description of these sys-
tems [16–18, 21]. On the other hand, the calculation of the local EEDF based on
the electric field and on the composition of the mixture requires the solution of
a Boltzmann equation [92] for each point of the computational grid. This so-
lution is computationally very expensive considering the number of energetic
layers that must be used in order to accurately describe the EEDF and that the
presence of the inelastic and super-elastic collisions makes the linear system
resulting from the discretization of the Boltzmann equation non-diagonally
dominant and therefore very difficult to be numerically resolved. For this rea-
son, in conjunction with relatively small reduced electric field encountered in
the analyzed flows [64], it has been decided to neglect the presence of non-
thermal effects in the mixture, consistently with the majority of the numerical
studies present in the literature about this topic [4, 5, 77, 91, 100, 101].

The simplified system of equations obtained applying the mentioned assumptions
to the transport equations (2.1)-(2.4) reads as:

∂ρ

∂t
+∇ · (ρu) =0; (2.21)

∂ρu

∂t
+∇ · (ρuu) =−∇p+∇ · σ + ρg + ρqE; (2.22)

∂ρYi
∂t

+∇ · (ρuYi) =∇ ·



ρYi




αi

Xi
∇Xi −

Ns∑

j=1

Yj
αj

Xj
∇Xj







+ ρω̇i

−∇ ·



ρYi



Siki −
Ns∑

j=1

YjSjkj



E



 ;

(2.23)

∂ρT

∂t
+∇ · (ρuT ) = 1

cp
∇ · (λ∇T )− ρ

cp

Ns∑

i=1

hiω̇i +
1

cp

∂pth
∂t

+
ρ

cp

Ns∑

i=1

∇hi · Yi




αi

Xi
∇Xi −

Ns∑

j=1

Yj
Xj

αj∇Xj −



Siki −
Ns∑

j=1

YjSjkj



E





− 1

cp
E ·

Ns∑

i=1

ρq,i




αi

Xi
∇Xi −

Ns∑

j=1

Yj
Xj

αj∇Xj −



Siki −
Ns∑

j=1

YjSjkj



E



 ;

(2.24)

pth =ρ
R
W
T ; (2.25)

∇ ·E = −∇2Φ =
ρq
ε0
. (2.26)
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2.1.2 Dimensionless formulation

The present section deals with the derivation of the dimensionless form of Equations
(2.21)-(2.26) in order to point out the major non-dimensional groups characterizing
the impingement of an electric field with a flame. At first, a dimensionless version
of the differential operators is derived using a reference length (Lref ) and velocity
(uref ), namely

∂

∂t∗
=
Lref

uref

∂

∂t
; ∇∗ = Lref∇.

Afterwards, the following dimensionless variables and mixture properties are de-
fined (likewise the definition of Lref and uref , the subscript (·)ref is used to define
the reference value for the quantity):

u∗ =
u

uref
; ρ∗ =

ρ

ρref
; E∗ =

ELref

∆Φref
; W ∗

i =
Wi

Wref
;

Y ∗
i =

Yi
Yi,ref

; α∗
i =

αi

αref
; k∗i =

ki
kref

; c∗p =
cp

cp,ref
;

λ∗ =
λ

λref
; h∗i =

hi
cp,ref∆Tref

; R∗ =
R

cp,refW
; g∗ =

g

|g| ;

T ∗ =
T

∆Tref
; X∗

i =
Xi

Yi,ref
; p∗ =

p

u2refρref
; σ

∗
=

σLref

urefνrefρref
;

ρ∗q =

Ns∑

i=1

ρ∗q,i =

Ns∑

i=1

ρq,i
ε0

L2
ref

∆Φref
; ω̇∗

i =
ω̇iWref

Yi,refρrefAref
exp

(
Ea,ref

R∆Tref

)

.

Finally substituting the dimensionless quantities and operators in the Equations
(2.21)-(2.26), it is possible to obtain the dimensionless version of the governing equa-
tions, namely

∂ρ∗

∂t∗
+∇∗ · (ρ∗u∗) =0; (2.27)

∂ρ∗u∗

∂t∗
+∇∗ · (ρ∗u∗u∗) =−∇∗p∗ +

1

Re
∇∗ · σ∗ + 1

Fr2
ρ∗g∗ + Ξρ∗qE

∗; (2.28)

∂ρ∗Y ∗
i

∂t∗
+∇∗ · (ρ∗u∗Y ∗

i ) =
1

Re Sc
∇∗ · (ρ∗Y ∗

i D
∗
i ) + Da ρ∗ω̇∗

i

− 1

Θ
∇∗ ·



ρ∗Y ∗
i



Sik∗i −
Ns∑

j=1

Yj,refY
∗
j Sjk∗j



E∗



 ;
(2.29)

∂ρ∗T ∗

∂t∗
+∇∗ · (ρ∗u∗T ∗) =

1

Re Pr

1

c∗p
∇∗ · (λ∗∇∗T ∗)− ρ∗

c∗p
Da

Ns∑

i=1

Yi,refh
∗
i ω̇

∗
i

+
ρ∗

c∗p

Ns∑

i=1

Yi,refY
∗
i




D∗

i

Re Sc
−



Sik∗i −
Ns∑

j=1

Yj,refY
∗
j Sjk∗j




E∗

Θ



 · ∇∗h∗i

+
Ec

c∗p

∂p∗th
∂t∗
− Ξ Ec

c∗p

Ns∑

i=1

ρ∗q,i




D∗

i

Re Sc
−



Sik∗i −
Ns∑

j=1

Yj,refY
∗
j Sjk∗j




E∗

Θ



 ·E∗;

(2.30)

p∗th =
1

Ec
ρ∗R∗T ∗; (2.31)

∇∗ ·E∗ =ρ∗q ; (2.32)
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where

D∗
i =

α∗
i

X∗
i

∇∗X∗
i −

Ns∑

j=1

Yj,ref
Y ∗
j

X∗
j

α∗
j∇∗X∗

j .

The result of the non-dimensionalization procedure performed in this section is the
definition of the dimensionless numbers that describe the phenomena involved in
the flow:

• Reynolds number: Re =
urefLref

νref
;

• Froude number: Fr =
uref

√
|g|Lref

;

• electric interaction parameter: Ξ =
ε0(∆Φref )

2

ρrefu
2
refL

2
ref

;

• Schmidt number: Sc =
νref
αref

;

• ion wind number: Θ =
urefLref

∆Φrefkref
;

• Damköhler number: Da =
Lref

uref

ρrefAref

Wref
exp

(

− Ea,ref

R∆Tref

)

;

• Prandtl number Pr =
νrefcp,refρref

λref
;

• Eckert number Ec =
u2ref

cp,ref∆Tref
;

Two similarity parameters in the previous list are formulated for the first time in this
work, at the best of the author’s knowledge. The first is the electric interaction pa-
rameter (Ξ): it is a ratio between the characteristic convective acceleration of the flow
and the electric force density. The nature of the proposed number is similar to the
Stuart number (also known as magnetic interaction parameter), used in magnetohy-
drodynamics to relate the inertia of the flow with the magnetic force. The second
dimensionless group that is proposed in this work is ion wind number (Θ): it relates
the characteristic flow velocity to electric drift velocity of the ionized species.

2.2 Transport properties

This section describes the algorithm used to compute the mixture and species prop-
erties introduced in the previous section during the definition of the transport equa-
tions. The pure species dynamic viscosities (ηi) and binary diffusivities (αij) are
evaluated using the standard kinetic theory equations proposed by Hirschfelder et
al. [45]:

ηi =
5

16

√

πkBTWi/Na

πσ2iΩ
(2,2)∗
i

; (2.33)

and

αij =
3

16

√

2πNak3BT
3/Wij

pthπσ
2
ijΩ

(1,1)∗
ij

. (2.34)
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In the previous equations: kB is the Boltzmann constant; σi is the Lennard–Jones
collision diameter; σij is the reduced Lennard–Jones collision diameter computed as
σij = (σi + σj)/2; Wij is the reduced molar mass computed as (WiWj)/(Wi +Wj).

Ω
(1,1)∗
ij and Ω

(2,2)∗
i are the collision integrals, which represent the departure of colli-

sion energies and velocity distributions from the hard sphere model. They are func-

tions of the reduced temperature T ∗
i = kBT/ξi (for Ω

(2,2)∗
i ) and T ∗

i,j = kBT/
√
ξiξj

(for Ω
(1,1)∗
ij ) and, in this work, they are computed using the the Stockmayer po-

tentials given by Monchick and Mason [71]. The choice of using the Lennard–
Jones/Stockmayer potentials represents a compromise solution between computa-
tional cost and physical accuracy. In fact, Han et al. [42] suggested that the (n, 6, 4)
theory should be more appropriate for the prediction of the charged species trans-
port properties in the presence of collisions with neutral species that have dipole
moments. On the other hand, the need of reducing the complexity of the overall cal-
culation has lead to use the Lennard-Jones/Stockmayer potentials for both charged
and neutral species (except for electrons). Assessing the influence of this approxima-
tion is deferred to future works. For the neutral species, the Lennard–Jones collision
diameter (σi), along with the potential well-depth (ξi) required to compute the col-

lision integrals Ω
(1,1)∗
ij and Ω

(2,2)∗
i , are read from the transport data provided with

the GriMech 3.0 mechanism [98]. Moreover, the corresponding values for the heavy
ions are approximated to be equal to those of similar neutral species (i.e., H2O for
H3O+, CO for HCO+, O for O– , O2 for O2

– and OH for OH– ).
The thermal conductivity of each species (λi) is computed neglecting the effects

of its geometry and using the expression for mono-atomic gases:

λi = ηi

(

cpi +
5

4

R
Wi

)

(2.35)

with ηi given by Eq. (2.33). The temperature dependence of the individual specific
heats cpi are modeled using the NASA polynomials [67]. The polynomial coefficients
for the neutrals species are provided with the GriMech 3.0 mechanism [98], on the
other hand, those for the charged species have been extracted from the Burcat and
Ruscic [13] database. The mixture averaged diffusivity for each species is evaluated
using the expression proposed by Bird et al. [7]:

αi =
1− Yi
Ns∑

j=1,j 6=i

Xj

αij

. (2.36)

The mixture thermal conductivity and dynamic viscosity (η) are instead evaluated
using the averaging rules proposed by Mathur et al. [66] and by Wilke [113], respec-
tively:

λ =
1

2





Ns∑

i=1

Xiλi +

(
Ns∑

i=1

Xi

λi

)−1


 ; (2.37)

and

ρν = η =

Ns∑

i=1

Yiηi
∆i

(2.38)
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where:

∆i =

Ns∑

j=1

Gij
Wi

Wj
Yj ; (2.39)

Gij =
1√
8

(

1 +
Wi

Wj

)− 1

2

[

1 +

(
ηi
ηj

)− 1

2
(
Wj

Wi

) 1

4

]2

. (2.40)

The binary mobility of the considered ionized species (except for the electrons) is
evaluated applying the Einstein relation [64]:

αij

kij
=
kBT

e
. (2.41)

The averaged species mobility is consequently computed using the Blanc’s law [64]:

ki =





Ns∑

j=1

Xj

kij





−1

. (2.42)

An important role in the electrical properties of a flame is played by the mobility of
electrons ke− , in that its value determines the rate at which the electrons are drained
from the flame in the subsaturated regime, and also influences the voltage and the
amount of ion current measured at the electrodes at the saturation onset [100]. It
should, however, be noted that the analytical and experimental determination of
adequate mobility coefficients for diffusion flames is an active area of research. In
this study, and in the absence of conclusive values for diffusion flames, the electron
mobility ke− is set to a constant value. The value of the electron mobility has an
important influence on the simulation cost, in that the larger ke− is, the shorter is the
electric drift diffusion time scale of the electrons, and, consequently, the stiffer the
numerical integrations become. This value has been chosen among those present in
literature making a compromise between the calculation accuracy and the computa-
tional cost of the simulations. Consistently with this choice, the electron molecular
diffusivity αe− is computed from the standard expression

αe− =
kBke−T

e
. (2.43)

As evidenced by Eqs. (2.33)- (2.43), the temperature is assumed to be the same for
neutrals, ions and electrons, thereby neglecting non-thermalization effects, as is ap-
propriate for the small reduced electric fields encountered in this study [64].

2.3 Chemistry modeling

The present section provides a description of the two chemical mechanisms used
in all the calculations presented in this thesis. Afterwards, the difference between
the two chemical mechanisms will be highlighted analyzing the ions mass fraction
profiles produced in an unstrained premixed methane/air flame.

2.3.1 Reaction mechanism description

All the results presented in the following chapters have been obtained using two
different chemical mechanisms. Both the mechanisms are based on the well-known
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TABLE 2.1: Chemi-ionization mechanism proposed by Belhi et al. [4].
Aj is reported in cm3/(mol s) and Ea,j in kJ.

Num. Reaction Aj nj Ea,j Ref.

1 CH + O −−→ HCO+ + e– 2.512× 1011 0.00 7.12 [81]
2 HCO+ + H2O −−→ CO + H3O+ 1.506× 1015 0.00 0.00 [107]
3 H3O+ + e– −−→ H2O + H 1.144× 1017 0.00 0.00 [82]

GriMech 3.0 [98] for the computation of the neutral species production rates. This
detailed reaction mechanism is optimized to predict the natural gas combustion, in-
cluding NO formation and reburn chemistry. It contains 325 reactions among 53
neutral species and it has shown very good agreement with the experimental data
in a wide range of applications [105, 108, 111, 124]. However, the choice of chem-
ical kinetics made above represents a compromise solution between accuracy and
computational cost. As discussed in the introduction (Chapter 1) and as it will be
shown in the comparison with the experimental data, this choice is most likely not
the optimum one in terms of accuracy, since other more extensive mechanisms such
as the ones in Refs. [69, 110] might improve the predictions of the CH and O radicals
and consequently assist in reducing the discrepancies of order unity observed in the
saturation current with respect to experimental results (i.e., see Sections 3.5.1 and 3.3
for further details). Those extended mechanisms would, however, incur a computa-
tional cost that is untenable with the present numerical method because of a number
of additional species that would need to be transported. The two mechanisms em-
ployed in the present work differ for the chemi-ionization reactions.

The first chemi-ionization mechanisms is that proposed by Belhi et al. [4] and it is
summarized in Table 2.1. It is probably the most reduced chemi-ionization reaction
mechanism present in the literature and, in fact, it consists of only three irreversible
reactions. The only ionization pattern considered by the mechanism is through the
reaction (R1.1) presented in Section 1.3. The very high pre-exponential reaction rate
and the null activation energy of the reaction 2 in the table guarantee that the pro-
duced HCO+ is rapidly converted in H3O+, as suggested by Pedersen and Brown
[81]. According to Prager et al. [91], the produced ions should recombine through
the following dissociative recombination reactions:

H3O
+ + e− −−→ H2O+H; (R2.1)

H3O
+ + e− −−→ OH+ 2H; (R2.2)

H3O
+ + e− −−→ OH+H2; (R2.3)

H3O
+ + e− −−→ O+H+H2. (R2.4)

On the other hand, the large number of studies present in literature have suggested
that the reaction (R2.1) is dominant respect to the others [46, 81, 123]. For this reason,
this is the only recombination reaction reported in Table 2.1. In particular, the reac-
tion parameters have been determined in order to match the global recombination
rate measured by Peeters and Mahnen [82].

The second chemi-ionization mechanism has been proposed by the same au-
thors [5] but considering the physical mechanisms leading to the formation of heavy
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TABLE 2.2: Chemi-ionization mechanism proposed by Belhi et al. [5].
Aj is reported in cm3/(mol s) or cm6/mol2/s depending on the num-

ber of reactants. Ea,j is reported in kJ.

Num. Reaction Aj nj Ea,j Ref.

1 CH + O ←−→ CHO+ + e– 2.512× 1011 0.0 7.12 [81]
2 CHO+ + H2O ←−→ CO + H3O+ 1.506× 1015 0.0 0.00 [107]
3 H3O+ + e– ←−→ H2O + H 1.144× 1017 0.0 0.00 [82]
4 O2 + e– + O ←−→ O2

– + O 3.627× 1016 0.0 0.00 [15]
5 2 O2 + e– ←−→ O2

– + O2 1.523× 1021 -1.0 4.99 [15]
6 O2 + e– + H2O ←−→ O2

– + H2O 5.077× 1018 0.0 0.00 [15]
7 O2 + e– + N2 ←−→ O2

– + N2 3.590× 1021 -2.0 0.58 [15]
8 OH + e– + H2 ←−→ OH– + H2 1.088× 1017 0.0 0.00 [44]
9 OH + e– + H2O ←−→ OH– + H2O 6.528× 1017 0.0 0.00 [44]
10 OH + e– + O2 ←−→ OH– + O2 4.350× 1016 0.0 0.00 [44]
11 OH + e– + N2 ←−→ OH– + N2 4.350× 1016 0.0 0.00 [44]
12 OH + e– + CO ←−→ OH– + CO 8.160× 1016 0.0 0.00 [44]
13 OH + e– + CO2 ←−→ OH– + CO2 1.632× 1017 0.0 0.00 [44]
14 OH + e– + CH4 ←−→ OH– + CH4 3.264× 1017 0.0 0.00 [44]
15 O + e– + O2 ←−→ O– + O2 3.627× 1016 0.0 0.00 [15]
16 2 O + e– ←−→ O– + O 3.021× 1017 0.0 0.00 [103]
17 O2

– + OH ←−→ OH– + O2 6.022× 1013 0.0 0.00 [44]
18 O2

– + O ←−→ O– + O2 1.987× 1014 0.0 0.00 [15]
19 O2

– + H ←−→ OH– + O 1.084× 1015 0.0 0.00 [103]
20 O– + H2 ←−→ OH– + H 1.987× 1013 0.0 0.00 [107]
21 O– + CH4 ←−→ OH– + CH3 6.022× 1013 0.0 0.00 [107]
22 O– + H2O ←−→ OH– + OH 8.431× 1014 0.0 0.00 [15]
23 O– + CH2O ←−→ OH– + HCO 5.601× 1014 0.0 0.00 [10]
24 O– + C2H6 ←−→ OH– + C2H5 6.130× 1015 -0.5 0.00 [102]
25 O2

– + H2 ←−→ H2O2 + e– 6.022× 1014 0.0 0.00 [91]
26 O2

– + H ←−→ HO2 + e– 7.226× 1014 0.0 0.00 [103]
27 OH– + O ←−→ HO2 + e– 1.204× 1014 0.0 0.00 [10]
28 OH– + H ←−→ H2O + e– 1.084× 1015 0.0 0.00 [107]
29 OH– + C ←−→ HCO + e– 3.001× 1014 0.0 0.00 [107]
30 OH– + CH ←−→ CH2O + e– 3.001× 1014 0.0 0.00 [107]
31 OH– + CH3 ←−→ CH3OH + e– 6.022× 1014 0.0 0.00 [107]
32 O– + C ←−→ CO + e– 3.011× 1014 0.0 0.00 [107]
33 O– + H ←−→ OH + e– 3.011× 1014 0.0 0.00 [107]
34 O– + H ←−→ H2O + e– 4.215× 1014 0.0 0.00 [107]
35 O– + CH ←−→ HCO + e– 3.011× 1014 0.0 0.00 [107]
36 O– + CH2 ←−→ CH2O + e– 3.001× 1014 0.0 0.00 [107]
37 O– + CO ←−→ CO2 + e– 3.914× 1014 0.0 0.00 [107]
38 O– + O ←−→ O2 + e– 8.431× 1013 0.0 0.00 [107]
39 O– + C2H2 ←−→ CH2CO + e– 7.226× 1014 0.0 0.00 [39]
40 O– + H2O ←−→ H2O2 + e– 3.613× 1011 0.0 0.00 [103]
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negative ions. In fact, the ionization and recombination patterns of this mechanism
are exactly the same as in the previous case, but it includes 37 additional reversible
reactions among 6 ionized species (H3O+, HCO+, e– , O2

– , O– and OH– ). Thir-
teen three-body electron attachment reactions (namely from the reaction 4 to 12 in
Table 2.2), which can be summarized in the following forms

O2 + e− +M −−→ O2
− +M, (R2.5)

OH+ e− +M −−→ OH− +M, (R2.6)

O+ e− +M −−→ O− +M, (R2.7)

represent one of the three main interaction mechanisms leading to the formation of
O2

– , O– and OH– from the respective neutral molecules, where M is the collider.
Two charge-exchange reactions (17 and 18 in Table 2.2) are included that account for
extra formation of O– and OH– [39]. The third and last path for producing heavy
negative molecules is provided by the charge transfer reactions with rearrangement
(from 19 to 24). In these reactions, the O2

– and O– interact with a neutral molecule,
are responsible for the formation of charged particles that correspond to the combi-
nation of the two reactants. Electron detachment reactions from 25 to 40 provide a
mechanism to free the electrons from the heavy molecules, which can then recom-
bine with the hydronium through the reaction (R2.1).

The presence of the heavy negative ions in the second mechanism has two main
effects on the electrical behavior of the flame. The first effect is due to the lower
electrical mobility of the heavy negative charges with respect to the electrons. For
this reason, the momentum exchange between the negative particles and the flow
can be largely increased in the regions where the electrons attachment reaction rates
are high. Moreover, the presence of the heavy negative particles increases the total
amount of charge present in the mixture. This effect is due to the absence in the
second mechanism of any charge recombination reaction between the heavy ions. In
fact, the rate of these reactions is expected to be very small because their reactants
are minor charged species that are not considered by this mechanism [5]. In this
regard, the formation of the O2

– , O– and OH– reduces the amount of free electrons
present in the mixture, inhibiting the recombination reaction (R2.1).

For sake of simplicity, the mechanism of Belhi et al. [4] will be after referred in
this work as mechanism “A”, whereas that of Belhi et al. [5] as mechanism “B”.

2.3.2 Comparison of the ionization mechanisms

Although a validation of these two mechanisms has been already provided in Belhi
et al. [4, 5], the results for a stoichiometric unstrained flamelet of methane in air
without any applied difference of potential are presented in order to further clar-
ify the effects of the different chemi-ionization mechanisms. The calculations have
been performed using the freely distributed C++ code FlameMaster V3.3.10 [87] and
imposing the electrical neutrality of the mixture. This is a common approximation
when no difference of potential is imposed, since it reduced the complexity of the
problem avoiding the solution of the electric potential field and of the electron mass
fraction equation. The local concentration of the electrons in the mixture is com-
puted from the other charged species mass fractions in order to maintain the local
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FIGURE 2.1: Unstrained premixed stoichiometric methane/air
flamelet solution of temperature (black) and number density of the
positive ions (red) for the mechanism “A” (symbols) and the mecha-

nism “B” (continuous line).

electric charge density equal to zero. In particular,

ne− = ncations − nanions, (2.44)

where the number of particles per unit of volume (n) is computed as

ni = Naρ
Yi
Wi

. (2.45)

The Figure 2.1 shows temperature and total positive particle concentration pro-
files for both the mechanisms. The two temperature profiles coincide, demonstrating
that the ionization mechanism has a negligible influence on the combustion process.
Indeed, the charged species constitute only a minor part of the mixture and there
are two or, in some cases, three orders of magnitude between the molar fractions of
the combustion radicals and those of the anions and cations. On the other hand, the
peak value of positive particle concentration, which, as expected, is located close to
the flame-front for both mechanisms, is slightly lower for the reduced mechanism.
The difference between the two peak values is about 1% and is due to the employ-
ment of the electrons in the production of the heavy charged species.

The Figure 2.2 shows the breakdown of the negative species produced by the two
mechanisms, in order to observe their influence on the transport properties of the
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FIGURE 2.2: Unstrained premixed stoichiometric methane/air
flamelet solution for the number density of electrons obtained us-
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mechanism “B”. A close-up view of the lower left corner of the graph
is shown by the inset.

charged particles. As expected the main negative species for the detailed mechanism
is the electron, whose number density has a profile almost identical to that predicted
by the other. The main difference between the two profiles is in the upstream part
the flame front, which is shown in the inset. In this region, the dominant negative
species in the mixture is OH– , whose density is in some points even higher than
that of the electrons. For this reason, the average mobility of the negative species
is much lower for the mechanism that considers the heavy ions, entailing that this
flame would have a different response to an applied electric field.
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Chapter 3

Counterflow flame simulations

Counterflow laminar diffusion flames represent a cornerstone of nonpremixed tur-
bulent combustion modeling [85]. However, the interactions of those with electric
fields have been the focus of only a few studies to date. From the computational
standpoint, and in contrast to premixed combustion, the effects of electric fields on
counterflow diffusion flames have generally received much less attention, although
progress has been recently made in simplified models for the interaction with axial
electric fields [41]. The experimental works of Dayal and Pandya [24, 25] employed
an electric field generated by two electrodes surrounding each orifice exit of the two
opposing nozzles, and showed that the electric interaction shifted the ethyl alco-
hol/oxygen flame position by ∼5-6% toward the oxidizer side and increased the
flame temperature by about 60K from the nominal unelectrified values. The results
were interpreted on the basis of a prevailing chemical effect induced by the electric
field on the flame, in that free electrons, produced by the flame and energized by
the electric field, enable dissociation reactions that would be impossible otherwise,
thereby producing oxygen and hydrogen radicals that imbalanced the unelectrified
flame structure. More recently, Park et al. [78] studied a similar experimental con-
figuration but included Particle Image Velocimetry (PIV) visualizations of the flow,
a technique that has been early recognized as challenging to deploy in electrified
flames due to potential self-charging of the tracers (e.g., see discussion in Ref. [59,
Ch. 7]). They used two mesh electrodes, which produced an electric field aligned
with the axis of the burner that traversed the diffusion flame. The results included
intensity/voltage curves revealing differences with respect to previously reported
electric responses of premixed flames, such as the emergence of an overcurrent at
intermediate voltages. Additionally, the PIV measurements suggested that the dom-
inant electric effect pertained to the momentum coupling with the neutral particles
in the form an ionic wind, which appeared to vastly modify the flow structure to the
extent that the results suggested the occurrence of extra stagnation planes induced
by the electric interactions. The numerical simulation of the experimental configu-
ration employed by Park et al. [78] is the focus of the present chapter with the goal
of elucidating the nature of those flow modifications.

In contrast with the current state-of-the-art in non-electrified laminar flames, for
which a well-established combustion theory is available [114], a much less complete
landscape appears when fundamental explanations of electrically induced phenom-
ena in flames are sought in the literature. For instance, widespread theories of aero-
dynamic extinction of counterflow diffusion flames exist [62]. Similarly, the effects of
the stretch, which are important for the propagation of turbulent premixed flames,
have been widely characterized in earlier works [58]. However, how these funda-
mental theories need to be modified to account for electric effects remains an ac-
tive topic of research. The success and tractability of theories for addressing these
complex phenomena necessarily rely on the derivation of reduced chemical kinetic
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models for hydrocarbon combustion including ionic pathways, which represents a
relatively unexplored problem.

A number of important barriers, which are clearly manifested also in the present
study, hinder the development of theoretical and computational studies of electrified
flames. These are related to: (a) the multi-scale nature of the electric/aero-thermo-
chemical coupling phenomena, including the existence of a large disparity in time
scales of electron and neutrals; (b) the complexities associated with the description of
the molecular transport of charged species; and (c) the absence of accurate descrip-
tions of ionic chemistry. Each of those barriers has a corresponding effect on the cal-
culations. Firstly, the wide range of time scales typically leads to an exceedingly high
computational cost, particularly in configurations such as the one treated here where
the fluid mechanics of the bulk gas plays an important role. Specifically, the chemi-
cal kinetics of charged species and the motion of the electrons occur in characteristic
time scales that are much shorter than those of convection and diffusion of the bulk
gas, thereby causing severe numerical stiffness in the integration of the conservation
equations. In the present investigation, a pseudo-time stepping algorithm is devel-
oped for a fast approach to a steady solution. Secondly, the molecular transport of
charged species requires consideration of electric drift velocities, whose intensities
are characterized by electric mobility coefficients that remain largely uncertain in the
available literature and therefore lead to potentially different results. The present
study employs values of the electron mobility recently updated by Bisetti and El
Morsli [8] albeit for planar premixed flames, since studies related to this quantity are
even more scarce for counterflow diffusion flames. Lastly, the ionization chemistry
of electrified flames relies on the correct prediction of minor neutral intermediates
and on the accurate representation of reaction rates for the chemical conversion of
charged species. The former requires appropriate mechanisms for the neutrals that
can predict minute quantities of radicals such as CH and O, which, in the methane
flames addressed here, are believed to be responsible for initiating the ionized rad-
ical chains. This is typically attempted by using detailed mechanisms such as the
GRIMech 3.0 [98] employed in this study, although this choice appears to be insuf-
ficient as suggested by the results presented below. The detailed mechanism for the
neutrals requires coupling with a sub-mechanism for ionized species, such as the
relatively complex one provided by Belhi et al. [5] for lifted jet diffusion flames and
which has been used in the present work. To the best of the author’s knowledge,
the present study is the first one addressing these challenges in the context of coun-
terflow diffusion flames and quantifying the resulting discrepancies with respect to
experiments.

The numerical simulations presented in this chapter mainly focus on a coun-
terflow burner, whose geometrical details and operating parameters are provided
in Section 3.4, operated at a set of operating parameters involving a wide range
of electric voltages and different mixture compositions. The results include axial
distributions of electric potentials, charge densities, species molar fractions, elec-
tric forces, axial velocities, and scalar dissipation rates, along with intensity-versus-
voltage curves and two-dimensional visualizations of flow streamlines and mass-
fraction contours. From a fluid-mechanical standpoint, the present study suggests
that the most important effect of the incident electric field is the generation of a bi-
directional ionic wind that interacts with the two opposing jets of fresh reactants and
modifies in a non-negligible way the strain-rate around the diffusion flame. This
effect is particularly important for operating regimes involving air and pure fuel
streams, in which the spatial shift of the flame from the mid-section of the burner, as
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required by stoichiometry, exacerbates the overall force imbalance. The main conse-
quence is a decrease in the local strain rate, and consequently, a decrease in the local
scalar dissipation rate, which becomes skewed toward the oxidizer side in a way
that depends on the applied voltage.

The remainder of this chapter is structured as follows. The computational model
employed in these simulations is described in Section 3.1, which includes the conser-
vation equations and the numerical method used to integrate them. Sections 3.2 and
3.3 provide a supplementary validation against the simulations and experiments
run by Goodings et al. [38, 39] and Speelman et al. [100], respectively, on premixed
flames without and with an impinging electric field. The computational set-up of the
counterflow burner is described in Section 3.4 along with the boundary conditions
imposed to the transport equations. Finally, the simulation results are analyzed in
Section 3.5, which includes comparisons between the present simulation results and
the experiments by Park et al. [78].

3.1 Computational model

In order to limit as much as possible the number of assumptions applied during the
calculation procedure, the results presented in this chapter are obtained using the
governing equations of the physical system as they are reported in Equations (2.21)-
(2.26). Since all the results presented in this chapter are related to steady-state lam-
inar flames, the time derivatives present on the LHS of the Equations (2.21)-(2.24)
are omitted from the present formulation. Moreover, the effect of buoyancy is also
neglected in the RHS of the momentum conservation equation (2.22). The chemi-
cal kinetics of the ionized species is evaluated using the sub-mechanism proposed
by Belhi et al. [5], therefore considering the presence of heavy negative ions in the
mixture. In the absence of conclusive values for diffusion flames, the electron mo-
bility ke− is set in all the following simulations to 0.4m2/(sV) as recommended by
Bisetti and El Morsli [8] in the context of premixed CH4-air flames, although the
structures of those are expected to be different from the structures of the diffusion
flames analyzed in this investigation. It is noteworthy that the value of ke− consid-
ered here is much larger than that used in earlier numerical studies [4, 5] and based
on the scaling proposed by Delcroix and Bers [26] (i.e., ke− ∼ 0.018m2/(sV)). This
aspect influences the simulation cost, being the electric drift diffusion time scale of
the electrons inversely proportional to the electric mobility value, but also illustrates
the large uncertainties associated with ke− that exist in the available literature.

3.1.1 Numerical method

The conservation equations provided above are integrated using a numerical method
that consists of an extended version of the finite-difference fractional-step method
described by Desjardins et al. [27], which has been employed in a number of earlier
studies to compute chemically reacting flows [55, 70, 73]. The present study incor-
porates modifications to address electric interactions in combustion problems and to
palliate the significant numerical stiffness caused by the ionic chemistry and electron
transport as follows.

Motivated by the moderate Reynolds numbers associated with this configura-
tion, this study aims at obtaining steady solutions to the conservation equations.
However, although there is yet no clear general criteria available as to the voltage
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conditions under which flow unsteadiness may develop as a result of electrically-
induced combustion instabilities, the experiments of Park et al. [78] suggest the
existence of flame oscillations within a narrow interval of voltages near saturation
conditions (i.e., |∆Φref | ∼ 1.1 − 1.3kV for the case Zst = 0.5), while steady condi-
tions are observed for all other tested voltages. In this context, time-resolved sim-
ulations of unsteady behavior are challenging due to the small time steps of order
∆t = L∆x/(ke− |∆Φref |) = O(0.1 ns) that would be required to advance the trans-
port equation for the electrons, which, when compared to the characteristic flow
times A−1 ∼ 2Lref/uref = O(10ms) under consideration, would result in an unfea-
sible large number of simulation steps of order 10−8. For these reasons, and since
the experimental voltage interval reported as prone to triggering flame instabilities
is not directly probed by these simulations, in the present formulation unsteady ef-
fects are neglected, and each conservation equation is discretely advanced using a
pseudo-time increment in order to efficiently arrive at a steady-state solution. The
pseudo-time stepping algorithm adds an extra derivative with respect to a pseudo-
time τ in the conservation Equations (2.21)-(2.24), each equation having its own
pseudo-time step due to inherent limitations related to the participating time scales.

In addition to the fast transport of electrons, exceedingly short time scales of
chemical conversion are also found within the set of reactions involving charged
species. This also contributes to the stiffness of the employed system of partial differ-
ential equations requiring a special implicit treatment of the evolution of the chem-
ical sources terms. For these reasons, the conservation equations for species (2.23)
and thermal energy (2.24) are cast into the Ordinary Differential Equation (ODE)
forms

d

dτ
[Yi, T ] =

∇ · F 0

ρ0
+

[

ω̇i,
ω̇T

cp

]

, (3.1)

for i = 1, . . . , Ns, where ω̇T = −
Ns∑

i=1

hiω̇i is the chemical heat release. In Equa-

tion (3.1), F 0 represents advective and diffusive fluxes based on the solution of
the previous pseudo-time step, ρ0 is the mixture density computed at the previous
pseudo-time step, while the chemical sources (ω̇i, ω̇T ) and cp are evaluated implic-
itly. These equations are solved point-wise and coupled between all variables us-
ing a Newton-based implicit method over a pseudo-time interval determined as the
maximum value among the pseudo-time step of the temperature (∆τT ) and of all
the species mass fraction equations (∆τi), ∆τ = max(∆τT ,∆τ1, . . . ,∆τNs). In par-
ticular, the pseudo-time step for the transport of thermal energy is chosen as ∆τT =
min(∆x/|ux|,∆r/|ur|), whereas the corresponding value for the species transport is
set to ∆τi = min(∆x/|ux + SikiEx|,∆r/|ur + SikiEr|), where the subindexes x and r

are employed to denote velocity and electric-field components in the axial and radial
directions, respectively. Note that the ∆τi for the neutral species (Si = 0) is equal
to ∆τT because their electric drift velocities vanish. In this way, the intermediate
solutions Yi(τ +∆τ) and T (τ +∆τ) emerging from the numerical integration of (3.1)
only account for the time evolution of the chemistry over the longest interval ∆τ
among all the different pseudo-time steps. These intermediate solutions are stored
during the integration and are employed to define the species averaged chemical
source terms

ω̇i =
Yi(τ +∆τi)− Yi(τ)

∆τi
− ∇ · F

0

ρ0
, (3.2)
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Compute ∆τi;
Update ν, αi, ki, λ and cp;
Compute ω̇i;
for i← 1 to 10 do

Advance Yi|Si=0 and T ;

for j ← 1 to 5 do

Advance Yi|Si 6=0;

Solve electric potential field;

end

Update ρ;
Advance momentum conservation equations;
Solve pressure field;
Perform velocity correction;

end

FIGURE 3.1: Pseudo-time step algorithm.

with ω̇i = ω̇i being satisfied in the steady state. The averaged chemical heat release

per mass unit is then computed as ω̇T = −
Ns∑

i=1

hiω̇i. The resulting computational

cost of the implicit integration described above scales as N2
s .

The algorithm employed for the advancement of all the governing equations
of the system over a single pseudo-time step, shown in form of pseudo-code in
Figure 3.1, starts with the evaluation of the ∆τi and ∆τT . Afterwards, the trans-
port properties are computed based on the previous pseudo-time step solution of
the species and temperature transport equations and the averaged chemical source
terms are obtained by the procedure described above. The conservation Equations
(2.23)-(2.24) for the neutral species and thermal energy are then advanced using ∆τT
as pseudo-time step and incorporating the effects of the advection and diffusion
fluxes, for which the semi-implicit formulation in Desjardins et al. [27] is used. The
advection fluxes in the species and thermal-energy conservation equations are dis-
cretized with a third-order weighted essentially-non-oscillatory scheme. The rest
of the differential terms are computed using a second-order centered scheme. The
linear system derived from the discretization of transport equations is solved using
an alternate-direction algorithm. A subiterative loop is then performed to solve the
Poisson equation for the electrostatic potential in conjunction with the species trans-
port equation for the charged particles (integrated over the corresponding pseudo-
time steps ∆τi) to ensure consistency of the electric field with the electric charge.
Note that the disparity in pseudo-time steps between the charged and neutral species
acts as a diagonal preconditioning in the integration, with the ratio of the advec-
tion to drift velocities as the approximate values of the diagonal elements. At this
point, the newly computed species mass-fractions and temperature fields are used
to update the local mixture density field from the equation of state (2.15). Lastly,
the momentum conservation equation is time advanced using the pseudo-time step
∆τT (i.e., limited by the flow velocity) in conjunction with the solution to the Poisson
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FIGURE 3.2: Comparison of the number density profiles for positive
charged species obtained with the detailed model and the literature

sources [5].

equation for the hydrodynamic pressure. Both Poisson equations for the hydrody-
namic pressure and electrostatic potential are solved using a multi-grid precondi-
tioned GMRES method. The algorithm steps covering from the advancement of the
neutral species mass-fractions fields to the hydrodynamic pressure are repeated up
to 10 times at each corresponding pseudo-time step in order to converge the density
and keep the numerical method stable.

The convergence of the simulations is monitored using theL∞ norm of a residual
vector composed of the pseudo-time derivatives of the temperature, velocity com-
ponents and species mass fractions, normalized with their maximum values based
on the pseudo-time increment. Each of the 9 different computational cases described
below in Section 3.5 involves approximately 70,000 CPU hrs on 128 cores.

3.2 One-dimensional validation without imposed electric field

The mathematical model and the numerical method described in the previous sec-
tion have been tested with the one-dimensional test case of Goodings et al. [38, 39].
This configuration consists in premixed flame of methane with oxygen (φ = 0.2) that
burns at atmospheric pressure. It has been chosen since it is one of the most com-
mon set of experimental data used by many studies in literature [42, 81, 91] in order
to evaluate the predictions of chemical mechanisms. In this study, the results of the
model described earlier will be compared with the results of Belhi et al. [5], obtained
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FIGURE 3.3: Comparison of the number density profiles for heavy
anions obtained with the detailed model and the literature sources [5].

with the same chemical mechanism. It is noteworthy that in in the present work sim-
ulations the electrons are transported in the mixture, whereas they are computed to
impose electrical neutrality in Belhi et al. [5].

The flame has been simulated using a one-dimensional 6mm long domain dis-
cretized with 601 evenly spaced points. The calculation has been initialized impos-
ing in the middle of the domain a sudden change of properties of the mixture (from
unburned to burnt). The first point of the grid has been treated using a Dirich-
let boundary condition imposing the laminar flame speed and the unburnt mixture
properties, whereas the last point has been solved using a convective outlet.

Figures 3.2 and 3.3 show a comparison of the obtained profiles of positive and
negative species (except for electrons) number density along the domain with the
experimental data [38, 39] and the previous calculations [5]. The two numerically
obtained profiles are in good agreement with each other for both the negative and
the positive species. Looking at the positive species profile (Figure 3.2), marginal
differences are present in the preheat zone (−0.8mm ≤ x ≤ −0.3mm), where the
present work profiles are slightly higher and closer to the experimental data. On the
other hand, the peak of the number density, corresponding to the reacting region
of the flame, is better predicted by the dashed line which is slightly closer to the
experimental data for the entire high-temperature region (0.8mm ≤ x). An oppo-
site behavior is observed for the negative species. The two profiles are closer in the
preheat region of the flame and they depart in the reacting layer. In this case, the con-
tinuous line (present study) presents a higher peak, closer to the experimental data,
and a better prediction of the high-temperature region. The differences between the
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profiles are ascribed to the completely different behavior that the electrons have in
the two considered simulations. In that proposed by Belhi et al. [5] the electrons
are not transported, therefore their diffusivity does not come into play in the deter-
mination of the chemical equilibrium of the flame. On the other hand, the present
study uses a transport equation for the electrons as for all the other species and takes
into account the electric field generated by the difference in diffusive flux between
the various charged species. This entails that the chemical equilibrium is now also
determined by the diffusivity and electrical mobility of the electrons. Moreover,
the present simulations predict the well-known higher potential region around the
flame produced by the higher diffusive flux of the electrons (not shown here for sake
or brevity). The predicted difference of potential is of about 1.0V, which is in good
qualitative agreement with the measurement present in the literature [1, 68, 75].

3.3 One-dimensional validation with imposed electric field

In order to further verify the accuracy of the model presented in the previous sec-
tions, a series of simulations with different values of the electric potential has been
carried out using the configuration proposed by Speelman et al. [100]. It consists of a
burner stabilized premixed methane-air flame immersed in an electric field aligned
with the flow direction. In particular, the flame is obtained using a cylindrical nozzle
with a diameter of 6 cm, which injects a flow at 298K in an ambient at atmospheric
pressure, with a velocity equal to the laminar burning velocity of the mixture. The
exit of the burner is kept at a temperature of 350K in order to stabilize the flame. Two
electrodes are positioned at the exit of the nozzle and 1 cm downstream of it, respec-
tively, applying a difference of electric potential, which is varied between −250V
and 250V. With the purpose of validating the present model, it has been decided
to analyze only the flame produced by a stoichiometric mixture among the various
equivalence ratios analyzed by Speelman et al. [100]. This validation test case has
been chosen because it has already been studied numerically using models similar
to the present one and, therefore, it is easier to compare the behavior of the proposed
approach not only with respect to the experimental data but also to state-of-the-art
numerical models.

The simulation has been performed using a one-dimensional computational grid
discretizing the region between the two electrodes by means of 800 evenly spaced
points. At the upstream boundary, Dirichlet boundary conditions have been im-
posed for the velocity, neutral species, temperature and electric field. In particular,
the temperature has been imposed equal to the burner temperature in order to gen-
erate the heat flux which stabilizes the flame. On the other hand, the downstream
boundary has been modeled with a convective outflow condition for the flow and
the neutral species. The electric potential, whose value is known, has been imposed
with a Dirichlet condition. The charged-species boundary conditions are imposed
using Dirichlet (equal to zero) or Neumann conditions depending on whether the
species is attracted or repelled by the boundary, respectively [5, 100, 101].

Figure 3.4 shows the plot of electric current (I) versus the difference of potential
applied to the electrodes. The continuous line represents the experimental values
provided by Speelman et al. [100]. The dashed line is, instead, obtained by the same
authors numerically, employing the chemical mechanism proposed by Belhi et al. [4]
and a transport model based on the Stockmayer potentials in conjunction with the
procedure proposed by Ern and Giovangigli [30]. The dash-dotted line provides the
results of the model described in the previous sections.



3.3. One-dimensional validation with imposed electric field 37

∆Φ (V)

I
×
10

−
4

(A
)

-200 -100 0 100 200 300
-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Experiments [100]

Numerical [100]

Present work

FIGURE 3.4: Electric current as function of the applied potential eval-
uated with the experiments, model of Speelman et al. [100] and with

the present approach.

Both the numerical solutions presented in the figure predict an amount of charged
species produced by the chemi-ionization process much higher than the experimen-
tal data. The reasons of this mismatch can be found in the neutral chemistry and in
the chemi-ionization mechanisms. In fact, the entire charged-species production de-
pends on the reaction (R1.1) and therefore is dominated by the presence in the mix-
ture of the radical CH and O. These radicals have usually very small molar fractions
if compared with the main species involved in the combustion process and a mech-
anism which is based on a reduced number of species such as the GriMech 3.0 [98]
may not be adequate to accurately reproduce this very sensitive aspect of the sys-
tem. Moreover, the ionization mechanism employed in this system also relies on a
reduced number of species and reactions if compared with the mechanism of Prager
et al. [91]. Despite these limitations, it has been decided to avoid the computational
overhead associated with the use of more complex chemical mechanisms in view of
employing the present model in a two-dimensional configuration.

Figure 3.4 also shows that the transport properties chosen for the charged species
and the introduction of the negative ions in the mixture provide a more accurate
evaluation of the sub-saturated regime of the flame with respect to the numerical
results of Speelman et al. [100]. In fact, the present solution has a lower slope for
the entire range of applied voltage reaching the saturation current between 250V
and 300V. This value of saturation voltage is higher than the outcome of the exper-
iments, but the overall electric current distribution represents a large improvement
with respect to the calculations presented by Speelman et al. [100], especially in the
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TABLE 3.1: Counterflow test case main parameters and dimension-
less numbers.

Parameters Diluted configuration Undiluted configuration

Xi fuel jet XCH4
= 0.222, XN2

= 0.778 XCH4
= 1

T fuel jet (K) 300 300
U fuel jet (m/s) 0.2 0.2
Xi oxidizer jet XO2

= 0.527, XN2
= 0.473 XO2

= 0.274, XN2
= 0.746

T oxidizer jet (K) 300 300
U oxidizer jet (m/s) 0.2 0.2
∆Φref (kV) 0.0-2.0 0.0-2.4

Zst 0.5 0.07
A (1/s) 40 40
ReL 252 252
Ξ 0.0-3.62 0.0-5.39

electrodes located at x = ±L/2 covering each nozzle exit and extending radially out-
wards to 8 times the radius of the main injection orifices. A DC voltage difference is
applied between a grounded anode at x = +L/2 and a cathode at x = −L/2, result-
ing in an axial electric field primarily directed from the oxidizer to the fuel side. The
involved velocities are much smaller than the speed of sound and warrant moder-
ately large Reynolds numbers within the laminar regime, in such a way that the flow
remains axisymmetric and mostly steady with some exceptions in particular cases
which are outlined below.

The computations presented in this study use the same geometry and operation
parameters as the experiments of Park et al. [78]. The computations are conducted
on an axisymmetric {r, x} domain given by −L/2 ≤ x ≤ +L/2 and 0 ≤ r ≤ 8R.
The grid is Cartesian and uniformly meshed with Nx × Nr = 256 × 512 points in
the axial and radial directions, respectively, which were observed to be effective in
resolving the reaction layer. The resulting grid spacings are ∆x = L/Nx = 39µm
and ∆r = 8R/Nr = 78µm.

The upper (x = +L/2) and lower (x = −L/2) nozzles inject, respectively, O2/N2

and CH4/N2 mixtures whose relative compositions can be varied to study the effect
of shifting the flame position in composition and physical spaces. In particular, two
sets of mixtures are addressed in this study. The first set consists of a 27.4% O2 / N2

(on a molar basis) oxidizer mixture flowing against a pure CH4 fuel stream, which
renders a stoichiometric mixture fraction Zst = 0.07. Conversely, the second set is
based on a fuel-leaner flow whereby a 52.7%O2 / N2 oxidizer mixture is employed
along with a 22.2%CH4 / N2 diluted fuel mixture, which gives Zst = 0.50, in such a
way that the flame is shifted toward the negative electrode. In both cases, the gases
are injected at temperature T = 300K at an axial velocity U = 20 cm/s, thereby
producing a characteristic strain rate A ∼ 2U/L = 40 s−1. The associated Reynolds
number is ReL = 2UL/νref ∼ 252 in both cases, where νref is the kinematic diffu-
sivity of the oxidizer stream, which in principle warrants a mostly laminar steady
flow in the burner. Near the stagnation plane created by the two opposing streams, a

convective-diffusive mixing layer of characteristic thickness δm/L = Re
−1/2
L = 0.063

is formed, within which combustion chemical reactions take place. This mixing layer
is resolved by δm/∆x ∼ 16 grid points across. It should be noted that this estimate
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for δm is based on ν0 and therefore does not account for temperature-dependent ef-
fects on the kinematic viscosity, which tend to thicken the mixing layer. The main
configuration parameters and dimensionless numbers are reported in Table 3.1.

In the experiments, the nozzles are mounted downstream of convergent sections
that reaccelerate the flow and decrease the thickness of the boundary layers at the
injection planes. As a result, in the computations, the inflow profiles of velocity are
assumed to be uniform. Similar cross-sectional uniformity at injection is assumed
for the temperature and composition fields. Standard convective outflow conditions
are employed at the outlet plane of the computational domain.

The fuel and oxidizer nozzles are placed concentrically inside two other cylin-
drical nozzles of diameter 4R = 2 cm, which create a nitrogen sheath that stabilizes
the mixing layer and prevents chemical reactions with ambient air. The velocity and
temperature of the N2 injected in the sheath is the same as in the main nozzles, with
uniform profiles being assumed for all quantities.

To incorporate the electrodes in a parallel arrangement to the diffusion flame, the
experiments feature two perforated metallic plates of diameter 8.0 cm that are posi-
tioned at the injection plane of the nozzles and have a high density of holes (79/cm2)
and a small diameter per hole (0.8mm). In the simulations, the electrodes are as-
sumed to be perfectly permeable, in that the injected gas flows through them without
significant pressure loss and in the absence of wake effects due to the small Reynolds
numbers involved. Additionally, the two annular portions of the electrodes between
the edge of the N2-sheath injector and the outlet of the computational domain (i.e.,
R < r ≤ 8R at x = ±L/2) are treated, for simplicity, as adiabatic non-slip walls.

The two electrodes are connected to a DC power source that provides a constant
voltage difference across the burner in the axial direction. Whereas the electrode in
the oxidizer nozzle is grounded, the one in the fuel nozzle is set to a negative elec-
tric potential whose magnitude ranges from 0 to 2.4 kV depending on the case con-
sidered. Correspondingly, Equation (2.26) for the electric potential Φ is integrated
subject to Dirichlet boundary conditions at the electrodes along with zero-gradient
conditions on all other boundaries. In analogy with the one-dimensional test case
described in Section 3.3, the boundary conditions for the ionized species are im-
posed as follows. If the charge of the ionized species is such that they are electro-
statically attracted to the electrode, a zero-gradient condition is imposed there on
the corresponding mass fraction in order to avoid molecular diffusion of that com-
ponent into the electrode. In this way, only the electrically-induced drift velocity is
active on the electrode surface, which is associated with the ion current entering the
electrode. Conversely, if electrostatic repulsion prevails on the electrode surface for
a given component, its mass fraction is set to zero there to prevent any unrealistic
flux of opposite-sign ions released by the electrode.

The transfer of momentum between charged and neutral particles is represented
by the electric force (ρqE) in the momentum conservation equation (2.22). This inter-
action, which, as shown in Section 3.5, primarily occurs outside the mixing layer in
the inviscid region along distances of order L, is typically referred to as ionic wind.
It represents a two-way coupled effect that can locally modify the flow field of the
neutral gas and is quantified by the dimensionless parameter Ξ corresponding to
the ratio of the characteristic electric force ρq0Eref to the characteristic convective
acceleration ρrefAU in Equation (2.22). In these simulations, Ξ is a small parame-
ter at small voltage differences (i.e., Ξ ∼ 0.2 at |∆Φref | = 0.5 kV), it increases with
the applied voltage, and becomes an order unity parameter at the upper end of the
range of voltages considered here (i.e., Ξ ∼ 3.7 at |∆Φref | = 2.0 kV, and Ξ ∼ 5.4 at
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|∆Φref | = 2.4 kV), thereby highlighting the relevance of this mechanism in altering
the flow field in the selected regimes.

3.5 Results

This section focuses on the results obtained from numerical integrations of the for-
mulation described above. The results include analyses of the voltage/intensity re-
sponse curve as well as characterizations of the influences of the electric field on the
velocity field and on the distribution of charged species.

3.5.1 Electric characteristics of the diffusion flame

In non-reacting conditions, the voltage difference ∆Φref imposed on the electrodes
induces a uniform constant electric field Eref = |∆Φref |/L across the burner in
the −x direction, thereby yielding a linearly varying electric potential Φref (x) =
∆Φref (2x/L − 1). However, combustion chemical reactions in the diffusion flame

alter significantly the distribution of electric field, as shown in Figure 3.6. In particu-
lar, at low voltages compared to a saturation voltage introduced below, the diffusion
flame resembles a Faraday cage that blocks the external electric field by the shielding
action of abundant electric charges steered outwardly from the reaction region.

The flame-induced screening of the electric field is quantitatively shown by the
flattened electric-potential distributions corresponding to ∆Φref = −0.5 kV and
−1.0 kV in Figure 3.6, and occurs independently of the levels of fuel dilution con-
sidered here. In this low-voltage regime, the charges are produced at a plentiful rate
by the ionic chemical pathways described in Section 2.3 relative to their drift rate of
removal from the reaction layers. As a result, the charges become spatially segre-
gated along high concentration layers surrounding a central zone of much smaller
charge where the chemical reactions responsible for producing charged species are
important. As shown in below in Section 3.5.2, in this plateau, the mixture partially
conserves the quasi-electroneutrality that characterized the unelectrified case. The
two peaks of charge density lead to a dipole of opposite polarity to the external field,
as shown in Figure 3.7, in a way that makes the diffusion flame to behave as a quasi-
perfect conductor with nearly-zero electric field inside. These considerations resem-
ble the mechanism of charge redistribution observed in electrified one-dimensional
premixed flames [43]

The configuration with undiluted fuel yields stoichiometric conditions closer to
the oxidizer injector and, therefore, creates a diffusion flame that acquires an equi-
librium potential closer to that of the anode, as observed in Figure 3.6a. In contrast,
Figure 3.6b indicates that intermediate values of the electric potential are attained at
the diffusion-flame location when fuel dilution is employed since the latter displaces
stoichiometry toward the fuel orifice. In both cases, a small peak of positive charge
is observed in the reacting region in the −0.5 kV case, which is caused by a small
local excess of the concentration of hydronium, namely the major positive ion. The
distributions of charged species are analyzed later in Section 3.5.2.

As the absolute value of the applied voltage is increased, the magnitude of the
positive and negative peaks of the charge density increases and their separation dis-
tance decreases. This behavior, however, is non-monotonic with the voltage, as ob-
served in Figure 3.7. Specifically, as |∆Φref | is increased above 1 kV, the electric
field is increasingly less shielded by the charges, which tend to become spatially
reorganized more uniformly across the burner, as evidenced by the broader and
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FIGURE 3.6: Dimensional electric potential profiles along the axis of
the burner for Zst = 0.07 and Zst = 0.50.

shallower distributions of the charge density shown in Figure 3.7. This results in
an increasingly linear distribution of electric potential engendering an electric field
that pierces into the diffusion flame and eventually reaches values close to the non-
reacting uniform distribution Eref at the largest voltage differences sampled here.
Under these conditions, the characteristic production rates of heavy ions are slower
than the rates of removal of these by the electric drift term in the diffusion velocity
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FIGURE 3.7: Dimensional charge density profiles along the axis of the
burner for Zst = 0.07 and Zst = 0.50.

(Equation (2.19)). As a result, a plateau of nearly-zero charge is also observed in
the electric-charge distribution, although here the rapid electric drift suppresses the
charge peaks observed above at smaller voltages.

The aforementioned changes in the distributions of the electric field and charge
density as the applied voltage increases are closely related to the occurrence of a sat-
uration in the rate of production of charges in the diffusion flame, which intrinsically
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limits the current density across the burner as follows. In the absence of combustion
chemical reactions, the burner behaves as an open circuit when DC voltage is applied
to the electrodes. In contrast, the presence of electric charges generated by chemi-
cal reactions in the diffusion flame produces a non-zero electric current across the
burner, which is predominantly directed downwards along the axial coordinate x
and depends on the voltage difference ∆Φref . In particular, Figure 3.8 provides the
voltage dependence of the intensity leaving the top (anode) electrode at x = L/2,
namely

I =

∫ 8R

0
2πr

Ns∑

i=1

ρq,i(ux + Vi,x)dr, (3.3)

divided by the flame area πR2
f , in a similar way as it is reported in the experiments by

Park et al. [78], with Vi,x and ρq,i the radial distributions of the axial diffusion veloc-
ities and charge densities, respectively, as prescribed by Equations (2.19) and (2.17).
Specifically, Park et al. [78] measured the current between the two electrodes and di-
vided it by an estimated flame area πR2

f , with Rf a radius determined by the flame
luminosity. The corresponding experimental intensity values, which were reported
only for the diluted case Zst = 0.5, are reproduced here in Figure 3.8b. Conversely,
in these simulations, Rf is determined by the radial extent of the distribution of the
mass fraction of CH (i.e., r ≤ Rf where YCH ≥ 10−9), since the chemical mechanism
utilized here does not include any of the radiation-emitting species such as OH* or
CH*. The resulting flame radius is of order 12mm and 9mm for the cases Zst = 0.50
and Zst = 0.07, respectively, and remains mostly independent of the applied volt-
age. Since the system is in steady state, the time variations of the total charge in
the burner volume are zero. Consequently, charge conservation requires the flux of
current density to be the same on each electrode, thereby leading to equal intensities
there.

The voltage dependence of the intensity provided by Equation (3.3) has a quali-
tative structure that in principle does not depend on the dilution. In particular, the
intensity increases monotonically for small voltages in a sub-saturated regime (zone
A in Figure 3.8a), in which the incident electric field is screened by a shield of charges
there are produced abundantly and surround the diffusion flame, as described above
and shown in Figures 3.6 and 3.7. The intensity reaches a saturation value near the
upper limit of the voltage interval studied here (i.e., at |∆Φref | ∼ 2.0 kV; zone C in
Figure 3.8a), where the incident electric field supersedes recombination in removing
ions, thereby limiting the current by the rate of ionization. A third or overcurrent
regime at intermediate voltages (zone B in Figure 3.8a), where a peak in intensity
occurs, is observed in the experiments for the configuration with Zst = 0.5 and nu-
merically in the Zst = 0.07 case. In the simulations of the Zst = 0.50 case, this
overcurrent appears to be absent perhaps due to undersampling in voltage space.

The overcurrent regime is not typically observed in one-dimensional premixed
flames [43, 59, 63, 100, 101]. There, the baseline profiles of the radicals starting the
ionic chemistry chain remain mostly unaffected by the electric field. As a result,
the current increases with the applied voltage up to a saturation voltage where the
finite rate of production of charged species becomes the limiting process. In these
conditions, a saturation plateau in the electric current occurs where, despite the large
electric fields, the electric drift diffusion flux remains limited by how many charges
are produced per unit time. In contradistinction, as described later in Section 3.5.4,
in the present problem the profiles of the radicals starting the ionic chemistry, along
with the rates of production of ionized species, are all closely coupled to the strain-
rate field. Since the latter is sensitive to the incident electric field, the dependence
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of the ion-current intensity on the applied voltage does not have to be necessarily
monotonic. In this particular case, the presence of the overcurrent is the result of a
drop in the limiting current as saturation conditions are approached (i.e., −2.0 kV)
due to the decrease in the local scalar dissipation rate there, which leads to overall
faster chemistry and correspondingly smaller concentrations of charged species.

The comparison between experimental and numerical values of the intensity for
the Zst = 0.5 case in Figure 3.8b reveals some important limitations of the formula-
tion described above. Although the sub-saturated and saturated regimes are present
in both experiments and simulations, the simulations tend to overpredict the inten-
sity approximately by a factor of 2.5 with respect to the experimental values, includ-
ing the saturation range, where the current only depends on the charge-production
modeling capability of reaction (R1.1) (see related discussions, albeit for premixed
flames, in Ref. [43]). A similar offset with respect to the experimental measurements
carried out by Speelman et al. [100] is observed in the supplementary simulations
of the premixed burner-stabilized premixed flame provided in the Section 3.3. The
magnitude of these mismatches in saturation currents are standard in the general
literature of premixed flames and jet flames under electric fields [100, 101, 123] and
suggest that the chemical mechanism discussed in Section 2.3 also underperforms
in counterflow diffusion flames. The root cause of this shortcoming resides in the
coupling between neutral and ionic chemistries, including inaccuracies in the pre-
diction of CH and O radicals generated from neutral production pathways, and in
the large uncertainties associated with the rates of the chemical steps participating
in the ionized radical chains. Potential improvements to this framework could in-
clude the utilization of extended chemical mechanisms [69, 91, 110] or case-specific
optimizations of ionization rates in the submechanism for the charged species [100],
although these are aspects that are subject of future research.

3.5.2 Effects of the incident electric field on the flame structure

The general structure of non-electrified, methane counterflow diffusion flames has
been extensively studied in the past [85, 95] and remains qualitatively unaltered in
the range of voltages studied here. The most relevant effect of the incident electric
field, however, is to alter significantly the distribution of minor charged interme-
diates, whose momentum exchange with the neutral molecules through the elec-
tric force ultimately leads to non-negligible disturbances of the hydrodynamic field
around the diffusion flame, as described below.

The temperature along the axis of the burner in the presence of electric fields is
shown in Figure 3.9. It is worth mentioning that the maximum temperature under-
goes only small increments in all cases, although the location of the peak fluctuates
around the unelectrified one in a manner that does not appear to have a straight-
forward explanation, particularly in the undiluted case Zst = 0.07 depicted in Fig-
ure 3.9a. For instance, the curves corresponding to the subsaturated regime (i.e., 0.0
and −0.5 kV) indicate a shift of the temperature profile toward the fuel side as the
voltage increases, while the shifting pattern thereon becomes less clear, especially
across the overcurrent zone B of the intensity-voltage curve (Figure 3.8a). Multiple
phenomena contribute to the displacement and the shape modification of the flame
temperature profiles. For instance, the positive and negative ions exert forces on
the mixture, which are oriented in opposite directions. The balance between the
two forces may not be null because of the different mobility of the charged species
involved in the problem and of the different distance between the flame front and
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the two electrodes [25]. Such an imbalance leads to a displacement of the equilib-
rium positions of the stagnation plane and of the flame inside the burner. Moreover,
as shown below in Section 3.5.4, the flow near the axis becomes increasingly two-
dimensional as the voltage increases because of the fluid mechanical disturbances
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FIGURE 3.9: Temperature profiles along the axis of the burner for Zst

= 0.07 and Zst = 0.50.

introduced by the electric force, which complicates the interpretation of the complex
patterns of one-dimensional variations observed along the burner axis. More im-
portantly, the temperature profile widens as the voltage is increased as a result of
the decreased flow strain rate and of the increased current across the burner, which
induces an Ohmic dissipation (i.e., the last term on the RHS of Equation (2.24)) that
heats up the gas flow on both sides of the mixing layer. The phenomena contributing
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to the displacement and the shape modification of the axial profiles, including the
cause of the decrease in the strain rate, involves the interaction of ionic winds with
the incoming flow of the neutral mixture and is discussed further below.

In the diluted case Zst = 0.5 provided in Figure 3.9b, the location of the tem-
perature peak remains mostly the same independently of the applied electric field,
and the temperature increment on the flanks of the mixing layer is less intense. In
contrast to the non-trivial pattern of variations observed in the undiluted case in Fig-
ure 3.9a, the curves in the diluted case can be easily grouped into subsaturated (i.e.
0.0,−0.5, and−1.0 kV) and saturated (i.e. −1.5 kV and−2.0 kV) subsets indicating a
negligible shift of the temperature peak as the voltage increases. The decreased shift
of profiles and the collapse of the curves into those two subsets are observed as well
for other bulk quantities such as major neutral concentration profiles, flow velocities
and scalar dissipation rates, as shown later in Section 3.5.4.

The general structure of the concentration profiles of major reactants and prod-
ucts undergoes only small variations under electric fields. This is shown in Fig-
ure 3.10, which provides the molar-fraction profiles of the major neutral species CH4,
O2 and H2O along the burner axis. The CH4 is attacked by H radicals in the diffusion
flame in a chain-breaking reaction to form CO, which oxidizes to CO2 in a broader
oxidation layer that lies on the O2-side of the diffusion flame (profiles not shown here
for brevity). The overall effect of the electric field is to spatially shift these profiles in
a manner analogous to that observed for the temperature in Figure 3.9. Concurrent
with the latter, a broadening of the mixing layer is observed in Figure 3.10 due to the
corresponding increase in kinematic viscosity.

A minor but relevant intermediate included in Figure 3.10 is CH, which, to-
gether with O, participate in the chemi-ionization reaction (R1.1) that starts the ionic-
chemistry pathways. In all cases, the CH layer is thin (it is computationally solved
by ∼ 8 grid points), and is located on the fuel-rich side of the diffusion flame. As
the applied voltage increases, the peak molar fraction of CH, which is of order 10−4,
decreases and shifts in accordance with the temperature and the profiles of the other
major neutral species displayed in the figure. Under fuel dilution, the modifications
introduced by the electric field in the major neutral species profiles in Figure 3.10b
are consistent with the experimental observations in Park et al. [78]. Specifically, the
distributions in the two top panels, which correspond to sub-saturated conditions,
are almost coincident. The same is observed in the two bottom panels where the dif-
fusion flame reaches electrical saturation. In these two saturated cases, the diffusion
flame is slightly shifted towards the fuel side and the CH molar fraction decreases in
a similar manner as in the undiluted case in Figure 3.10a. Once saturation conditions
are attained, it is shown below in Section 3.5.4 that the local strain rate in the vicinity
of the flame location decreases as a result of the flow displacement created by the
ionic wind, and, as a consequence, the local diffusion time increases, thereby elevat-
ing the peak temperature albeit in small amounts, as observed in Figure 3.9. The
subsequent attainment of increasingly faster overall chemistry generally decreases
the content of all intermediates, including CH and the ionized species, as shown
below.

The distribution of molar fractions of the six charged species participating in the
ionic chemical description provided in Section 2.3, namely H3O+, CHO+, O2

– , O– ,
OH– , and e– , are shown in Figure 3.11 along the burner axis. It is worth mentioning
that, under zero incident electric fields, as in the top left panels of Figure 3.11a and
b, there exists a self-induced, quasi-electroneutral distribution of charged species in
the diffusion flame that nonetheless leads to vanishingly small potentials of order
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FIGURE 3.10: Molar fraction profiles of the neutral species along the
axis of the burner for Zst = 0.07 and Zst = 0.50.
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3.5. Results 51

10 V, which are caused by small mismatches between hydronium and electron con-
centrations. The general structure of the charged species in the unelectrified cases,
however, reveals some important physical phenomena that are to be disturbed when
the external voltage is applied. In particular, for ∆Φref = 0, it is observed that the
H3O+ produced by the charge-transfer reaction (R1.2) represents the major ion in
the diffusion flame, whose peak concentration location coincides with that of CH in
Figure 3.10. In contrast, the CHO+ produced by the chemi-ionization step (R1.1)
is present only in relative fractional amounts as a result of its rapid conversion
into H3O+ through the step (R1.2). The molar fraction of hydronium is mostly ev-
erywhere matched by that of the electrons, and, consequently, the positive charge
of H3O+ is correspondingly neutralized, with small positive differences of order
XH3O+ −Xe− = O(10−12) being responsible for the small self-induced voltages as a
result of the larger diffusivity of the electrons. However, near the oxidizer side, the
concentration of electrons decreases rapidly and is unaccompanied by a decrease in
H3O+, as it would be expected if the process involved the dissociative recombination
reaction (R2.1). Instead, the electrons are invested in the attachment steps (R2.5)-
(R2.7), which produce the major participating anions O2

– , OH– , and O– . Eventu-
ally, these heavy anions are responsible for the portion of the bi-directional ionic
wind that flows in the opposite direction to the incident electric field.

Upon applying an external electric field in the−x direction, Figure 3.11 indicates
that the H3O+, along with the CHO+ to a much lesser extent, are steered toward
the cathode while the cloud of negative charges is steered toward the anode. It is
worth highlighting that the chosen polarity of the electric field efficiently leads to
this distortion as opposed to a field applied in the +x direction, in that the negative
charges are prominently produced on the oxidizer side of the flame and therefore
can be easily steered toward the anode placed on that side. Among the negative
charges, the O2

– overwhelmingly dominates the charged concentration profiles on
the oxidizer side in both undiluted and diluted cases because of the locally high
temperatures and the prevalence of O2 there, which mediates in the production of
O2

– through the electron-attachment reaction (R2.5).
Until the voltage for the onset of the overcurrent zone is applied, the central dis-

tribution of charged species in the diffusion flame is marginally influenced by the
incident electric field, as shown in the right upper panels of Figure 3.11a and b. In
this way, the net electric charge density remains everywhere small in this region.
However, a noticeable electric drift of ions occurs that creates long tails in the distri-
butions of molar fractions of H3O+ and O2

– lasting until the surface of the electrodes.
As a result, positive and negative charge imbalances occur, respectively, on the fuel
and oxidizer sides of the mixing layer, which, in conjunction with the decreasingly
small values of ionic mobilities attained as low temperatures are approached in the
periphery of the flame, lead to the charge density spikes shown in Figure 3.7 and
to the subsequent screening of the incident electric field. Additionally, as explained
later in Section 3.5.3, this excess of ions outside the mixing layer, which is accompa-
nied by an outward motion as prescribed by the incident electric field, is responsible
for the bi-directional ionic wind, the alteration of surrounding hydrodynamic field
along distances of order L, and the modification of the flame axial position in the
burner.

In saturated conditions corresponding to the bottom panels in Figure 3.11a and
b, the amount of produced charges is not sufficiently large to shield the reacting
region from the incident electric field. In these conditions, the electric field is able to
steer a large amount of charged species away from the reaction zone before they are
replenished by their corresponding production steps. This leads to the occurrence of
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an upper limit in the electric intensity across the burner, as shown in Figure 3.8. As a
result, a large decrease (i.e., by one to two orders of magnitude) in the molar fraction
of charged species in the diffusion flame is observed with increasing voltages. On
the other hand, the concentration of charges near the electrodes is relatively more
robust to variations in the voltage.

The depletion of electrons in the diffusion flame predicted as the voltage is in-
creased beyond sub-saturation conditions is comparatively more evident than for
other ions because of the large values of the mobility ke− . In particular, the elec-
trons undergo a fast depletion once transported to the oxidizer edge of the mixing
layer, where they are rapidly transformed in other anionic species through electron-
attachment reactions. In addition, as the voltage increases, the increasing drift of
electrons towards the anode inhibits the spatial overlap between theXH3O+ andXe−

distributions, which largely suppresses the dissociative recombination step (R2.1).
Consequently, this favors the onset of saturation, in which the removal of charged
species relies on the electric drift towards the electrode.

3.5.3 Distribution of electrically-induced ionic winds

The incident electric field induces a displacement of charges axially outwards from
the flame, as quantitatively shown in Figures 3.7 and 3.11. In particular, the major
ions that prevail on the fuel and oxidizer sides are, respectively, H3O+ and O2

– .
Despite the small sub-ppm concentration of these ions near the electrodes, an electric
force that scales with the characteristic convective acceleration ρref A U of the flow
outside the mixing layer is generated across the burner on both oxidizer and fuel
streams, as shown in Figure 3.12 for both undiluted and diluted cases. This force,
which gives rise to the bi-directional ionic wind, acts primarily in the axial direction
and tends to displace the gas axially outwards away from the diffusion flame. The
flow displacement effect is favored by the lower temperatures and the subsequent
decrease in the mixture density outside the mixing layer. These considerations are
in qualitative agreement with the experiments in Park et al. [78].

As indicated in its definition (Equation (1.1)), the electric specific force is given
by the multiplication of the charge density ρq by the electric field E. In particular, the
variations of electric force with the applied voltage in Figure 3.12 are qualitatively
similar to those of the electric charge in Figure 3.7. In the undiluted case, the electric
force increases with the applied voltage for the most part of the spatial domain up
to the overcurrent voltage −1.5 kV. Saturated conditions are attained for −2.0 kV
that flatten and broaden the charge distribution and the electric-force profile. Under
fuel dilution, the electric force increases monotonically almost everywhere with the
applied voltage, as shown in Figure 3.12b. In all cases, and in the scales of the vertical
axis utilized to draw Figure 3.12, a plateau of vanishingly small values is observed in
the electric force density that coincides spatially with a similar plateau of vanishing
electric charge density observed in Figure 3.7, and which corresponds to the layer
where the chemical reactions in the diffusion flame develop.

In connection with the effect of the incident electric field on the bulk flow, a quali-
tative aspect worthy of discussion is the asymmetry of the electric-force profiles with
respect to the flame. For instance, the undiluted case in Figure 3.12a is characterized
by a clear asymmetry in the profiles that is induced by the tendency of chemical
reactions to develop closer to the oxidizer side because there is where overall stoi-
chiometric conditions occur. In contrast, the fuel-diluted case in Figure 3.12b has a
comparatively more symmetric distribution of electric force. Asymmetric profiles of
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FIGURE 3.12: Axial component of the non-dimensional electric force
profiles along the axis of the burner for Zst = 0.07 and Zst = 0.50.
In panel (a), the lines corresponding to -2.0 and -2.4 kV are almost

coincident.

ionic winds as in Figure 3.12a lead to more significant distortions of the position of
the stagnation plane, which is pushed downwards to the fuel side.
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3.5.4 Effects of the incident electric field on hydrodynamics and mixing

The numerical results presented above provide evidence of a bi-directional ionic
wind that is directed outwards from the diffusion flame and which emerges from
the distortion induced by the incident electric field on the distribution of charged
species. The transfer of momentum and energy from the ionic wind to the bulk gas
is significant and generates modifications of the velocity and mixing fields, as shown
below.

The local scalar dissipation rate in the vicinity of the flame, whose inverse rep-
resents a relevant time scale of diffusion of reactants across the mixing layer, and
which is inversely proportional to the local strain rate, is observed to remain mostly
unaltered in the range of sub-saturated voltages, but decreases across the overcur-
rent and saturation regimes, thereby strengthening the flame. The first evidence of
this electrically induced phenomenon in both diluted and undiluted cases is shown
by the axial distributions of axial velocities provided in Figure 3.13. Consider first
the undiluted case in Figure 3.13a. The velocity profile in the unelectrified case dif-
fers from the quasi-linear one expected in constant-density non-reacting flows, in
that it displays a rapid acceleration of the axial flows of fuel and oxidizer towards
the flame due to thermal expansion. As shown in Figure 3.13a, the maximum tem-
perature is located on left side of the vertical velocity maximum. Incrementing the
voltage across the sub-saturated conditions |∆Φref | = 0.5 and 1.0 kV has the effect of
displacing the diffusion flame jointly with the stagnation plane first toward the fuel
side and then toward the oxidizer side without extensive deformation of the axial
velocity profile along the burner axis and in a manner that correlates well with the
shifts in the temperature profiles in Figure 3.9.

Two-dimensional visualizations of these variations are provided in Figure 3.14,
which shows flow streamlines along with contours of CH mass fractions. In inter-
preting these two cases, it is worth noting that the shift toward the oxidizer side
in the −1.0 kV case is actually the result of a significant convex curvature of the
stagnation plane, which curves downwards as the ionic wind pushes it toward the
fuel side as observed in the second panel in Figure 3.14. At the overcurrent volt-
age, |∆Φref | = 1.5 kV, the stagnation plane moves farther to the fuel side jointly
with the flame, but the axially outwards flow displacement made by the increas-
ingly stronger ionic wind decreases the radial velocity and makes the axial velocity
profile shallower, thereby decreasing the effective strain rate in the flame vicinity.

Correspondingly, the stoichiometric value χst of the scalar dissipation rate

χ(Z) = 2αZ |∇Z|2, (3.4)

evaluated at Z = Zst decreases by approximately 50% as the voltage is increased to
the saturation value, as shown in Figure 3.16.

In Equation (3.4), the diffusivity αZ is taken equal to the local thermal diffusivity
of the mixture. Additionally, as proposed by Pitsch and Peters [88] and standardly
done in flamelet modeling, Z is a mixture fraction obtained by computing the solu-
tion to the sourceless advection-diffusion equation

∇ · (ρuZ) = ∇ · (ραZ∇Z) (3.5)

subject to Z = 0 and Z = 1 on the oxidizer and fuel streams, respectively, with
zero-gradient conditions being applied everywhere else along the boundaries of the
computational domain. A reference scalar dissipation rate can be obtained by in-
tegrating (3.5) assuming negligible variations of Z in the radial direction, constant



3.5. Results 55

x/δm

u
x
(x
,0
)

(m
/s

)

-5 0 5
-0.6

-0.4

-0.2

0

0.2

0.4

0.0 kV
−0.5 kV
−1.0 kV
−1.5 kV
−2.0 kV
−2.4 kV

(a) Zst = 0.07

x/δm

u
x
(x
,0
)

(m
/s

)

-5 0 5

-0.2

-0.1

0

0.1

0.2 0.0 kV
−0.5 kV
−1.0 kV
−1.5 kV
−2.0 kV

(b) Zst = 0.5

FIGURE 3.13: Axial velocity profiles along the axis of the burner for
Zst = 0.07 and Zst = 0.5. The red points represent the flame locations

determined using the peak of the CH molar-fraction.

values for ρ and αZ , infinitely far boundaries located at x = ±∞, along with a linear
velocity distribution ux = −Ax. The resulting expression is [62, 85]

χ(Z) =
A

π
exp

{

−
[√

2erfc−1(2Z)
]2
}

, (3.6)
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tours for Zst = 0.07. The unelectrified case ∆Φref = 0kV is provided
on the left panels to facilitate direct comparison with the correspond-

ing electrified case.

which corresponds to a symmetric bell-shaped curve centered at Z = 0.5.
The reference scalar dissipation rate in Equation (3.6) is compared in Figure 3.17

to the scalar dissipation arising from the numerical solution of Equation (3.5) for the
present problem. Note that the scalar dissipation rate of the unelectrified case does
not match the reference value (3.6) due to the temperature dependence of αZ and to
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thermal expansion effects. More importantly, in the undiluted case in Figure 3.17a,
as the voltage is increased, the scalar dissipation rate becomes increasingly skewed
to the fuel side due to the augmentation of composition gradients there as a result of
the downward displacement of the stagnation plane.

As saturation conditions are approached, |∆Φref | ≥ 2.0 kV, the strength of the
ionic wind becomes limited by the rate of production of charged species. In this
limit, an equilibrium configuration is attained in a strain-rate field that shows little
to no sensitivity to the applied voltage, as shown by the lower plateau attained by
the stoichiometric scalar dissipation rate in Figure 3.16.

The hydrodynamic interactions described above are much more limited in the
fuel-diluted case Zst = 0.50, which generally leads to a diffusion flame positioned
closer to the stagnation plane as required by the modified spatial location of the
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FIGURE 3.16: Stoichiometric scalar dissipation rate plotted versus the
applied voltage.

stoichiometric conditions. The resulting axial velocity profile remains mostly sym-
metric about the mid section of the burner, as shown in Figure 3.13b. In addition,
the increased symmetry of the electric force, in this case, leads to negligibly small
shifts of the position of the stagnation plane, as observed in the two-dimensional
visualizations in Figure 3.15. Although the overall effect of the incident electric field
at saturation is to decrease χst by approximately 30%, the distribution of the scalar
dissipation rate in mixture-fraction space remains close to that of the unelectrified
case, as shown in Figures 3.16 and 3.17b.

3.5.5 Comparisons between numerical and experimental flow fields

The experimental flow visualizations by Park et al. [78] suggest strong modifications
of the velocity field at similar voltages to the ones addressed in this study. In con-
trast, the numerical results presented here indicate that the modifications are rather
moderate. This section provides a brief discussion about possible sources of these
discrepancies.

A comparison between experimental and numerical profiles of the axial velocity
are provided in Figure 3.18 for the undiluted case Zst = 0.07. Although the gen-
eral trends of both experimental and numerical profiles are the same as the voltage
is increased, including the axial shift of the stagnation plane toward the fuel side,
the comparisons reveal significant quantitative discrepancies. The first noteworthy
aspect relates to the first measured point near the fuel orifice, where the measured
velocity is approximately 10 cm/s larger than the numerical one, despite the fact that
the fuel mass flow rate was experimentally controlled in Ref. [78] to yield the same
value of injection velocity as the one utilized in the present study. This mismatch
may be caused by the area constriction of the holes on the perforated plate and the
corresponding local acceleration of the flow there [79].
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FIGURE 3.17: Normalized scalar dissipation rate profiles along the
axis of the burner for Zst = 0.07 and Zst = 0.50. The curves for -2.0
and -2.4 kV (in panel a), 0.0, -0.5 and -1.0 kV (in panel b), and -1.5 and

-2.0 kV (in panel b) are almost coincident.

A second important aspect of the comparison made in Figure 3.18 relates to the
discrepancies in the electrified cases, where the numerical values of the axial ve-
locity on the oxidizer side are significantly larger than the experimental ones. In
particular, the smaller values observed in the experiments appear to be linked with
the significant flow blockage caused by the ionic wind on the oxidizer side, which,
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in the experimental cases utilizing propane as fuel, may even lead to the occur-
rence of a second stagnation plane near the oxidizer injector (e.g., see Fig. 5e in
Ref. [78]). Note however that such intense flow modifications were not observed
in the present study. One cause of these differences could be related to the effects
of the electric charge inadvertently acquired by the tracer particles employed in the
PIV to measure experimentally the axial velocity profiles. To see this, consider a
number of inertial point particles of TiO2 with the similar physical properties to
those used in the experiments by Park et al. [78], and which are to be seeded below
in a one-way-coupled way into the numerical flow fields in a manner analogous to
the role played by the PIV tracers in the experiments. In particular, the particles
are characterized by their radius ap,i ∼ 0.1µm, material density ρp,i ∼ 4230 kg/m3,
and electric charge qp,i, the latter being treated here as an adjustable parameter
since it cannot be easily measured. The associated Stokes number of the particles
is Sti = (2/9)(ρp,i/ρref )a

2
p,iA/νref ∼ 5× 10−4 � 1, indicating that they are mostly

tracers of the flow field if their charge is negligible.
The position of the particles, xp,i, is computed from the trajectory equation

dxp,i

dt
= up,i, (3.7)

where the velocity of the particles, up,i, is obtained by integrating the second New-
ton’s law

4

3
πρp,ia

3
p,i

dup,i

dt
= 6πρ(xp,i)ν(xp,i)ap,i [u(xp,i)− up,i] + qp,iE(xp,i) (3.8)

individually for every particle. In Equation (3.8), the last term on the right-hand
side refers to the electric force exerted on a charged particle by the incident electric
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field, which in principle makes the particle depart from the trajectories followed by
a fluid particle. Additionally the symbol "(·)(xp,i)" is associated with the evaluation
of the corresponding Eulerian field at the position of the particle. This evaluation is
performed using a bi-linear interpolation inside the grid cell containing the particle.
Interactions between particles are neglected because of the high dilution employed.
The particles are seeded in kinematic equilibrium with the flow at the fuel and oxi-
dizer orifice. The values of qp,i employed in the simulations are qp,i = ±10−17C for
Zst = 0.07, and qp,i = ±1.6× 10−17C for Zst = 0.50, which amount approximately
to just 200 elementary charges per particle, with positive and negatively charged
particles being injected at the fuel and oxidizer inlets, respectively.

Figures 3.19 and 3.20 provides the particle trajectories xp,i obtained by simulta-
neously integrating Eqs. (3.7)-(3.8), and illustrates the sensitivity of the solution to
the electric charge qp,i. For instance, for zero charge, the particles become tracers of
the flow field independently of the applied voltage, as easily observed by compar-
ing the right panels in Figures 3.15 with those in Figure 3.20. In contrast, when the
particles are charged, the trajectories differ significantly from the streamlines in both
undiluted and diluted cases, as observed in the left panels in Figures 3.19 and 3.20.
Note that the particle charge has been chosen to lead to comparable values of the
characteristic values of the electric force, qp,i|∆Φref |/L, and the viscous force based
on the injection velocity, 6πρrefνrefap,iU . The ratio of these two forces is associated
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with an electric Stokes number,

Stel = |qp,i||∆Φref |/(6πρrefνrefap,iUL), (3.9)

whose value is within the range Stel ∼ 0.07−0.34 in the present calculations, thereby
indicating that the electric force becomes of the same order as the aerodynamic force
on the particles even outside the mixing layer. As shown in Figures 3.19 and 3.20,
this particular choice of parameters leads to rolled-up trajectories of the negatively
charged particles injected on the oxidizer side, and creates a pattern of fictitious
streamlines that curves upwards (on the oxidizer side) and downwards (on the fuel
side) and is reminiscent of the ones observed in the experiments (e.g., see Fig. 12b
in Ref. [78]). These considerations highlight the outstanding challenges related to
performing PIV in the type of electrified flows studied here, in which a rather small
amount of electric charge attached to the tracer particles can deflect their trajectories
and turn them into non-tracers.
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Chapter 4

Electrified flamelet model in the
mixture fraction space

The previous chapter provided a detailed analysis of the thermo-chemical, hydrody-
namic and electrical properties of a counterflow flame. These results were obtained
using a detailed model, which inevitably leads to high computational cost for each
calculation. In view of making the computation of this kind of flames more afford-
able, it has been decided to develop a reduced order model.

Previous numerical studies present in the literature about counterflow impinged
by an electric field were also based on reduced order models but, conversely with
the work that is going to be presented in this chapter, they are derived from experi-
mental evidence of the phenomenon rather than from analytical derivation from the
governing equations. In fact, the model proposed by Guerra-Garcia and Martinez-
Sanchez [41] is based on a potential flow description of the flow around the flame,
where a charged porous disk is used to account for the electric force generated by the
flame. Even though the model provides a two-dimensional description of the flow
field and gives a good qualitative agreement with the experimental data, it is not
suitable to evaluate most of the effects that are present inside a counterflow flame.
In fact, the thermo-chemical aspects of this interaction are completely ignored by this
model. The approach of Guerra-Garcia and Martinez-Sanchez [41] does not resolve
the chemistry of the combustion, imposing the amount of charge present in the flame
using compatibility arguments for the electric potential field. Similarly, Xiong et al.
[121], who were more focused on the electrical response of the flame rather than the
hydrodynamics, considered an ionized layer model. This model transports in a one-
dimensional computational domain, corresponding to the axis of the burner, only
the charged species produced by the flame. In particular, three transport equations
are solved: one for the number density of the positive ions, one for the negative
ions and one for the electrons. These equations contribute to the determination of
the local charge, which is used in the Gauss-law to determine the profiles of elec-
tric potential. The transport properties of the species are considered constant in the
entire domain with the heavy ions mobility equal to 2.9× 10−4m2/(V s) [77, 109]
and the electron mobility equal to 0.4m2/(V s) [8]. These ions are produced in the
so-called ionized layer, which is coincident with the flame and consists in a narrow
region of the domain where the ionization reaction rate assumes a Gaussian shape.
The rate for the ionization and recombination reactions are imposed as an input of
the computation and, therefore, they are independent of the local thermo-chemical
composition of the mixture, which is by construction unknown during the computa-
tional procedure. This model provided good agreement with the experimental data
but is clearly not capable to determine the interaction with the hydrodynamic field
and the effect of the complex reactions patterns involving the charged species in a
complex environment such as a diffusion flame.
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On the other hand, the model proposed in this chapter is strictly based on the
equations explained in Section 2.1 using the well-known flamelet approach [85, 88,
114]. In particular, the transport equations will be mapped in the frame of refer-
ence of the mixture fraction with the derivation presented in the next section. Then
the results of this reduced order model will be compared with those presented in
Chapter 3 and, finally, taking advantage of the low computational cost of the re-
duced order model, a preliminary exploration of the phase-space of the electrified
steady-state flamelets will be performed.

4.1 Model formulation

Burke and Schumann [14] were probably the first to show that in a diffusive flame
with infinitely fast chemistry, therefore with infinitesimal thickness, a coupling func-
tion can be defined as a passive scalar from the reactants mass fractions in order to
fully describe the reacting region of the flame. In particular, if the entire combustion
process is described by the generalized reaction

ν ′F F + ν ′OxOx −−→ P, (R4.1)

the coupling function is than defined as

β = YF −
ν ′F
ν ′Ox

YOx. (4.1)

In this way, β ≤ 0 on the oxidizer side of the flame sheet, where YOx = −ν′
Ox

ν′
F

β and

YF = 0, whereas β ≥ 0 on the other side, where YF = β and YOx = 0. Even though
such a description has been proposed for infinitely fast chemistry, it has proved to
provide valuable information also for finite-rate chemistry [62]. In fact, if the differ-
ential diffusion is neglected and the Fick’s law is considered for the diffusion term,
the advection-diffusion operator L reads as

L = ρ
∂

∂t
+ ρu · ∇ −∇ · (ρα∇), (4.2)

where α is the thermal diffusivity of the mixture, which, according to the unity Lewis
number assumption, is also employed for the species mass fraction transport. Call-
ing Ktot the rate of the reaction (R4.1), it is possible to write the transport equations
of the fuel and oxidizer mass fractions as

L(YF) = −ν ′FWFKtot (4.3)

and
L(YOx) = −ν ′OxWOxKtot (4.4)

Considering that the coupling function production rate has to be zero in the entire
domain in order to guarantee its transported scalar properties, it is possible to pro-
duce a linear combination of the oxidizer and fuel mass fraction such that

L(β) = L
(

YF
ν ′FWF

− YOx

ν ′OxWOx

)

= 0. (4.5)

The property that distinguishes the coupling function and the mixture fraction is
that the second is normalized so that it has unity value in the fuel flow and zero in
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the oxidizer flow [114]. Considering a system with two inlets, one for the fuel and
one for the oxidizer, which will be referred with the subscript 1 and 2, respectively,
it is possible to normalize the coupling function obtaining the mixture fraction [6]

Z =
β − β2
β1 − β2

=
γYF − YOx + YOx,2

γYF,1 + YOx,2
, (4.6)

where γ =
ν′
Ox

WOx

ν′
F
WF

. This definition can still be used if this assumption of single

step chemistry is relaxed employing multi-step chemistry in the thin reacting layer
regime. In fact, the mapping error due to the presence of the intermediate species
is confined to a very small region of the flame and does not affect the overall per-
formance of the model. If the detailed chemistry is employed and the thickness of
the reacting layer is not negligible in the description of the flame, a more general
definition of the mixture fraction is required. Masri et al. [65], considering a skele-
tal reaction for the combustion process based on the amount of carbon, oxygen and
hydrogen atoms composing the mixture, namely

ν ′CC+ ν ′OO+ ν ′HH −−→ P, (R4.2)

defined another coupling function

L(β) = L
(

ZC

ν ′CWC
+

ZH

ν ′HWH
− 2

ZO

ν ′OWO

)

= 0, (4.7)

where Zi are the element mass fractions. The renormalization procedure applied in
Equation (4.6) leads to the following definition of the mixture fraction:

Z =
ZC/(ν

′
CWC) + ZH/(ν

′
HWH) + 2(ZO,2 − ZO)/(ν

′
OWO)

ZC,1/(ν ′CWC) + ZH,1/(ν ′HWH) + 2ZO,2/(ν ′OWO)
. (4.8)

It is noteworthy that the definition in Equation (4.8) preserves the same stoichiomet-
ric value of mixture fraction (Zst), which is commonly used to describe the structure
of these flames, as that in Equation (4.6). The limit of all these mixture fraction defi-
nitions is that they are based on coupling functions constructed on mixture elements.
In fact, if differential diffusion effects are introduced in the model, both the presented
coupling functions do not satisfy the L(β) = 0, being the diffusion velocity of each
species different from the others. For this reason, Pitsch and Peters [88], generaliz-
ing the formulation of the flamelet model in the mixture fraction to problems with
differential diffusivity, decided to avoid a direct relation between Z and the mixture
composition defining the mixture fraction as a passive scalar that is equal to zero in
the oxidizer flow, equal to one in the fuel flow and that is solution of the equation

ρ
∂Z

∂t
+ ρu · ∇Z −∇ · (ραZ∇Z) = 0, (4.9)

where αZ is the diffusivity of the Z in the mixture. In general, this definition has
the drawback of changing the value of Zst [88], but this disadvantage can be re-
covered assuming that the Lewis number of the mixture fraction (defined as LeZ =
λ/(ραZcp)) is equal to one.

Using the mixture fraction, it is possible to define its scalar dissipation rate (χ),
namely

χ(Z) = 2αZ |∇Z|2. (4.10)
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It represents the inverse of the diffusion time scale of the mixture fraction and it
is commonly used to characterize non-premixed flames, being their reaction rate
mainly limited by diffusion [85].

The flamelet formulation employed in this work is based on writing the trans-
port equations of the species mass fractions, temperature and potential in the frame
of reference of the mixture fraction. In general, if the three dimensional physical co-
ordinates (x) are defined as x = (x1, x2, x3), the transformation can be summarized
as

(t, x1, x2, x3)→ (τ, Z(t,x), Z2, Z3), (4.11)

where Z2 and Z3 are two curvilinear coordinates locally aligned with the stoichio-
metric surface. Consequently, the transformation rules for the differential operators
are

∂

∂t
=

∂

∂τ
+
dZ

dt

∂

∂Z
(4.12)

and

∇ = ∇Z ∂

∂Z
+∇Z,⊥, where ∇Z,⊥ =

(

0,
∂

∂Z2
,
∂

∂Z3

)T

. (4.13)

Peters [83] analytically showed, using a stretched coordinate, that the derivatives
obtained through the operator ∇Z,⊥ are of lower order with respect to those taken
along the mixture fraction. In particular, he demonstrated that the ratio between
the derivatives in the traversal and normal directions with respect to the stoichio-
metric surface scales with the inverse of the non-dimensional activation energy of
the overall combustion reaction. For this reason, considering that the combustion
process analyzed in this work deals with a high dimensionless activation energy, the
traversal derivatives with respect to the stoichiometric surface will be neglected.

For instance, using the identity

∇2ψ = ∇Z ∂

∂Z

(

∇Z ∂ψ
∂Z

)

=
∂

∂Z

(
χρLeZcp

2λ

∂ψ

∂Z

)

− 1

2

∂

∂Z

(
χρLeZcp

2λ

)
∂ψ

∂Z
,

(4.14)

which relates the Laplacian of a generic scalar quantity ψ to the corresponding dif-
ferential operator in the mixture fraction space, on the Gauss equation (2.26), it is
possible to obtain the following governing equation for the electric potential in the
mixture fraction space:

∂

∂Z

(
χρLeZcp

2λ

∂Φ

∂Z

)

− 1

2

∂

∂Z

(
χρLeZcp

2λ

)
∂Φ

∂Z
= −ρq

ε0
. (4.15)

Using, instead, Equations (4.12)-(4.14), the transport equation ofZ (Equation (4.9))
and the following relation

∇ (ψαZ∇Z) = ∇Z
∂

∂Z
(ψαZ∇Z)

=
1

4

[
d

dZ
(ψχ) + ρχLeZ

cp
λ

d

dZ

(
ψλ

ρcpLeZ

)]

,
(4.16)
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it is possible to write the species mass fraction conservation equation (Equation (2.23))
in the new frame of reference as:

ρ
∂Yi
∂τ

=
ρχ

2

LeZ
Lei

∂2Yi

∂Z2
︸ ︷︷ ︸

1.

+ ρω̇i
︸︷︷︸

2.

+
ρχ

2

LeZ
Lei

Yi
W

∂2W

∂Z2
︸ ︷︷ ︸

3.

− ρχYi
2

Ns∑

k=1

[
LeZ
Lek

∂2Yk

∂Z2 +
Yk
W

LeZ
Lek

∂2W

∂Z2

]

︸ ︷︷ ︸

4.

+
1

2

∂Yi
∂Z

ρχ
∂

∂Z

(
LeZ
Lei

)

︸ ︷︷ ︸

5.

+
1

4

∂Yi
∂Z

(
LeZ
Lei
− 1

)[
∂

∂Z
(ρχ) + ρχLeZ

cp
λ

∂

∂Z

(
λ

cpLeZ

)]

︸ ︷︷ ︸

5.

+
1

2

∂W

∂Z
ρχ

∂

∂Z

(
LeZ
Lei

)
Yi
W

︸ ︷︷ ︸

6.

+
1

4

∂W

∂Z

LeZ
Lei

[
∂

∂Z

(

ρχ
Yi
W

)

+ ρχ
LeZcp
λ

Yi
W

∂

∂Z

(
λ

cpLeZ

)]

︸ ︷︷ ︸

6.

−
Ns∑

k=1

1

2

∂Yk
∂Z

ρχYi
∂

∂Z

(
LeZ
Lek

)

︸ ︷︷ ︸

7.

−
Ns∑

k=1

1

4

∂Yk
∂Z

LeZ
Lek

[
∂

∂Z
(ρYiχ) + ρχLeZ

cp
λ

∂

∂Z

(
Yiλ

cpLeZ

)]

︸ ︷︷ ︸

7.

−
Ns∑

k=1

1

2

∂W

∂Z
ρχ
YiYk
W

∂

∂Z

(
LeZ
Lek

)

︸ ︷︷ ︸

8.

−
Ns∑

k=1

1

4

∂W

∂Z

LeZ
Lek

[
∂

∂Z

(

ρ
YiYk
W

χ

)

+ ρχLeZ
cp
λ

∂

∂Z

(
YiYkλ

WcpLeZ

)]

︸ ︷︷ ︸

8.

+
∂

∂Z




ρcpLeZχ

2λ
ρYi



Siki −
Ns∑

j=1

YjSjkj




∂Φ

∂Z





︸ ︷︷ ︸

9.

− 1

2

∂

∂Z

(
ρcpLeZχ

2λ

)

ρYi



Siki −
Ns∑

j=1

YjSjkj




∂Φ

∂Z

︸ ︷︷ ︸

9.

.

(4.17)

The terms 1 and 2 on the RHS of the equation along with the scaled time derivative
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on the LHS compose the classical formulation of the flamelet equation derived us-
ing the Fick’s law for diffusion [85]. The term 3 is the correction to the Fick’s law in
order to include molar diffusion effects. The correction of the diffusion velocity pro-
posed by Coffee and Heimerl [20] is instead taken into account by the term 4. The
terms from 5 to 8 modify the diffusion velocity, the molecular diffusion and the two
components of the diffusion velocity correction in order to account for the variation
of the species Lewis number. All the terms up to the number 8 were already pro-
posed by Pitsch and Peters [88]. The innovative contribution of this work, regarding
this equation, lies in the term 9, which account for the electric induced flux of the
charged species.

A similar procedure, applied to the energy conservation equation (Equation (2.24))
leads to

ρ
∂T

∂τ
=
ρχ

2
LeZ

∂2T

∂Z2 +
ρχ

2

LeZ
cp

∂cp
∂Z

∂T

∂Z
︸ ︷︷ ︸

1.

− 1

cp

Ns∑

i=1

ρhiω̇i

︸ ︷︷ ︸

2.

+
1

cp

∂pth
∂τ

︸ ︷︷ ︸

3.

+
ρχ

2

∂T

∂Z

∂LeZ
∂Z

︸ ︷︷ ︸

4.

+
1

4

∂T

∂Z
(LeZ − 1)

∂

∂Z

[
∂

∂Z
(ρχ) + ρχLeZ

cp
λ

∂

∂Z

(
λ

cpLeZ

)]

︸ ︷︷ ︸

4.

+

Ns∑

i=1

ρχ

2

LeZ
Lei

(
cpi
cp
− 1)

(
dYi
dZ

+
Yi
W

∂W

∂Z

)
∂T

∂Z
︸ ︷︷ ︸

5.

+
ρχLeZ
2λ

Ns∑

i=1

ρSikiYi(
cpi
cp
− 1)

∂Φ

∂Z

∂T

∂Z
︸ ︷︷ ︸

6.

+
ρχLeZ
2λ

Ns∑

i=1

ρq,i
∂Φ

∂Z

[
λ

YiρcpLei

(
∂Yi
∂Z

+
Yi
W

∂W

∂Z

)]

︸ ︷︷ ︸

7.

− ρχLeZ
2λ

Ns∑

i=1

ρq,i
∂Φ

∂Z

[
Ns∑

k=1

λ

ρcpLek

(
∂Yk
∂Z

+
Yk
W

∂W

∂Z

)]

︸ ︷︷ ︸

7.

+
ρχLeZ
2λ

Ns∑

i=1

ρq,i (Siki − SjYjkj)
(
∂Φ

∂Z

)2

︸ ︷︷ ︸

7.

.

(4.18)

The term 1 on the RHS of the equation accounts for the Fourier heat transfer split into
the two terms, the first employs the thermal diffusivity to treat the transport using
a Fick’s law and the second considers the variation of the mixture heat capacity.
This term, together with the LHS of the equation and the heat release rate (term
2), composes the standard formulation of the unsteady flamelet equation for the
temperature [85]. The generalization of the mixture fraction Lewis number leads
to the formation of energy fluxes that are accounted by the term 4. The terms 5
and 6 account for the enthalpy flux due to the molecular and electric diffusion of
the species. The Joule heating of the mixture is instead represented by the term 7.
The original formulation of Pitsch and Peters [88] for the flamelet equations in the
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presence of differential diffusion effects already contained the terms from 1 to 5,
whereas the terms 6 and 7 are shown for the first time in this work.

The main advantage provided by transforming the frame of reference from the
physical to the mixture fraction space is in the description of the solved variables
transport phenomena with respect to the hydrodynamics of the flow. In fact, a triv-
ial observation that can be made regarding the transport equations in the mixture
fraction space is that they do not include any advective transport term involving the
flow velocity. This feature arises during the mapping procedure, when it is possible
to cancel all the transport terms corresponding to phenomena that are in common
between the mixture fraction and the transported variable (such as the hydrody-
namic advection) and to retain only the differences between the fluxes of Z and of
the transported variable generated by physical phenomena (such as differential and
electric diffusion or chemical production) and boundary conditions that are not in
common between the two scalars. For this reason, the only coupling factor with the
hydrodynamic field retained in the equations is described by the distribution of the
scalar dissipation rate, which describes the local intensity of the mixing process. In
this way, a solution of the flamelet equations in the mixture fraction space completely
describes the flame generated in the mixing layer by all the possible hydrodynamic
configurations able to produce the given scalar dissipation rate distribution. There-
fore, in the mixture fraction space, the correct estimation of the combustion process
is subjected to the correct representation of the Z field through its scalar dissipation
rate. If the distribution of χ is known from previous computations of the same flame
(as it will be done in Section 4.2) or by experimental measurements, its value can be
directly fed in the Equations (4.15)-(4.18). On the other hand, if the scalar dissipa-
tion rate is unknown, as it usually happens during the calculations of the flamelet
libraries employed in the FPV models, it is necessary to employ scaling of the scalar
dissipation profile with respect to its stoichiometric value.

4.1.1 Application to a counterflow diffusion flame

The derivation the Equations (4.15)-(4.18) has been performed without any partic-
ular assumption regarding the geometrical and topological features of the studied
flame front other than being formed by the combustion of a univocally defined fuel
and oxidizer mixtures. In this work, the derived system of equations will be ap-
plied to the prediction of a counterflow burner depicted in Figure 4.1. The system is
characterized by two inlets (represented by the gray boxes in the figure), one for the
fuel and one for the oxidizer mixture, positioned at the opposite sides of the com-
bustion chamber and create two impinging jets toward the center of the combustion
chamber, where the injected components mix and form a flat diffusion flame. The
position of the diffusion flame inside the combustion chamber mainly depends on
the momentum of the jets at the injection point and on their composition. Two flat
electrodes are positioned at the injection points in order to create an electric field
normal to the diffusion flame. In this system, the mixture fraction has a unit value
at the bottom injector and is null in the oxidizer flow. It undergoes a mixing process
which is regulated by the local strain rate of the flow and by its local diffusivity and
determines a scaling along the axis that has been qualitatively depicted in the plot
on the right-hand side of Figure 4.1. In particular, the region of space where the
mixing of Z takes place (hatched and delimited by dot-dashed lines in the figure)
defines the computational domain inside the combustion chamber where the Equa-
tions (4.15)-(4.18) are valid. The axial dimension of this region ((∆x)Z) is related to
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FIGURE 4.1: Schematic of the counterflow diffusion flame configura-
tion with an applied electric field. The dashed lines represent two flat
electrodes, whereas the dot-dashed lines delimit the mixing layer of

Z.

the mixing layer thickness, defined as δm =
√
αZ,st/A where αZ,st is the mixture dif-

fusivity at the stoichiometric location along the axis of the burner and A is the strain
rate of the flow, considering that the projection of δm in the mixture fraction space
can be estimated as (δm)Z =

√

χst/(2A) [85]. To the best of the author’s knowledge,
Liñán [62] has been the first to provide an analytical solution for the distribution of
Z in a counterflow flame in the assumption that the diffusion flame happens inside
a potential flow with constant density, unity mixture fraction Schmidt number and
unity Chapman-Rubesin parameter (CR = ρu/(ρu)∞). In these assumptions, the
local scalar dissipation rate can be computed as

χ(Z) =
A

π
exp

[
−2 erfc−1(2Z)2

]
, (4.19)

where erfc−1 is the inverse complementary error function [84]. Later, Kim and
Williams [53] used an asymptotic analysis in order to obtain a similar expression
for variable density flows, namely

χ(Z) =
A

4π

3
(√

ρ∞/ρ+ 1
)2

2
√

ρ∞/ρ+ 1
exp

[
−2 erfc−1(2Z)2

]
. (4.20)

The subscript (·)∞ indicates that the quantity is computed in the oxidizer jet. If the
scalar dissipation rate at the stoichiometric location is imposed as an input param-
eter of the calculation a scaling for the local value of χ can be extracted by one of
the two proposed function, closing the system of equations in the mixture fraction
space.

Particular attention is required in describing the meaning and limitations of the
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electric potential modeling in the mixture fraction space. In Chapter 3, it has been
pointed out multiple times that the electric potential distribution in the combustion
chamber and of its related phenomena evolve with length scales of the order of the
outer scales of the problem (such as the electrodes distance or the integral hydro-
dynamic acceleration). For instance, the electric force profiles along the axis of the
burner obtained in the detailed simulations (see Section 3.5.3) are characterized by
a plateau of almost null electric force around the flame region, whereas the major
contribution of the electric field to the hydrodynamics is located between the edges
of the flame and the jets injection points. This led to the use of the outer scales quan-
tities, such as the integral hydrodynamic characteristic acceleration, to perform the
dimensional analysis of the phenomenon. Such a behavior of the problem may sug-
gest that the mixture fraction space, which, by construction, is particularly suitable
to describe phenomena that happen in the mixing layer, cannot be employed. On the
other hand, it is noteworthy that these electric effects, analyzed in Chapter 3, are de-
termined by phenomena, such as the chemi-ionization, that happen inside the react-
ing layer of the flame, which, instead, is well described in the mixture fraction space.
Moreover, considering that this formulation of the problem does not directly involve
the hydrodynamics of the flow, which is completely represented by the distribution
of the scalar dissipation rate, it becomes clear that the correct representation of the
flame in the mixture fraction space becomes just a problem of imposing the appropri-
ate profile of scalar dissipation rate and boundary conditions of the electric potential
to the mixture fraction domain. Thanks to the low intensity of the electric forces in-
side the mixing layer, the scaling of χ is marginally affected by the presence of the
electric field (see Section 3.5.4) and, in the absence of more precise data, the scalings
in Equations (4.19) and (4.20) can be considered as reasonable approximations. The
definition of the boundary conditions for the electric potential at the edge of the mix-
ture fraction domain is less trivial. In non-reacting cases the electric potential would
have a linear variation between the two electrodes in the physical space and there-
fore the voltage applied at the edge of the mixture fraction domain ((∆Φ)Z) could
be easily estimated scaling the potential difference applied to the electrodes (∆Φref )
using the ratio (∆x)Z/L. When a flame is present between the electrodes, the electric
potential field is modified by the charged particles produced inside the reacting re-
gion (a qualitative behavior of the electric potential distribution along the axis of the
burner is provided in the plot on the left-hand side of Figure 4.1). In particular, the
shape of the electric potential field is determined by the position of the flame inside
the combustion chamber and by the amount of charged species that flow from the
flame toward the electrodes. In the mixture fraction space, it is not possible to ac-
count for outer scales quantities such as the distance of the electrodes from the flame.
On the other hand, the total applied voltage can be divided in (∆Φ)F , (∆Φ)Z and
(∆Φ)Ox representing the potential differences between the fuel side electrode and
the respective mixture fraction domain side, the voltage across the mixture fraction
domain and the potential difference between the oxidizer side of the mixture fraction
space and the remaining electrode. (∆Φ)F and (∆Φ)Ox cannot be represented in the
mixture fraction space since they happen in a region where the ∇Z = 0, therefore
where the relation defined in (4.13) becomes inapplicable leading to the presence of
two singularities in the electric potential profiles at the borders of the Z domain.
These two electric potential differences are not coincident, by construction, with the
mixing layer, therefore they do not directly influence the species distribution in the
surroundings of the flame. Consequently, it is possible to solve the electric potential
distribution in the mixture fraction space excluding these singularities and impos-
ing the (∆Φ)Z voltage to the boundaries of the integration domain. Unfortunately,
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the non-linear physics that determines the charge distribution inside the combustion
chamber makes the construction of an analytical relation between ∆Φref and (∆Φ)Z
impossible. For this reason, previous calculations or experimental data are always
required by this model in order to match an experimental configuration imposing
the correct electric potential difference in the mixture fraction domain.

4.1.2 Numerical procedure

A modified version of the finite difference flamelet solver provided with the C++
code FlameMaster [87] has been created in order to include the additional terms
presented due to the electric diffusion in the mixture fraction space. A second-order
centered finite difference scheme is used for all the differential terms of the equations
derived in the previous section.

Dirichlet boundary conditions are used to impose the temperature and the mix-
ture composition of the oxidizer and fuel jets to the respective equations. The mass
fractions of the remaining neutral species are set to zero. The difference of potential
imposed at the mixture fraction layer thickness is imposed considering a Dirichlet
boundary condition for the Equation (4.15). According to what has been discussed
in Section 3.4 regarding the definition of the electrodes boundary conditions for the
charged species transport equations, the mass fractions of these species is set to zero
to prevent any unrealistic flux of ions released by the electrode. On the contrary,
if the drift velocity of the species is such that it is flowing toward the electrode, its
mass fraction is extrapolated with a first-order scheme. The zero gradient condition
used in the simulations presented in Chapter 3 has been avoided in this model be-
cause it produces unphysical discontinuities on the first derivatives of the charge
density profile in the mixture fraction space. Such a difference is justified by the
complex differential operator used in the mixture fraction space, which requires non-
trivial boundary conditions in order to correctly represent the flux of ions produced
through the boundary of the mixture fraction domain by the electric field. Further
investigation on this aspect of the model is deferred to future works.

The non-linear system of algebraic equations obtained in this way is solved using
a Newton solver. The Jacobian matrix is evaluated numerically using a first-order
accurate scheme. A line search algorithm is used in order to dump the oscillations
of the solver around the solution, whereas a re-meshing algorithm, based on the
averaged second derivative of the resolved variables, is employed in order to mini-
mize the number of grid points. The algorithm is stopped when the norm-L2 of the
relative error across the entire integration domain is lower than 10−12.

4.2 Comparison with the detailed simulations

The accuracy of the model described in the previous section has been tested us-
ing the same counterflow configuration described in Chapter 3. All the following
simulations will, therefore, be conducted using the same chemi-ionization mecha-
nism and the same transport properties of the previous chapter. In order to match
the hydrodynamic field and the effect of the electric force described in Section 3.5,
the following calculations in the mixture fraction space have been performed using
the profile of scalar dissipation rate measured along the axis of the detailed model
simulations. Moreover, since the relation between the electric potential difference
between the edges of the mixture fraction domain (sketched in Figure 4.1) cannot
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TABLE 4.1: Electric potential boundary conditions employed in the
flamelet calculations.

Zst = 0.07 Zst = 0.5
∆Φref (kV) (∆Φ)Z (kV) (∆Φ)Ox (kV) (∆Φ)Z (kV) (∆Φ)Ox (kV)

−0.5 −0.230 −0.053 −0.140 −0.107
−1.0 −0.300 −0.192 −0.300 −0.302
−1.5 −0.900 −0.300 −0.770 −0.340
−2.0 −1.600 −0.240 −1.170 −0.390
−2.4 −2.000 −0.250 - -

be analytically related to the voltage applied to the electrodes because of the non-
trivial distribution of charge outside the mixing layer, the potential difference im-
posed in the flamelet calculations has been obtained by the solution of the detailed
model. In particular the values of (∆Φ)Z and the difference between the electric
potential of the mixture fraction domain boundary and the electrode on the oxidizer
side (∆Φ)Ox are reported in Table 4.1. It is noteworthy that the applied voltage in the
mixture fraction domain has two slopes of increase between the sub-saturated states
(−0.5 and −1.0 kV) and the saturated cases (−1.5, −2.0 and −2.4 kV). In fact, the
saturated cases are characterized by the reduction of the Faraday cage effect of the
charge peaks described in Section 3.5. Such a reduction lets the electric field to enter
the combustion region increasing the electric potential difference that impinges the
reacting region of the flame.

All the calculations presented in this section have been conducted using 501
points unevenly distributed in the one-dimensional mixture fraction domain in or-
der to obtain a higher resolution in the regions where the solution profiles reach the
highest curvature.

4.2.1 Neutral species chemistry and temperature profile

The profiles of the mixture temperature obtained with the detailed and the flamelet
model are plotted in Figures 4.2 and 4.3. The two sets of profiles are in very good
agreement for all the applied voltages and in both the considered chemical config-
urations. The largest discrepancy is present at the temperature peak positioned in-
side the flame front of the undiluted case (Zst = 0.07). This difference decreases
from 36K to 17K increasing the applied voltage at the chamber electrodes from the
reference case (∆Φ = 0.0 kV) to the −2.4 kV configuration. Considering that the cal-
culations in the mixture fraction space have a much higher resolution in the flame
region with respect to the detailed model simulations, the reason for this mismatch
may be attributed to a lack of resolution of the simulations in the physical space.
This hypothesis is also corroborated by the trend of this error with respect to the
applied voltage. In fact, the configurations with the higher impinging electric field
present a lower scalar dissipation rate, which contributes to a widening of the flame
region. Because of this widening, the species and temperature profile gradients in
the physical space are lower and therefore better captured by the uniform computa-
tional grid used in the detailed simulations. In the diluted configuration (Zst = 0.50)
the profile of temperature is much smoother than in the undiluted case and the two
models proposed in this work provide solutions which are mostly coincident with
minor deviations of the order O(1K).
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FIGURE 4.2: Comparison of the temperature profiles obtained with
the detail simulation of Chapter 3 and the flamelet model for the con-

figuration with Zst = 0.07.

The profiles of the molar fractions of the neutral species analyzed in Section 3.5.2
have been compared with the results of the present flamelet model. The plots in
Figures 4.4 and 4.5 show that the proposed flamelet model is able to well recover
the results obtained in the physical space even for the neutral mixture components.
In the undiluted case, the profiles match the behavior of the reference solution for
their entire length. The largest differences, which are hardly noticeable in the plots,
are between the O2 profiles in the configurations at 0.0 and −0.5 kV and for the CH
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FIGURE 4.3: Comparison of the temperature profiles obtained with
the detail simulation of Chapter 3 and the flamelet model for the con-

figuration with Zst = 0.5.

profiles for the cases at 2.0 and −2.4 kV. The cases at lower voltage present a small
leakage of oxygen from the reacting layer of the order O(10−4). The flamelet model
predicts a slightly higher leakage with respect to the computations performed in the
physical space, which entails a lower consumption of molecular oxygen in the re-
acting region. This phenomenon is probably related to differences spotted earlier in
the mixture temperature profiles analysis and suggests that the detailed model sim-
ulations predict a slightly higher combustion rate for these cases. The profile of the
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FIGURE 4.4: Comparison of the main neutral species molar fraction
profiles obtained with the detail simulation of Chapter 3 and the

flamelet model for the configuration with Zst = 0.07.

radical CH, obtained by the decomposition of the methane which looses hydrogen
atoms during the oxidation process, is present only in a very narrow region of the
domain, coincident with the reacting layer of the flame. An even smaller difference
between the two sets of simulations, with respect to what has been described for the
oxygen profiles, can be spotted for this species on the right-hand part of its profiles
in Figure 4.4e and Figure 4.4f. In fact, the amount of the radical CH predicted by the
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FIGURE 4.5: Comparison of the main neutral species molar fraction
profiles obtained with the detail simulation of Chapter 3 and the

flamelet model for the configuration with Zst = 0.5.

flamelet calculations seems to be slightly higher than in the detailed model simula-
tions. Similar differences between in the species molar fraction plots are encountered
in the diluted configuration. In this case, the leakage of oxygen through the react-
ing layer is more prominent being it in the order of O(10−3). Also in this case, the
flamelet model predicts a slightly higher amount of oxygen on the fuel-rich side of
the flame. On the other hand, this difference in the oxygen consumption does not
seem to affect the overall combustion process, being the methane and water profiles



78 Chapter 4. Electrified flamelet model in the mixture fraction space

Z

Φ
(k
V

)

ρ
q

(m
C
/
m

3
)

0 0.2 0.4 0.6 0.8 1
-0.5

-0.4

-0.3

-0.2

-0.1

0

-0.5

0

0.5

Φ
ρq

(a) ∆Φref = −0.5 kV
Z

Φ
(k
V

)

ρ
q

(m
C
/
m

3
)

0 0.2 0.4 0.6 0.8 1
-1.0

-0.8

-0.6

-0.4

-0.2

0

-0.5

0

0.5

1.0

Flamelet model
Detailed model

(b) ∆Φref = −1.0 kV

Z

Φ
(k
V

)

ρ
q

(m
C
/
m

3
)

0 0.2 0.4 0.6 0.8 1

-1.4

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

0

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

(c) ∆Φref = −1.5 kV
Z

Φ
(k
V

)

ρ
q

(m
C
/
m

3
)

0 0.2 0.4 0.6 0.8 1
-2.0

-1.5

-1.0

-0.5

0

-0.2

0

0.2

0.4

(d) ∆Φref = −2.0 kV

Z

Φ
(k
V

)

ρ
q

(m
C
/
m

3
)

0 0.2 0.4 0.6 0.8 1

-2.0

-1.5

-1.0

-0.5

0

-0.2

0

0.2

(e) ∆Φref = −2.4 kV

FIGURE 4.6: Comparison of the main neutral species molar fraction
profiles obtained with the detail simulation of Chapter 3 and the

flamelet model for the configuration with Zst = 0.07.

perfectly matched. The amount CH produced in the two sets of simulations is very
similar between the models, even though a marginal shift of the profile toward the
fuel side of the flame can be observed for the flamelet model.
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FIGURE 4.7: Comparison of the main neutral species molar fraction
profiles obtained with the detail simulation of Chapter 3 and the

flamelet model for the configuration with Zst = 0.5.

4.2.2 Charged species profiles

Figures 4.6 and 4.7 show the profiles of electric charge and electric potential ob-
tained with the detailed model and the flamelet formulation for the configuration
with Zst = 0.07 and Zst = 0.5, respectively. A very good agreement between the
two model is shown for all the electric potential profiles shown in the figures. Only
minor discrepancies are present on the left hand side of the Figures 4.7a and 4.7b
corresponding to the subsaturated condition of the configuration with Zst = 0.5.
These configurations seem to be the most critical for the model in the mixture frac-
tion space since almost the entire electric potential difference applied to the flame
is absorbed outside the mixture fraction domain and in a region close to its bound-
aries. The profile of Φ is, in fact, characterized by a plateau extending from Z = 0.06
to Z = 0.7. In the region between 0.06 and the left-hand side boundary, the potential
profile has a very high curvature linking the horizontal section of the plot with the
singularity present on the boundary of the domain. Such a shape of the potential dis-
tribution is very demanding from a numerical point of view and probably requires
a particular treatment in order to be well captured by the finite difference scheme
employed in the present work. In order to preserve the generality of the numerical
representation of the system of equations described in the previous section, this so-
lution has been avoided even though it might be a subject of future research. The
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charge density solutions obtained for the subsaturated conditions (∆Φref = −0.5 kV
and −1.0 kV) of the case with Zst = 0.07 are almost completely superimposed to the
solution obtained with the detailed model. In these solutions, it is possible to rec-
ognize two positive charge peaks, one located at Z ∼ 0.07 and the second between
Z ∼ 0.12 and Z ∼ 0.16, depending on the reference voltage. The first peak is due to
the different diffusivity of the electrons with respect to the hydronium and it is coin-
cident with the reacting layer of the flame, where the radical CH is present and the
chemi-ionization process takes place. The second peak is instead due to the imposed
electric field and it is responsible for the electric potential plateau region present be-
tween Z ∼ 0.15 and the oxidizer boundary of the domain. As shown in Section 3.5.1,
these subsaturated configurations are characterized by a negative charge concentra-
tion on the oxidizer side of the flame. In the case at ∆Φref =−0.5 kV, this charge peak
happens outside the mixture fraction domain and, therefore, it cannot be captured
by the present flamelet model. The case at ∆Φref = −1.0 kV has, instead, a small
portion of the peak inside the mixture fraction boundaries, which is well captured
by the flamelet model. The only slight difference between the two models, which
can be observed in these two plots, is the slightly lower amount of positive charges
present in the case at ∆Φref =−1.0 kV computed with the flamelet model. Consider-
ing the entity of this discrepancy between the two models, the error can be attributed
to the different resolution employed in the two numerical setups. In the higher volt-
age conditions of configuration with Zst = 0.07 (∆Φref from −1.5 kV to 2.4 kV) the
match between the electric charge profiles of the two models seem to deteriorate
increasing the impinging electric field. In fact, the agreement obtained for the case
−1.5 kV is almost perfect, whereas the flamelet model predicts an increasingly lower
concentration of charges for the cases wit ∆Φref = −2.0 kV and −2.4 kV. This differ-
ence between the profiles appears to be determined by the very smooth approach of
the electric potential to the singularities present at the boundaries. In fact, in these
saturated conditions, the electric potential plot is characterized by a lower curvature
distributed in the entire computational domain. Such a curvature increases the com-
plexity associated with the determination of the boundary conditions for the electric
potential equation. Considering that the charged species transport in these condi-
tions is dominated by the electric diffusion, a small overestimation of the difference
of potential applied to the edge of the mixture fraction domain can easily lead to
a lower charged species concentration inside the domain. The subsaturated condi-
tions of the diluted case (Figures 4.7a and 4.7b) show the worst comparison between
the two models. All the three charge peaks produced by the flame are resolved in the
mixture fraction space but, unlikely the two positive charge peak described earlier,
the negative charge density present on the right-hand side of the domain is not well
captured by the flamelet model. In the configuration at ∆Φref = −0.5 kV, the nega-
tive charge concentration is located in the region of 0 ≤ Z ≤ 0.05. The proximity of
this charge peak to the electric potential singularity on the left boundary determines
a wrong estimation of the charge fluxes in the mixture fraction space. This error re-
flects on the location of the peak and on its intensity. In fact, the solution provided
by the flamelet model is characterized by a higher amount of charge located closer
to the flame position. This different amount of charge is the reason for the mismatch
in the electric potential profiles analyzed earlier. Similar condition is present in the
case at ∆Φref = −1.0 kV, where the electric charge profiles are coincident far almost
the entire mixture fraction domain with the exception of the left end of the domain
(0 ≤ Z ≤ 0.1). The agreement between the flamelet and the detailed models is re-
covered in the saturated configurations of the diluted case (∆Φref = −1.5 kV and
−2.4 kV) thanks to a better choice of the electric potential boundary conditions with
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respect to the corresponding configurations of the undiluted case.
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FIGURE 4.8: Comparison of the charged species molar fraction pro-
files obtained with the detail simulation of Chapter 3 and the flamelet

model for the configuration with Zst = 0.07.

The molar fraction profiles of all the charged species present in the mixture have
been provided in Figures 4.8 and 4.9 in order to analyze the contribution of each
species to the electric charge density profiles. The match between the two sets of re-
sults is better for the saturated regimes in the both the undiluted and diluted cases.
In fact, all the species concentration plots are almost coincident in the plots corre-
sponding to the configurations from ∆Φref = −1.5 kV to −2.4 kV for the case with
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FIGURE 4.9: Comparison of the charged species molar fraction pro-
files obtained with the detail simulation of Chapter 3 and the flamelet

model for the configuration with Zst = 0.5.

Zst = 0.07 and to the ∆Φref = −1.5 kV and −2.0 kV for the diluted case. Only minor
discrepancies are present in the H3O+ profiles for the higher voltages of the undi-
luted case, where the lower electric charge density was observed. The major dif-
ferences between the two models are observed on the oxidizer side of the flame at
0 ≤ Z ≤ 0.02 in the undiluted case and at 0 ≤ Z ≤ 0.2 in the case with Zst = 0.5. In
particular, the flamelet model in the undiluted configuration predicts higher charge
species concentrations in case with ∆Φref =−0.5 kV and−1.0 kV. Being the increase
in concentration similar for the positive and negative ions, this discrepancy was not
observable in the charge density profiles. Moreover, the magnitude of the difference
between the two sets of data increases with the intensity of the impinging electric
field, suggesting that it is related to a mismatch in the computed ion wind. Fig-
ures 4.9a and 4.9b show that, conversely with the undiluted case, the flamelet model
predicts a lower concentration of the ionized species. In fact, in these cases, the elec-
tric potential gradient in the mixture fraction space is overestimated by the reduced
order model leading to a higher ion flux at the boundary of the domain.
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4.3 Electrified S-curves

Thanks to the low computational cost of the presented reduced model, it has been
possible to start a preliminary exploration of the flamelet space including the ion-
wind effects. Such a procedure is a mandatory requirement for the formulation of
flamelet based combustion models for CFD simulations that include the effect of
the impinging electric field on the chemistry of a turbulent flame. In particular, the
chemical configurations considered in the previous section will be employed rang-
ing the stoichiometric scalar dissipation rate of the flame in its entire range of op-
erating conditions. The influence of the electric field on the χ distribution in the
mixture fraction space will be neglected in these simulations employing the scaling
in Equation (4.20). A common way of representing a set of steady flamelet solutions
is to organize them in the so-called S-curve. For flamelets in the mixture fraction
space, it is the curve constructed by plotting the value of the maximum temperature
obtained in a flamelet versus the stoichiometric scalar dissipation rate used to ob-
tain the solution. Descending the curve from the highest temperature to the lowest,
three branches can be identified [85]: a top branch that is characterized by the sta-
ble solution of the flamelet system of equations and it ranges from a null χst to its
quenching value χst,q; a middle branch that represents all the metastable solutions
of the system of the equations comprised between 0 < χst < χst,q; a lower branch
that includes all the non-reacting mixing solutions of the counterflow system. The
plots in Figure 4.10 show a zoom of the quenching region of the S-curves obtained
for the diluted and undiluted configuration in the unelectrified case and with an
applied voltage across the mixture fraction domain equal to the maximum value
tested during the comparison with the detailed model (see Table 4.1). In this way,
it has been possible to analyze the effect of an intense electric field, which leads to
electrical saturation of the flame, on the entire range of possible operating conditions
of the system. As it is shown by the curves in the figure, the neutral chemistry seems
to be unaffected by the impinging electric field, confirming the assumption made
during the formulation of the FPV models proposed for the interaction of electric
fields with diffusive flames [4, 5, 28]. In fact, the ionized species represent a minimal
part of the mixture, therefore the chemical pathways of the neutral chemistry can-
not be influenced by their flux modification induced by the electric field even on the
very sensitive metastable branch. Even though only two voltages are plotted in Fig-
ure 4.10, the sensitivity of the S-curve to the impinging electric field has been tested
for other values or voltage, reporting identical results.

Thanks to the relatively low computational cost of these simulations, it is pos-
sible to investigate the electric response of the flame to the imposed electric field.
In particular, the evolution of the electric current density (J) produced by the flame
along the S-curve computed with a constant imposed voltage in the mixture fraction
domain has been plotted in Figure 4.11. Considering the difficulties of computing
the electric diffusion velocity in the mixture fraction space and the unknown mix-
ture velocity at the boundaries, it has been decided to compute J from the integral
of the charged species production rate. In fact, considering the summation of all the
positively charged species transport equations written in integral form over the en-
tire one-dimensional computational domain, it is possible to define the ion current
density that exits a side of the burner as

J = Nae

∫ 1

0

Ns∑

i=1

Siω̇i

Wi

∣
∣
∣
∣
∣
Si>0

√
2αZ

χ
dZ. (4.21)



84 Chapter 4. Electrified flamelet model in the mixture fraction space

χst (1/s)

T
m
a
x

(K
)

10−2 10−1 1 101 102

1000

1500

2000

2500

(∆Φ)Z = 0.0 kV

(∆Φ)Z = −2.0 kV

(a) Zst = 0.07

χst (1/s)

T
m
a
x

(K
)

1 101 102 103

1000

1500

2000

2500

(∆Φ)Z = 0.0 kV

(∆Φ)Z = −1.17 kV

(b) Zst = 0.5

FIGURE 4.10: Comparison of the electrified and unelectrified S-
curves obtained for two chemical configurations.

Clearly, the calculation performed with Si < 0 produces exactly the same result be-
cause of the charge conservation principle. The three curves presented in the figures
refer to the maximum, an intermediate and the minimum value of voltage (∆Φ)Z
of the diluted and undiluted case reported in Table 4.1. All the curves presented in
the figures have the shape of closed loops. In fact, all the production rates, com-
prised those of the charged species, are null in the limit of zero scalar dissipation
rate. This condition is reached at the beginning of the upper branch and at the end
of the middle branch of the S-curve. Starting from the top of the S-curve and in-
creasing the scalar dissipation rate, initially the electric current density produced by
the flame is subjected to increase because of two reasons: the value of the reaction
rates (ω̇i) of all the species involved in the combustion is increasing because of the
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FIGURE 4.11: Evolution of the ion-current versus the stoichiomet-
ric scalar dissipation rate along the S-curve for two different applied

voltages.

increase of the strain rate of the flow; the intensity of the electric field applied to
the mixing layer increases being (∆Φ)Z constant and the value of (∆x)Z inversely
proportional to the scalar dissipation rate. This second physical phenomenon is also
the reason why the sets of data at lower voltage differ from the others in this region.
In fact, varying the applied voltage at the edges of the mixture fraction domain, it
is possible to achieve the electrical saturation of the flame (where all the sets of data
converge to the same values of current density) at different χst. For instance, the
cases with the higher voltage reach saturation very close to the null value of stoi-
chiometric scalar dissipation rate, draining all the charged species produced by the
flame. For this reason, the blue data represent the maximum envelope that these
curves can produce for a given chemical configuration. The beginning of the rising
branch of the lower voltage data sets presents a lower value of ion-current because
it corresponds to sub-saturated conditions, where the charged particles produced
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in the reacting layer are partially drained by the electric field and partially recom-
bined inside the mixture fraction domain. The decrease in temperature due to the
higher diffusive fluxes present at high χst entails a reduction of the ionization rates
inside the reacting layer of the flame. This decrease of the chemi-ionization rates
determines a maximum and a consequent decrease of the ion current density profile
along the S-curve. The very low temperatures reached by the metastable configura-
tions produced in these chemical configurations are not sufficient to activate signif-
icant chemi-ionization processes in the mixture, leading the ion-current density to
approach the horizontal axis of the plot at relatively high values of scalar dissipa-
tion rate. This reduction of the chemi-ionization processes is a further justification
of the independence of the S-curve metastable branch from the applied voltage but,
at the same time, it suggests the possibility of incurring in effects of the impinging
electric field on the S-curve in chemical configurations where the chemi-ionization
is still active in this regimes. Further instigations of this aspect will be subject of fu-
ture studies along with a more thorough description of the steady electrified flamelet
space.
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Chapter 5

Flamelet progress-variable model

The models proposed in the previous chapters (especially in Chapter 3) of the thesis
provide a very detailed description of the local mixture composition and properties
at the expense of the computational time required to solve the entire flow. In order
to extend the predictive capabilities obtained so far on simplified laboratory scale
configurations, the present chapter will provide an approach oriented to the sim-
plification of the mathematical formulation required to reproduce the effect of an
impinging electric field on a flame on complex configurations.

The objective of reducing the number of unknowns and the computational cost
required to compute a reacting flow is a classical problem in CFD community espe-
cially regarding the modeling of turbulent flames. In this context, a well-established
type of models for turbulent combustion is the flamelet based approach proposed by
Peters [83]. This approach is based on the assumptions that the Damköhler number
is sufficiently high to let the chemistry be much faster than the time scales of the flow
and that the reaction layer thickness is much smaller than the Kolmogorov length
scale, entailing that the reacting region of the flame is just wrinkled by the turbulence
and not directly affected by it. In these assumptions, the flame-front is approximated
by an ensemble of steady laminar one-dimensional flames [85]. The main advantage
of this approximation is that the one-dimensional flames can be easily computed us-
ing detailed chemistry and complex transport models in a pre-processing stage of
the calculation. Then, they can be organized in form of a functional manifold able to
provide all the mixture properties needed during the computation of the flow field
as a function of a reduced number of scalar quantities (e.g. the mixture fraction) that
are transported by the CFD solver. One of the most well-known ways of organiz-
ing the functional manifold for the mixture properties has been proposed by Pierce
and Moin [86]. They, using arguments related to the shape of the s-curves produced
by diffusive counterflow flamelets, developed a description of the flamelet space
based on the mixture fraction and on a progress-variable (a scalar which measures
the degree of completion of the combustion process), which was by the same authors
named Flamelet Progress-Variable (FPV) model.

Considering the good predictive capabilities shown by FPV models in a wide
range of cases [33, 49, 50, 72, 80, 86], the aim of the present chapter is to develop
a model for the interaction of electric field with lifted diffusive flames, completely
based on and consistent with the flamelet formulation. Such a formulation guaran-
tees the possibility of using arbitrarily complex mechanisms for both the neutral and
charged species, without any computational cost overhead. In the next sections, after
the description of the main assumptions and equations employed by the model, two
one-dimensional validation tests are presented to assess the capability of the FPV
approach to reproduce the results of the corresponding detailed chemi-ionization
mechanism; then, a two-dimensional numerical test case using two different kinetic
mechanisms is considered to assess the effectiveness of the proposed approach.
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5.1 Mathematical model

The FPV formulations rely on the definition of a number of transported scalars that,
in conjunction with an appropriate functional manifold (Equation (1.4)), are able to
represent all the mixture properties used during the integration of the flow. This
procedure allows one to avoid the solution of the mass fraction of each species at
run-time, replacing the corresponding equations with those of the defined scalars.
Being the number of scalars usually much lower than the number of species, the
number of unknowns is reduced with the consequent benefits in terms of computa-
tional cost of the simulations. The Navier–Stokes equations (Equations (2.21)-(2.22))
are, therefore, solved in their complete form using the density, the viscosity and the
electric force determined as described in the following section. The effects of buoy-
ancy on the mixture have been neglected in these calculations.

5.1.1 Chemistry model

The present approach is based on the flamelet model proposed by Fiorina et al. [32],
which uses a set of one-dimensional premixed unstrained flames for solving a de-
tailed mechanism and composing the two-dimensional manifold (Equation (1.4)).
The Equations (2.21)-(2.24), coupled with the ideal gas law (Equation (2.25)), are
used to compute the distribution of the temperature and of all the neutral and charged
species with exception to the electrons, neglecting the electro-diffusion terms. In
fact, the mass fraction of the electrons has been calculated imposing the charge neu-
trality of the mixture with the Equation (2.44). Such an approximation is used only
during these pre-processing calculations. In fact, as described in detail in the next
sub-section, the present model does not take into account the effect of the electric
field on the flamelets. This assumption allows one to simplify the model avoiding
the numerical and theoretical complexity of a functional mapping that involves the
local electric field strength and direction but, at the same time, determines some lim-
itations in the applied electric field intensity as properly discussed in the following.

Defining the mixture fraction using definition proposed by Williams [114] and
the progress-variable as the linear combination of the mass fractions of the main
combustion products, it is possible to embed the entire combustion process in a func-
tional manifold. This manifold is populated using premixed unstrained flamelet
solutions for a wide range of equivalence ratio and considering the mixture frac-
tion and the progress-variable as independent variables. Therefore, only these two
quantities are transported through the computational domain solving the following
equations together with Equations (2.21) and (2.22):

∂ρZ

∂t
+∇ · (ρuZ) = ∇ · (ραZ∇Z), (5.1)

∂ρC

∂t
+∇ · (ρuC) = ∇ · (ραC∇C) + ρω̇C . (5.2)

The Lewis number for these two scalars is assumed to be equal to one leading to
αC = αZ = λ/(ρcp); this quantity is computed and stored in a two-dimensional
chem-table along with the chemical source term of the progress-variable, ω̇C , the
mixture density and viscosity.
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5.1.2 Charged species transport model

The proposed model for charge transport is based on the assumption that the pres-
ence of the electric field does not affect the combustion process of the neutral species.
This assumption, which is corroborated by the results shown in Section 4.3, is valid
only when the applied electric field is weak enough not to activate non-thermal
phenomena due to the presence of free-electrons and when ionized species mass
fractions are much smaller than combustion radical ones. On the other hand, this
hypothesis strongly simplifies the model, reducing the dimensions of the needed
functional manifold, with obvious advantages in terms of computational cost and
memory footprint. Moreover, the use of the low-Mach-number formulation of the
Navier–Stokes equations has forced to neglect all the effects of the applied electric
field on the energy of the system. This assumption is reasonable considering the low
ion currents developed in the domain, which would lead to a negligible heating due
to the Joule effect. Furthermore, the low amount of charges produced in the flame by
chemi-ionization with respect to the neutral species implies that the enthalpy fluxes
activated by the electric field would have only a minor effect of the total enthalpy of
the system.

Since cations and anions move in opposite directions, when exposed to an elec-
tric field, at least two scalar quantities are necessary in order to predict the distribu-
tion of positive and negative charges in the domain. Using an approach similar to
the definition of the progress-variable, we have employed the two quantities P and
M , defined as

P = eNa

Ns∑

i=1

SiYi
Wi

∣
∣
∣
∣
∣
Si>0

(5.3)

and

M = −eNa

Ns∑

i=1

SiYi
Wi

∣
∣
∣
∣
∣
Si<0

. (5.4)

Being P and M linear combinations of species mass fractions, their transport equa-
tions read

∂ρP

∂t
+∇ · (ρuP + ρkPEP ) = ∇ · (ραP∇P ) + ρ ω̇P (5.5)

and
∂ρM

∂t
+∇ · (ρuM − ρkMEM) = ∇ · (ραM∇M) + ρ ω̇M . (5.6)

The additional advective term is due to the force applied by the electric field on
the charged particles and it takes into account the different mobility of the species.
The mobility of the drifting scalars is modeled using the following mass weighted-
average:

kP =

Ns∑

i=1

SiYiki
Wi

∣
∣
∣
∣
∣
Si>0

Ns∑

i=1

SiYi
Wi

∣
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∣
Si>0

(5.7)
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and

kM =

Ns∑

i=1

SiYiki
Wi

∣
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∣
Si<0

Ns∑

i=1

SiYi
Wi

∣
∣
∣
∣
∣
Si<0

. (5.8)

These two expressions are ill-defined far from the flame-front, where the charged
species mass fractions, computed in the flamelet environment, are zero; moreover,
imposing weak electric fields, the modification of the ions spatial distribution is very
small far from the flame-front. For this reason, when the sum of the charged species
molar fractions (either positive or negative) is lower than 10−30, kP/M are evalu-
ated as the arithmetical average of the species mobility. As proposed by Fialkov
[31], 10−4m2/(V s) has been retained as the mobility of heavy cations and anions,
whereas the electron mobility has been estimated as 1.868× 10−2m2/(V s) using the
formula proposed by Belhi et al. [5]. As already pointed out in literature, this value
is less accurate than the estimate of Bisetti and El Morsli [8], but it ensures a lower
computational cost reducing the electron velocity through the domain. With the aim
of evaluating the prediction capability of the formulated reduced FPV model, in the
absence of detailed experimental data, this approximation appeared appropriate; in
fact, the computational burden associated with the adoption of a more accurate and
complex mobility model, leading to higher mobility values, would not have any sig-
nificant information to the present work. The evaluation of the result sensitivity to
the accuracy of the mobility model of cations, anions and electrons is highly relevant
but it is beyond the scope of the present work and is deferred to future studies.

The same averaging procedure has been applied to predict the diffusivity of the
two scalars, P and M . The diffusivity of the heavy charged species has been set
equal to that of their corresponding neutral, whereas the Einstein relationship (Equa-
tion (2.41)) is used to model the electron diffusion coefficients. When the average op-
erator is ill-defined, the drifting scalar diffusivity has been approximated with the
thermal diffusivity.

The present model neglects the influence of the electric field on the combustion
process. This is acceptable for weak electric fields; however, particular attention
must be paid to the evaluation of the production terms of P andM , being the recom-
bination process of the charges strongly dependent on the local charge balance [43].
In fact, computing these terms as a simple linear combination of the production rates
of the corresponding species can lead to large errors in the prediction of the charge
distributions. This is due to the presence of the electric drift in Equations (5.5) and
(5.6) which renders the transport of these scalars very different from the conditions
considered in the flamelet environment. In fact, the ion-wind is not taken into ac-
count when generating the flamelet chem-table, since the steady flamelet equations
are solved neglecting the coupling with the electric field and its interaction with the
charged species; therefore, in order to be consistent with the manifold used for all the
other terms, it is necessary to define an appropriate scaling for the two production
rates (ω̇P and ω̇M ), taking into account the concentration of positive and negative
charges computed at run-time. The scaling used here is inspired by the work of
Ihme and Pitsch [48] about the prediction of nitric oxide concentration using an FPV
model.

The general model reaction for the production/depletion of ions has the form:

R′ + R′′ + ... ⇀↽ P+ + P− + P ′ + ... (5.9)



5.1. Mathematical model 91

where several neutral species (R′, R′′, . . . ) react to produce positively and negatively
charged particles (P+ and P−) as well as other neutrals (P ′, . . . ). From now on, the
procedure will be explained for a reaction where the forward direction produces the
ions and backward direction consumes them. It is trivial to extend this procedure to
reactions where only one direction is allowed. The charge transfer reactions are not
considered in the procedure because they do not lead to a change in the total positive
or negative charge, but only to a change of the mixture composition. The forward
reaction rate will always depend on the fluid properties and on the concentrations
of the neutral species. Therefore, under the assumption that the electric field does
not have any effect on the neutral chemistry, the forward reaction rate can be kept
constant for all the P and M values. A positive production term of the charges for
the j-th reaction is defined as

ω̇+
j = eNaKfr,jnc, (5.10)

where Kfr,j is the forward reaction rate of the j-th reaction and nc is the number of
cations or anions produced by the reaction. For the conservation of charges, Equa-
tion (5.10) can be applied to cations or anions, indifferently. The negative production
term for the j-th reaction can be defined in a similar way,

ω̇−
j = −eNaKbr,jnc, (5.11)

where Kbr,j is the backward reaction rate of the j-th reaction and nc is the number
of cations or anions consumed by the reaction. The backward reaction rate depends
on the fluid properties and on the concentrations of the products of the reaction. In
particular, unlike the forward one, the backward reaction rate is strongly influenced
by the imposition of an external electric field. For this reason, in order to take into
account the real distribution of charges in the domain, assuming a first order kinetics
for the charges, a linear scaling is imposed to the negative production rate, leading
to the following definition of the production terms:

ω̇P = ω̇M =

Nr∑

j=1

ω̇+
j +

Nr∑

j=1

ω̇−
j

(P )FPV (M)FPV
PM. (5.12)

In the equation above, Nr is the number of reactions involving a production or a
consumption of charges. Moreover, the summations are precomputed and stored
in the chem-table, along with: the P and M quantities obtained by the solution of
the steady flamelet equation and indicated with subscript “(·)FPV ” (to distinguish
them from the runtime values); kP and kM ; αP and αM . Equation (5.12) ensures, by
construction, that both scalars will have exactly the same production rate, enforcing
the conservation of charge principle.

Using the described model it is possible to evaluate the local electric charge den-
sity of the fluid mixture as

ρq = ρ(P −M), (5.13)

which can then be used in the Gauss law (Equation (2.26)). Finally, the electric force
term that is considered in the momentum conservation equation (Equation (2.22))
can be easily computed as ρ(P −M)E.
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5.2 Numerical Procedure

The low-Mach-number Navier–Stokes equations together with the transport equa-
tions of the combustion model are solved by the semi-implicit fractional-step method
proposed by Shunn et al. [97]. A Poisson equation for the pressure is obtained by
a projection step to achieve a consistent discretization of the momentum equation.
The computational domain is discretized by an unstructured grid employing a lin-
ear reconstruction of the variable inside each cell to evaluate spatial gradients. The
resulting spatial discretization is second-order accurate with low numerical dissipa-
tion. As pointed out by Sommerer and Kushner [99] and more recently by Belhi et al.
[5], the high drift velocity developed by the ions, even when exposed to weak electric
fields, increases the stiffness of the problem requiring a time-step much smaller than
that needed to advance the Navier–Stokes equations in time. In fact, the Courant–
Friedrichs–Lewy (CFL) condition for the kth drifting scalar is reformulated to pro-
vide the integration time-step (∆t) as

CFLk = max
1≤j≤ncv







∆t

nf,j∑

i=1

|(ui + kkEi) · niSi|

Vj






, (5.14)

where: Vj is the grid cell volume; ncv is the number of cell in the computational
domain; nf,j is the number of faces for the jth control volume; ni is the unit nor-
mal to the ith face; Si is the ith face surface area; ui and Ei are the flow velocity
and the electric field computed on the i-th face; kk is the mobility of the kth drifting
scalar. Since electron mobility is orders of magnitude higher than that of other ion-
ized species, the time-step will be always limited by the scalar that represents the
negative charges. In order to optimize the computational effort needed by the nu-
merical procedure, a nested time discretization is combined with the fractional step
for advancing the drifting scalars (P and M ) and the electric potential, imposing a
target CFL condition for the drifting scalars. In particular, the nested time proce-
dure consists in subdividing the time step used to integrate the flow and chemistry
equations into a number of steps calculated in order to guarantee the stability of the
stiff charged species transport model, namely, Equations (5.5), (5.6) and (2.16). The
fluid and scalar properties needed for the solution of these equations are linearly
interpolated at the solution time.

5.3 1D verification of the method

In order to verify the correct implementation of the model in our CFD solver and
to provide a first validation of the present approach, we have computed the two
flamelet solutions provided in Section 2.3.2 with the proposed FPV approach. Even
though this may seem a trivial test case, it requires that the production rates, the dif-
fusive fluxes as well as the drift induced by the electric field have to be well resolved
in order to obtain a good agreement between the results of the FlameMaster code
and of the CFD solver.

The CFD solution has been obtained using a one-dimensional grid composed
of 3001 nodes evenly distributed over a total length of 40mm. Dirichlet conditions
have been imposed at the first left point of the computational domain, enforcing the
laminar planar flame speed, the mixture fraction relative to the case at φ = 1 and the
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FIGURE 5.1: Comparison of the unstrained premixed flamelet solu-
tion at φ = 1 obtained using the FlameMaster code and the proposed
model considering mechanism “A”. Symbols represent the profiles
of P ( ) and temperature ( ), computed using the detailed chemistry.
The dashed and solid lines correspond to the solutions obtained with

our CFD code.

progress-variable equal to zero. The concentration of positive and negative ions has
also been set to zero at this point, considering that this configuration should not pro-
duce any ion-flux. Moreover, the large distance considered between the inlet plane
and the flame-front (about 1.6mm) ensures the suitability of this assumption. In fact,
it has been verified that the profiles of positive and negative charges concentration
reach zero at a large distance from the inlet (about 1.5mm as shown in Figures 5.1
and 5.2), entailing that the boundary condition is not influencing their fluxes in the
domain. A convective outlet condition has been imposed at the last right point of
the computational domain for the velocity and all the scalars.

Figures 5.1 and 5.2 show the results obtained for the mechanism “A” and “B”,
respectively. In both cases, the solutions obtained by the FPV approach have been
compared with those computed by the FlameMaster code. It is noteworthy that,
unlike the FPV-CFD solver, the FlameMaster simulations are performed consider-
ing the fully coupled detailed chemistry but enforcing the electrical neutrality of
the mixture and therefore without solving the generated electric field. There is an
excellent agreement between the profiles of both temperature and positive charge
density for the two simulations of each case. Only tiny differences, which can be at-
tributed to the charge transport computed by the FPV-CFD solver, can be seen on the
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FIGURE 5.2: Comparison of the unstrained premixed flamelet solu-
tion at φ = 1 obtained using the FlameMaster code and the presented
model considering the mechanism “B”. Symbols represent the pro-
files of P ( ) and temperature ( ), computed using the detailed chem-
istry. The dashed and solid lines correspond to the solutions obtained

with our CFD code.

charges profile for both cases. This result was expected considering the small effect
of the auto-generated electric field and constitutes a first validation of the proposed
model.

5.4 Validation for burner-stabilized flame

A further one-dimensional test case has been performed to compare the results of the
present reduced order model with those obtained employing a detailed description
of the phenomenon in a configuration where the flame interacts with an imposed
electric field. The test case has been carried out in the well-known configuration
presented by Speelman et al. [100] and consists of a premixed one-dimensional flame
produced by a cylindrical heat-flux stabilized burner, whose deck area is 7.069 cm2.
A mixture of methane and air at φ = 1 is injected with the laminar flame speed of
the same mixture at 298K and 1 atm, whereas the temperature of the burner is kept
at 350K. An external electric field is imposed using two electrodes, one positioned
at the injection point of the mixture and the other 1 cm downstream.

The computations employing the detailed chemi-ionization mechanism have been
performed using the code FlameMaster [87] modified in order to solve the Poisson
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FIGURE 5.3: Results obtained for the test case of Speelman et al. [100]
with the detailed model (continuous line) and reduced order model

(symbols).

equation for the local electric potential and to account for the electric diffusion of the
charged species. The resulting computational tool is very similar to that proposed by
Speelman et al. [100] except for the numerical discretization of the differential equa-
tions and for the molecular diffusion model employed. In fact, FlameMaster [87] em-
ploys a central finite difference representation instead of the upwind finite-volume
method used by Speelman et al. [100] and the diffusion model of Ern and Gio-
vangigli [30] is substituted with that described in the Section 2.2. Since the tabulated
approach, used in the present work to describe the chemistry, is not able to cor-
rectly predict heat transfer phenomena, it has been decided to perform the reduced
order model simulations solving only the equations presented in the Section 5.1.2.
The data needed by the equations of the charged species have been extracted by a
flamelet calculation performed in by the FlameMaster code [87] imposing the electri-
cal neutrality of the system. This procedure provides exactly the same data needed
for the solution of the P and M equations as if they were interpolated from a table
produced with the procedure described in Section 5.1.1 but avoids the limitations
imposed by the use of a tabulated chemistry approach.

In order to keep the formulation consistent with the rest of the chapter and to
reduce the computational cost of this validation, we employ the same values of the
mobility described in Section 5.1.2 for both computational approaches. For this rea-
son, the numerical results obtained will not be comparable with the experimental
results of Speelman et al. [100].

Figure 5.3 shows the electric current produced by the system versus the applied
voltage obtained using the detailed and reduced order model in conjunction with
the mechanism “A” and “B”. As expected the values of current measured with these
simulations is much lower than that presented by Speelman et al. [100]. Such a
mismatch is only due to the reduced mobility of the ions. Moreover, the reduced
effect of the electric field on the charged species prevents the onset of the saturation
on the flame. Apart from this point, the match of the two sets of data is satisfactory
for both the mechanisms and particularly relevant for the performance of the model:
it ensures that the reduced model is able to reproduce the results of the detailed
mechanism it has been built on.
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TABLE 5.1: Diffusive methane/air flame main parameters.

Parameters Fuel flow Oxidizer flow

Temperature (K) 300 300
Composition XCH4

= 1 XO2
= 0.21, XN2

= 0.79
Mean/Free-stream velocity (m/s) 4 0.8

Velocity profile Poiseuille Blasius (Lup = 3.5mm)

Stoichiometric flame velocity (uflst ) 0.38m/s
Stoichiometric mixture fraction (Zst) 5.4× 10−2

influenced by the presence of the electrodes.

5.6 Numerical setup

The computational domain used for all the calculations coincides with the portion
of the combustion chamber located between the electrodes (Figure 5.4). This choice
derives from a trade-off between the accuracy of the prediction and the number
of points needed for the simulation. In fact, a longer domain would guarantee re-
duced influence of the outlet boundary condition on the flame, but also an increase
in the number of grid points. Moreover, the chosen configuration ensures a straight-
forward specification of the boundary condition at the downstream electrode. The
two-dimensional computational grid has been generated starting from a structured
grid made of 1282 uniformly distributed points. An homothetic refinement proce-
dure has led to a mesh of about 2.4× 105 quadrilateral cells clustered in the flame
region. The obtained grid spacing has a minimum value of about 4× 10−2mm next
to the center line of the chamber and smoothly increases going toward the sides of
the domain.

Dirichlet boundary conditions have been imposed at the inlet points for the fluid
velocity, mixture fraction and progress-variable. A no-slip condition has been ap-
plied to the fuel nozzle lip, whereas the sides of the domain have been considered
as inviscid walls. Standard convective boundary condition for the flow velocity has
been imposed at the downstream outlet points. The effect of buoyancy has been
neglected.

The electrodes have been modeled by a Dirichlet boundary condition for the
Gauss equation and alternatively using Neumann or Dirichlet boundary conditions
for P and M . In the particular electrical configuration considered here, for the
cathode (negative pole, being this a power consuming device), the Dirichlet con-
dition is applied to the negative charges (M = 0), which are repelled by the sur-
face, and the Neumann condition is applied to the positive charges (∇P · n = 0),
which are attracted by the surface. Concerning the anode, the numerical boundary
conditions are the opposite. However, since the flow outlet section intercepts the
flame, the charged particles are always present in this section and the Dirichlet con-
dition would cause numerical instabilities. For this reason, the zero normal gradient
boundary condition for the charges has been imposed at the outlet points both for
an anode or a cathode.

The flamelet profiles have been computed by the code FlameMaster V3.3.10 [87]
using 1000 unevenly spaced grid points; the output data are organized in a chemical
look-up table.
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FIGURE 5.5: Comparison of temperature fields (expressed in K) in
the cases without charge transport for the mechanism “A” (left) and
mechanism “B” (right). The dot-dashed line is the iso-line at C =
5× 10−3; the dashed line is the stoichiometric iso-line location; the
continuous line is the contour at ux = uflst = 0.38m/s; the dot-dot-

dashed line is the symmetry axis.

5.7 Results

This section provides the analysis of the flame structure corresponding to different
applied voltages, including the configuration without any imposed electric field.
An important feature of the flame structure is the flame-tip position, which is here
defined as the first point where C reaches the value of 5× 10−3 on the stoichiometric
mixture fraction iso-line.

In the next sub-section, the flame configuration computed without charges trans-
port model is discussed, being taken as baseline configuration. Afterwards, the effect
of an applied continuous voltage on the flame-tip position will be presented analyz-
ing the new equilibrium configurations. In order to further study the local behavior
of the flame immersed in an electric field, the analysis of the electric potential and
mixture charge will be performed in the steady configuration of each value of the
applied voltage.

5.7.1 Simulations without charge transport model

For both chemical mechanisms considered in this work, these simulations have been
initialized using a zero velocity flow-field. A first computation has been performed
to determine the steady solution for the non-reactive flow. Then, the flame has been
ignited imposing the maximum physical value of the progress-variable (based on
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the local Z value) and a second simulation has been performed in order to reach the
steady configuration.

For both mechanisms, the flame is symmetric from the ignition time to the sta-
bilization, which is reached in about 1.5 s. Figure 5.5 shows the temperature con-
tours computed using mechanisms “A” (on the left-hand side) and “B” (on the right-
hand side). The two mechanisms predict the same flame configuration, proving the
marginal influence of the chemi-ionization mechanism on the combustion process.
The baseline lift-off height measured in both cases is x0 = 6.97mm (about 3.5 `),
whereas the spanwise position of the flame tip is y0 = 1.90mm (about 0.95 `). Both
these data are in good agreement with the results of Belhi et al. [5]. The difference
between the present test and that in literature is the shape of the injection velocity
profile of the co-flow. The position of the flame seems remarkably influenced by this
boundary condition, in fact, the flame is easily blown-off or shifted toward the fuel
nozzle slightly changing the upstream length of the plate for the Blasius profile.

It is noteworthy that both solutions show the well-known reduction of the mix-
ture velocity in the upstream region of the flame as described by many authors in
the literature [29, 89, 93]. This phenomenon, together with the shape of the veloc-
ity profiles imposed at the inlet sections, determines the point of stabilization of the
flame in a flow with an average velocity higher than the laminar planar flame speed.

5.7.2 Flame-tip steady position for voltage imposition

Once the steady configuration of the flame has been obtained without considering
charge transport phenomena, a series of simulations has been run for both mech-
anisms varying the voltage applied to the flame. Two sets of twelve simulations
have been performed changing the applied voltage in the range between −750V
and 1250V. This range has been chosen considering the attachment voltages pre-
dicted by Belhi et al. [5] and the limitations posed by the employed central finite
difference scheme. A step of 125V has been used as sample interval for the negative
polarity cases, whereas the positive polarity has been sampled by a 250V interval.
The smaller sample interval employed for the negative polarity has been chosen in
order to capture the sharper attachment of the flame expected in this configuration.

The streamwise (x/x0) and spanwise (y/y0) non-dimensional coordinates of the
flame-tip at steady-state are plotted in Figure 5.6 versus the applied voltage, x0, y0
being the streamwise and spanwise coordinates of the flame-tip for ∆Φ = 0V. For
consistency, it has been verified that the flame-tip position does not change when the
charge transport model is employed and no voltage is imposed. On the other hand,
as shown in the figure, both the positive and negative polarities lead to a reduction
of the flame-tip lift-off height. In the unattached cases, the new equilibrium point is
reached when the force due to the electric field is balanced by the higher momentum
of the flow next to the injection region. Because of this mechanism, the flame will
eventually attach to the upstream electrode when the flow momentum is not strong
enough to counteract the electric force. In this context, it is evident the importance of
the injection velocity profiles of both the co-flow and fuel jet, as well as of the nozzle
lip thickness. It is noteworthy that the present model is not adequate to reproduce
quasi-attached configurations because of the strong electric field generated between
the flame and the electrode. The electric field intensities predicted in these config-
urations would definitely activate non-thermal processes and probably lead to the
electrical breakdown of the mixture. Moreover, the high strain of the flow and the
possible heat flux through the fuel nozzle would make the present chemical model
inadequate to describe the combustion process in these configurations.
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FIGURE 5.6: Flame-tip steady position in the streamwise and span-
wise directions expressed as fraction of the reference position for

mechanism “A” ( ) and mechanism “B” ( ).

Figure 5.6a shows that both the chemical set of reactions predict the attachment
of the flame to the upstream electrode at ∆Φ = 750V for the positive polarity. In par-
ticular, the right-hand sides of the two graphs are almost identical because the two
considered chemical mechanisms produce a similar quantity of positive ions with
the same transport properties, exchanging the same momentum with the incoming
flow. The branches of the graph related to the negative polarities (left-hand side
of the graphs) show a completely different behavior for each mechanism. In fact,
the flames computed with the mechanism “A” are less responsive to the applied
voltage, if compared with the positive polarity cases, and do not achieve the attach-
ment to the upstream electrode in the considered voltage range. On the other hand,
mechanism “B” provides flames which are continuously closer to the upstream elec-
trode and predicts an attachment of the flame-tip between ∆Φ = −375V and ∆Φ =
−500V. Such a difference, commonly called “diodic effect”, has been already ob-
served in the literature [117]. The difference in the shape of the plotted graphs is
due to the different nature of the ions produced by the two mechanisms. The pres-
ence of the anions in the upstream part of the flame, predicted by mechanism “B”
as shown in Figure 2.2, is responsible for the stronger attraction of the flame by the
upstream electrode in the cases with negative polarity. Firstly, the heavy anions are
more effective than the electrons in reducing the flow momentum, thanks to their
lower mobility [43]. Then, the formation of anions inhibits the recombination of the
electrons with the cations through the mechanism described in Section 2.3.2, gener-
ating a larger region of negatively charged mixture, as described by Belhi et al. [5].
On the other hand, mechanism “A” produces only electrons, which are lighter than
the cations and, therefore, less effective in reducing the momentum of the incoming
flow.

Figure 5.6b shows the spanwise non-dimensional coordinate of the flame-tip for
all the tested configurations. The behavior of both mechanisms is very similar to
that of the streamwise position plots, except that it appears to be less affected by
the applied voltage. The cause of this difference is that the applied electric field is



5.7. Results 101

mainly aligned with the flow direction with only minor deviations close to the flame-
tip due to the flame curvature. The displacement toward the center of the flame-tip
is, therefore, due to the shape of the stoichiometric mixture fraction iso-line shown
in Figure 5.5.

The results shown here are in good agreement with the findings of Belhi et al. [5],
considering the high sensitivity of this kind of system to the modeling assumptions
and numerical setup. Regarding the positive polarity, the available calculations [5]
show an attachment of the flame at 1250V. This value is rather higher than those
found in the present results, but this difference is probably due to a different injec-
tion profile of the co-flow. Furthermore, analyzing the negative polarity branches of
the graph, it is possible to find a substantial agreement of the flame position com-
puted using both the considered chemical mechanisms. In fact, the sharp attachment
achieved with the mechanism “B” and the high distance of the flame from the nozzle
predicted with the mechanism “A” reduce the influence of the inlet injection profile
uncertainty on the flame position. Although the very good agreement obtained in
the validation in Section 5.4 suggests that the assumptions made for evaluating the
transport properties and reaction terms of the drifting scalars are appropriate, an-
other source of discrepancy between the present results and those of Belhi et al. [5]
can still be in the use of Equations (5.7), (5.8) and (5.12) when the model is employed
for more complex configurations. Unfortunately, the impossibility of isolating these
two sources of error and the lack of experimental data on this case make further
analyses unfeasible at the present time.

5.7.3 Electric potential distribution

As expected and described in the previous section, the introduction of the electrical
model does not have any influence on the flame configuration when no electric volt-
age is imposed, but this case is interesting because of the ability of the present model
to reproduce the electric field generated by the flame. In fact, the large difference in
diffusivity between the heavy charged particles and the electrons, which are pro-
duced in the reaction region of the flame, leads to a charge unbalance reducing the
number of anions in this zone. This mixture polarization generates an electric field
pointing away from the flame and inducing a drift velocity of the electrons which
counteracts their diffusive flux. The electric potential field is shown in Figure 5.7
for the region surrounding the flame. This generated electric field is too weak to
influence the fluid dynamics producing a negligible force, and, for this reason, it is
usually neglected in combustion simulations. On the other hand, this phenomenon
is widely used in various types of combustion chambers in order to monitor the
behavior of the flame with ion-sensors.

Mechanism “B” predicts a slightly lower electric potential difference, whose mag-
nitude is 0.6V, and it is concentrated in the reacting region. On the other hand, the
high potential region computed with mechanism “A” is larger and more intense (the
total difference of potential is about 1.2V). Both predicted values are in good agree-
ment with the measurements available in literature obtained by ion-sensors [1, 68,
75].

The contour plots provided in Figure 5.8 show the distribution of electric poten-
tial in the entire computational domain for two values of applied voltage with oppo-
site polarity, 500V and −375V, for both chemical mechanisms. In both graphs, the
flame creates a region with constant electric potential between the flame-front and
the downstream electrode, highlighting the importance of modeling the interaction
of the flame with the electric field. The extension of this region is determined by
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FIGURE 5.7: Comparison of electric potential field (expressed in V) in
the cases at ∆Φ = 0V for the mechanism “A” (left) and mechanism

“B” (right). The iso-lines are defined as in Figure 5.5.

the ability of the flame to produce a large amount of charges in its reacting layer. In
fact, in a steady condition, the charges are usually depleted at a rate close to the pro-
duction rate and the difference between the two rates is equal to the advective and
diffusive fluxes. When the electric field induces a displacement on the charges distri-
bution, they move in opposite direction locally reducing their consumption rate. The
equilibrium point is reached either when the charge separation is sufficient to absorb
the imposed voltage or when the maximum amount of charges is produced by the
flame. In both the presented cases, the steady configuration is obtained through the
first configuration, being the flame sub-saturated. The electric potential distribution,
shown in the contour plot, entails that the electric field intensity is higher in the re-
gion between the flame-tip and the upstream electrode and highlights the need of
considering the mixture charge in the Gauss equation (Equation (2.16)). Moreover,
this modification of the electric potential field by the flame strongly affects the con-
vective movement of the charges. In fact, their distribution is marginally affected
in the diffusive region of the flame and, instead, strongly modified in the premixed
part of the triple flame.

Figure 5.9 shows a plot of the value of the electric potential measured at the
flame-tip position versus the applied voltage for mechanisms “A” and “B”. The plot-
ted line is almost coincident with the bisector for all the lifted flame configurations
of both polarities. The line sharply deviates from the bisector when the flame at-
taches to the upstream electrode and the kinetics of the ions becomes more complex
and not suitable to be predicted by the present model. The largest difference be-
tween the flame-tip voltage and the imposed one for an unattached flame is in the
region between −500V and −750V for mechanism “A”. The smooth but consistent
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FIGURE 5.8: Electric potential contour plots (expressed in V) in the
flame-front region at two different imposed voltage difference. Re-
sults for mechanism “A” are on the left and for mechanism “B” on

the right of each picture. The iso-lines are defined as in Figure 5.5.

deviation from the bisector suggests an incipient electrical saturation of the flame.
Figure 5.9 also explains why the streamwise and spanwise position of the flame-

tip exhibit a parabolic scaling for both simulation set (see Figures 5.6a and 5.6b).
This result is in good agreement with the results present in literature. This non-
linearity is due to the increasing polarization of the flame, which experiences a larger
charge separation in order to absorb the rising difference of potential, as shown in
Figure 5.9. In fact, the larger charges separation over the flame-front region, in con-
junction with the increased difference of potential, leads to the mentioned quadratic
scaling of the equilibrium point position between the flow momentum and the elec-
tric force.

5.7.4 Charge repartition and local electric field

Figure 5.10 shows the charge distribution in the surroundings of the flame tip at both
−375V and 500V. The four combinations of mechanisms and polarities predict two
charge concentration regions, one next to the C iso-line and the other located further
downstream in the reaction layer. The first charge peak is due to modification of the
ionized species distribution caused by the presence of the electric field. In fact, the
sign of this peak is a direct consequence of the applied field polarity, being positive
in the positive polarity case and negative in the other. The second peak of charge,
which is positive in all the four cases examined here, coincides with the region of
the flame where the charges are produced and it is due to the high diffusivity of the
electrons. In fact, such a charge peak is responsible for the electric field generated
by the flame and described in the previous sub-sections (Figure 5.7). Its effect on the
electric potential field is not visible in the contour plots relative to the present cases
(Figure 5.8), being the magnitude of the generated potential much weaker than the
applied voltage.
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FIGURE 5.9: Flame-tip electric potential for mechanism “A” ( ) and
mechanism “B” ( ). The bisector is plotted as ( ).

In the positive polarity case, both the fields of the Figure 5.8b show similar
charged areas along the C iso-line, but the calculations performed with the mech-
anisms “A” are characterized by a higher and more elongated peak. On the other
hand, the solution obtained with the mechanisms “B” has two additional small
charge concentration regions, located between the C iso-line and the reacting re-
gion. These differences between the two mechanisms are ascribable to the higher
charges mobility of the mechanism “A”, which contains only electrons as negatively
charged species. The higher negative mobility induces a higher mixture polariza-
tion localized in the upstream part of the flame-front. Regarding mechanism “B”,
the presence of heavy ions in the mixture, which modify the local transport proper-
ties of the scalar M , entails more complicated equilibrium points for the distribution
of the electrical quantities.

In the negative polarity case (Figure 5.8a), mechanism “B” predicts a higher peak
due to the electric field induced charges transport. The diametrical behavior of the
two mechanisms with respect to the positive polarity is due to the already described
effect of the heavy anions (present in the upstream part of the flame) that inhibit
the recombination of the electrons and therefore cause an anion concentration. The
shape of this concentration and its location are in good agreement with the contour
plots shown by Belhi et al. [5] in his Figure 11. This phenomenon is responsible for
the stronger influence of the imposed electric field on the flame position for this type
of polarity.
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FIGURE 5.10: Electric charge density contour plots (expressed in
mC/m3) for two imposed voltage difference. The vectors represent
the electric force exchanged with the fluid mixture. Results for mech-
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panel. The iso-lines are defined as in Figure 5.5.

5.8 Computational cost of the simulations

Formulating an effective model, besides its accuracy one has to put particular at-
tention in enhancing its efficiency and its affordability. In fact, the reduction of the
computational cost of this kind of simulations is a mandatory requirement for an-
alyzing complex flows in the future. For this reason, a comparison of the average
wall-time needed per time-step has been carried-out for each simulation done in
this work. When mechanism “A” is used, the computational cost of the present ap-
proach is comparable with the performance of the model proposed by Belhi et al.
[4]. Mechanism “B” instead provides a completely different behavior of the model
because of the introduction of the averaged properties of the scalars.

All the simulations were run on two Xeon 10-core E5-2660v3 (2.6GHz) proces-
sors without hyper-threading arranged on a single node. The time-step for the inner
iterations has been evaluated using the CFL number based on the advection of the
negative charges (CFLM ), which has been set to 3.5 for all the simulations. The
outer advancement step has been kept constant and equal to 5× 10−6 s for all the
simulations (corresponding to a CFL number of about 2.5 based on the flow veloc-
ity). The results of the comparison are reported in Table 5.2 for each combination of
applied voltage and kinetic mechanisms.

Analyzing the data in Table 5.2, it is clear the large speedup obtained employing
the present model in conjunction with mechanism “B”. The best cases (where the
speedup is close to 40) are those where an external voltage is applied and where the
flame is not collapsed on the upstream electrode. Such a large difference is due to
the reduction of the advection velocity of the scalar M in the regions far from the
flame. This reduction of drift velocity is entailed by the averaging process on the
scalar mobility.



106 Chapter 5. Flamelet progress-variable model

y (mm)

x
(m

m
)

-8 -4 0 4 8
0

5

10

15

20
20 40 60 80

(a) ∆Φ = −375V x direction

y (mm)

x
(m

m
)

-8 -4 0 4 8
0

5

10

15

20
-100 -50 0

(b) ∆Φ = 500V x direction

y (mm)

x
(m

m
)

-8 -4 0 4 8
0

5

10

15

20
-15 0 15

(c) ∆Φ = −375V y direction

y (mm)

x
(m

m
)

-8 -4 0 4 8
0

5

10

15

20
-20 0 20

(d) ∆Φ = 500V y direction

FIGURE 5.11: Electric field intensity projected along the x (a-b figures)
and y (c-d figures) directions (expressed in kV/m) at two different
imposed voltage. Results for mechanism “A” and for mechanism “B”
are shown on the left and right hand-side of each picture, respectively.

The iso-lines are defined as in Figure 5.5.

For this reason, the time per step measured in the case without any applied volt-
age is almost identical for the two mechanisms. In this case, the region where the
electric field reaches its higher intensity coincides with the flame, where the mo-
bilities of P and M are computed using the species distributions obtained by the
flamelet equations. Being the distribution predicted by the flamelets very similar to
those predicted by the CFD simulation, the drift velocity computed for the scalar
M does not change with the ionization mechanism. As consequence, the number of
inner time-steps needed by both mechanisms is almost the same (about 5).

On the other hand, when an external voltage is applied, the maximum electric
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TABLE 5.2: Computational cost of the simulations with FPV model
per flow time-step.

Voltage (V) Mech. “A” (s) Mech. “B” (s) Speedup

−750 111.26 17.12 6.50
−625 93.15 14.91 6.25
−500 71.86 7.69 9.34
−375 55.90 1.36 41.16
−250 39.72 1.36 29.08
−125 26.96 0.95 28.25
0 5.29 5.26 1.01

250 37.16 1.33 28.01
500 79.90 1.79 44.61
750 123.75 15.25 8.11
1000 177.23 22.67 7.82
1250 256.91 32.67 7.86

field intensity is going to be placed next to the upstream electrode, as shown in Fig-
ure 5.11, where no charges are present especially in the weak voltage cases. In this
region, mechanism “A” computes the drift velocity of the scalar M using the mo-
bility of the electrons. On the other hand, mechanism “B” uses an arithmetically
averaged mobility which is two orders of magnitude lower than the electron mobil-
ity. In the second case, the drift velocity computed for the anions is much lower and,
therefore, the set-up employing mechanism “A” experience a most restrictive time
advancement condition. Accordingly, the solver is forced to perform a larger num-
ber of inner time-steps (for a ∆Φ = 500V the simulations with the mechanism “A”
and “B” require about 200 and 5 inner time-steps, respectively). Since the number
of operations performed per inner time-steps is the same regardless the complex-
ity of the chemistry model, a large variation of wall-time needed for the solution is
registered.

The speedup effect of mechanism “B” vanishes in the cases with attached flame
because the reacting region reaches the zone of the computational domain where the
electric field is maximum and therefore the computed velocity of the anions becomes
again comparable between the two mechanisms.

Such a reduction of the numerical cost is not a mere numerical artifact produced
by the present model, but it relies on the fact that the electrons, produced in the
flame region, are very likely to collide with molecular oxygen present in the mixture
upstream the flame, producing O2

– . This phenomenon, which tracking each species
does not make any impact on the stiffness of the problem, strongly enhances the
numerical efficiency of the system in this configuration where the maximum electric
field is reached well outside the reacting region (see Figure 5.11).
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Chapter 6

Conclusions

The use of electric fields has experimentally demonstrated to be a very effective way
of controlling reacting flows. The understanding of the physical phenomena in-
volved in this interaction is still an open research problem, which has been recently
undertaken both numerically and experimentally. In particular, the results of the
present thesis are oriented to a better understanding the aspects of modeling of the
impingement of an electric field on non-premixed flames and are organized in three
main parts.

A detailed description of the aero-thermo-chemical fields produced by diffusion
flames interacting with an electric field is provided in the first part of this thesis
results (see Chapter 3). Axisymmetric numerical simulations of methane-air coun-
terflow laminar diffusion flames impinged by sub-breakdown DC electric fields are
performed using multi-component transport and a detailed chemical mechanism
that includes elementary steps for the conversion of six electrically charged species.
An axial electric field is induced by two electrodes located on the oxidizer and fuel
sides and arranged parallel to the mixing layer. The configuration matches the ge-
ometry and flow parameters of the burner recently studied experimentally by Park
et al. [78]. Steady-state solutions are obtained by integrating the conservation equa-
tions using a pseudo-time stepping method. The overall effect of the incident elec-
tric field is to induce a bi-directional ionic wind that interacts with the two incom-
ing streams of neutral gases, in such a way that the local strain rate is decreased.
This generates a faster-burning flame and, consequently, a smaller concentration of
charged species. Byproducts of this phenomenon are a slight increase in the flame
temperature, a decrease in the stoichiometric scalar dissipation rate, a displacement
of the stagnation plane, a non-monotonic trend of the intensity with respect to the
applied voltage, and a strong distortion in the spatial distribution of charged species.
In the present arrangement of the electrodes, where the upper one is the anode and
the bottom one is the cathode, the ionic wind is primarily formed by H3O+, flowing
to the oxidizer side, and O2

– , flowing to the fuel side. The transfer of momentum be-
tween the ionic wind and the neutral gases occurs primarily outside the mixing layer
in the fuel and oxidizer streams. In contrast, the hot gas within the diffusion flame
tends to be one moving under quieter conditions of quasi-electroneutrality and neg-
ligibly small electric force. Fuel dilution tends to dampen these effects by centering
the diffusion flame in the burner, which leads to an increased cancellation of the
electric forces induced by the ionic winds. At small voltages, the diffusion flame
behaves as a quasi-perfect conductor whose interior is shielded by electric charges
produced in abundance, while high voltages enhance dispersion of charges and lead
to saturation of the electric current. An intermediate regime, where an overcurrent
occurs, is found that results from the competition between electric drift, charge pro-
duction, and molecular diffusion of reactants. The results presented in this study
are in qualitative agreement with the experimental observations made by Park et al.
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[78]. Nonetheless, quantitative disagreements are obtained in the saturation current,
which is larger in the simulations, and in the intensity of the flow modifications en-
abled by the incident electric field, which are more pronounced in the experiments.
The former issue calls for necessary improvements in the chemical-kinetic descrip-
tion of the problem, while the latter involves experimental uncertainties related to
hydrodynamic effects caused by the perforated plates and to the fundamental ques-
tion of whether the PIV tracers follow the flow pathlines in the presence of incident
electric fields. In the present work, additional calculations of simulant PIV particles
carrying a small amount of electric charge show improved agreement with experi-
mentally observed flow patterns. The functional form of the scalar dissipation rate
is found to depend on the applied electric field. This suggests that a closure model
for the scalar dissipation rate, to be used in notional flamelet models incorporating
these effects, should in principle be augmented to account for the resolved value of
the electric field.

The Chapter 4 of the thesis deals with the problem of developing a tool able to
provide a complete description of the mixture thermo-chemical properties in a dif-
fusive flame impinged by an electric field, using a lower amount of computational
resources compared to the computations presented in Chapter 3. This objective is
accomplished, in this work, applying the well-known transformation of the govern-
ing equations form the physical space formulation to the mixture fraction space. In
this way, the phenomena described in two dimensions in Chapter 3 are projected
on a one-dimensional space which is perpendicular to the stoichiometric surface of
the flame with the intrinsic computational benefits related to the reduction of the
dimensionality of the problem. Moreover, the coordinate system defined based on
the mixture fraction is, by construction, stretched in the mixing layer of the flow
and, therefore, is particularly efficient in describing the reacting layer of the flame.
On the other hand, this approach is not capable of describing the variation of the
electric field that happens outside the mixing layer, where the mixture fraction map-
ping becomes singular. This electrified flamelet approach has been validated on the
counterflow flame experimentally studied by Park et al. [78] using the data extracted
from the detailed simulations of Chapter 3. The comparison of the two sets of data
showed that this reduced order model is capable of accurately recover the results
of the detailed model for the electric potential distribution and for both the neutral
and ionized species as well. Some marginal errors are present in the charged species
profiles where the presence of the singularities in the electric potential profiles leads
to numerical errors in the estimation of the ionized species fluxes in these regions.
Thanks to the low computational cost of the model, it has also been possible to per-
form a preliminary exploration of the steady electrified flamelet space constructing
the entire s-curves for three different applied electric field. This tool can be partic-
ularly useful in the formulation of sub-grid-scale models for turbulent and laminar
combustion that consider the effect of the electric field on the reacting layer of the
flame.

The last part of the thesis proposed a formulation of a Flamelet Progress-Variable
(FPV) model that includes the effects of the impingement of the electric field on the
charged species produced by the flame and that can be applied to an arbitrary ge-
ometry. The proposed formulation solves the same number of governing equations
independently of the chemical mechanism used to predict the chemi-ionization of
the flame. This model, consistently with the FPV approach, only introduces two
scalar quantities, which are used to predict the local presence of positive and neg-
ative charges in the mixture. Therefore, the proposed approach allows one to use
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detailed and more accurate chemistry models, improving the accuracy of the nu-
merical simulations without any increase of computational cost. The model has been
tested using two numerical test cases and employing two different chemical mecha-
nisms for the ionization of the mixture. Two one-dimensional test case has been first
considered in order to validate the accuracy of the proposed reduced-order model to
reproduce the results of a detailed chemi-ionization model. Then, the results of two-
dimensional simulations, performed with a wide range of constant imposed volt-
age, have shown a good agreement with the calculations available in the literature
regarding the flame position and its electrical response. It has also been shown that
it is possible to reduce the computational cost of each simulation by a factor of 40.
This aspect, together with the low dimensionality of the chem-tables required by the
model, can be very useful for the extension of the present formulation to turbulent
flows. The two scalar quantities defined to describe the behavior of the positive and
negative charges, which are the key feature of the proposed FPV approach, on one
hand render its use very efficient and, on the other hand, introduce some approxima-
tions in modeling the charge transport phenomena. This aspect should be definitely
investigated in the future, taking advantage of experimental test case specifically
produced for model validation. Moreover, the behavior of the present formulation
with more complex species transport models and configuration is a current field of
investigation.

6.1 Suggestion for future works

As pointed out multiple times in the text of this thesis, a large number possible
investigations have been deferred to future works. Some of the most important open
problems encountered in this thesis are listed below.

• Sensitivity to the transport properties: this study employs a simplified approach
for the evaluation of the transport properties of the charged species. For in-
stance, the value of the electron mobility has been considered constant inde-
pendently of mixture thermo-chemical condition. Moreover, phenomena such
as the polarization of the molecules have been neglected in the interaction of
heavy charged molecules with the other components of the mixture. More ac-
curate approaches are present in the literature and their influence on the results
presented in this work still needs to be assessed.

• Sensitivity to the chemical mechanism: the mismatches in the ion current profiles
encountered during the comparison of the numerical results with experimen-
tal data provided in Chapter 3 have been ascribed to shortcomings related to
the chemical kinetic mechanisms employed for the prediction of the reactions
among neutral and charged species. The limitation posed by the scaling of
computational cost with the number of unknowns of the problem has led to
the impossibility of determining the real impact of the assumptions made on
the chemistry on the entire system. The development of more advanced nu-
merical methods, for instance parallel matrix-free Newton-based solvers, may
allow the researchers to increase the detail of the employed chemical mecha-
nism.

• Time accurate simulations: the determination of transient behavior of flame im-
pinged by an electric field is a mandatory requirement in order to have pre-
dictive capabilities on the ability of this technology to suppress combustion



112 Chapter 6. Conclusions

instability. Because of the computational cost of the simulations, this is a com-
pletely unexplored regime of this kind of flame. If, as suggested in the previous
point, a coupled fully implicit Newton-based method is employed to advance
the governing equations of the phenomenon, depending on the computational
efficiency of the method, it might be possible to perform a time accurate inte-
gration of the system. In case such an algorithm will be developed, one of the
first problems to be undertaken should be the study of the combustion insta-
bility observed by Park et al. [78].

• Electrified flame front inside homogeneous isotropic turbulence: all the numerical
analysis present in the literature deal with the computation of laminar flames.
Because of the difficulties of extracting this kind of data in an experimental
context, it is still unknown how the wrinkling imposed by the turbulence on
the flame front interacts with the imposed electric field. Moreover, it would
also be interesting to determine how the local electric forces produced inside
the domain change the properties of the surrounding flow field. In order to
perform these analyses, a direct numerical simulation of a flame front wrin-
kled by a homogeneous isotropic turbulent field inside a capacitor should be
investigated. In this context, the reduction of the characteristic time scales re-
lated to the fluid dynamics in such a flow may facilitate the computational
procedure with respect to the laminar flows studied so far.

• Electrified FPV model: the FPV model proposed in the present work avoids the
complexity of introducing the effect of the electric field as an additional inde-
pendent variable of the functional manifold used during the CFD simulations,
assuming that the chemistry of the combustion process is not affected by the
impinging electric field and using averaging procedure to compute the local
transport properties and reaction rates of the charged species. Even though
the assumption made regarding the overall combustion process seems to be
adequate (see Section 4.3), the introduction of an additional dimension in the
functional manifold could improve the estimation of the quantities related to
the charged species distributions, which are, instead, strongly affected by the
applied difference of potential, and extend the application of the proposed
model to more intense electric fields. This context is one of the possible ap-
plications of the electrified flamelet model proposed in Chapter 4.

• Turbulent flame modeling: in order to extend to use of this technology to real-
world industrial applications, it is necessary to include the effects of turbu-
lence in the proposed FPV model. In a large eddy simulation context, a very
well established approach is based on accounting for the effects of the sub-grid-
scales fluctuations of the resolved quantities using a presumed shape probabil-
ity density function approach. This procedure is usually applied to model the
residual turbulent diffusion fluxes of the mixture fraction and of the progress-
variable, which have been filtered during the large eddy governing equation
derivation. A similar procedure should also be applied to the electric quanti-
ties, such as the electric field and the local charge density. At this purpose, the
shapes of the probability density function for these quantities in a turbulent
flow are completely unknown.
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