
energies

Article

Multiarea Voltage Controller for Active
Distribution Networks

Alessia Cagnano *, Enrico De Tuglie and Marco Bronzini

Dipartimento di Ingegneria Elettrica e dell’Informazione, Politecnico di Bari, Via Re David, 200, 70125 Bari, Italy;
enricoelio.detuglie@poliba.it (E.D.T.); marco.bronzini@poliba.it (M.B.)
* Correspondence: alessia.cagnano@poliba.it; Tel.: +39-080-596-3422

Received: 2 February 2018; Accepted: 5 March 2018; Published: 7 March 2018

Abstract: The aim of this paper was to develop a multi-area decentralized controller for improving
the voltage profile of large active distribution networks. Voltages at control buses of each area are
kept as close as possible to their reference values by managing the reactive power of distributed
generators within the same areas. Moreover, in order to avoid exchanging a considerable amount of
data on more or less large portions of the network, the proposed methodology adopted an equivalent
reduced network for each area. This equivalent network model is seen at control buses and nodes
where distributed generation units are connected. With this simplification, each area controller will
have to evaluate simultaneously, the unknown parameters of the reduced network and the optimal
control laws for the voltage profile optimization of its control area. To comply with this exigency,
a multi-objective optimization problem was formulated. The solution of this problem formulation was
found by adopting an algorithm operating in the continuous time domain. Test results are provided
on a 49-bus distribution network, demonstrating the effectiveness of the developed methodology.

Keywords: multiarea controllers; voltage control; active distribution networks; equivalent reduced
network; reactive power control

1. Introduction

Over the last decade, many research efforts have been carried out to overcome several issues
limiting the full exploitation of Distributed Generators (DGs) into actual distribution networks. In fact,
these systems are usually operated in such a way that DG resources can create big problems ranging
from voltage rise, energy losses, and system restoration in case of faults.

The same DG units can offer a viable solution to these issues, since depending on their own
characteristics and location can help to improve the power quality of distribution systems [1]. For this
reason, several research efforts have been carried out to report on this topic, giving rise to a wide
range of solutions that can be classified into two main categories. The first category is related to
those techniques aimed at minimizing the negative effects of DGs integration by choosing their
optimal size and location. In particular, papers [2–4] suggest a procedure aimed at minimizing active
power losses on the distribution system by optimally sizing and placing DG units. The solution
of this optimization problem can be found by adopting algorithms based on the branch exchange
technique [2], the decision making approach [3], the voltage sensitivity index (VSI) analysis [4], and the
Particle Swarm Optimization (PSO) [5–7].

Other papers investigate the inherent ability of DG inverters to provide reactive power for
minimizing system losses [8–12] or for optimizing the network voltage profile [13–26]. With the aim
of obtaining a flat voltage profile, papers [13–17] develop a central controller able to keep nodal
voltages within an acceptable range. Although these controllers can give rise to better performance
than decentralized ones, their need of a capillary telecommunication infrastructure may be an obstacle
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to their practical implementation into control centers operating in real time. With the aim to reduce
the communication burden, decentralized controllers were proposed in [18–21]. These controllers
are based on a hierarchical control structure based on intelligent and cooperative smart entities.
Moreover, in order to overcome possible conflictual operations between all controllers, hierarchical
decentralized controllers were suggested in [22–26]. The basic idea of these papers is to split the overall
distribution network into several areas whose voltage profile is independently controlled. Although
these procedures have been shown to be effective, the mechanism to form the control areas is strictly
dependent on the operating point of the network and thus, they need to be continuously updated.

Following the purpose of developing independent voltage area controllers, in this paper a
decentralized controller based on a structural decomposition method has been developed. This approach
guarantees that identified control areas remain the same until a change in the network topology occurs.
By controlling the reactive power sources within each area, the voltage area controller keeps voltages
at control buses as close as possible to their reference values. Each area controller evaluates its control
actions by solving an optimization problem based on local information, without requiring information of
neighboring areas. In this sense, active and reactive powers as well as voltage magnitudes at generation
and control buses are used to build an equivalent reduced network seen at these nodes. With this
simplification, area controllers are relieved of the computational burden and a parallel computation can
be implemented.

Several computer simulations have been performed on an LV distribution network embedding
several photovoltaic plants. Results confirm the effectiveness of the proposed methodology and its
aptitude to control the network in real time.

This paper is organized as follows: Section 2 outlines the methodology for network partitioning
and selection of control buses. Section 3 presents the proposed voltage control methodology and
its practical implementation. Section 4 reports some computer simulations performed on an LV
distribution network embedding several photovoltaic plants. Section 5 discusses the results and
Section 6 concludes the paper.

2. Network Partitioning and Control Bus Selection

The aim of this section is to show how a distribution network can be partitioned into weakly
connected sub-networks, so that a closed loop voltage control of each of them can be implemented.
Each area should contain at least one control bus where the voltage can be controlled through the
reactive power provided by internal DGs.

2.1. Partitioning Procedure

We assume that the system to be partitioned consists of N nodes. In order to identify the
weakly coupled subsystems, we applied the structural decomposition method originally developed
for transmission networks [27]. This technique is based on the voltage sensitivities and thus needs the
evaluation of the voltage coupling degree between network nodes. This information can be derived
from the inverse of the Jacobian sub-matrix:

J−1
22 =

(
∂V
∂Q

)
(1)

where J−1
22 is the [(N − 1)× (N − 1)] -dimensional sub-matrix, whose elements represent a measure of

the sensitivity of nodal voltages with regard to nodal reactive power injections. Therefore, these values
can be considered as a good measure of the coupling factor among area nodes. We normalized such
coupling factors with regard to the largest one, as follows:

cij =
J−1
22,ij

JiM
i, j = 1, . . . , N − 1 (2)
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where:
JiM = max

j
J−1
22,ij i, j = 1, . . . , N − 1 (3)

where J−1
22,ij is the generic element of the J−1

22 matrix.
The resulting [(N − 1)× (N − 1)] -dimensional matrix C, whose entries are normalized coupling

factors cij (i, j = 1, . . . , N − 1), gives a quantitative measure of the connection level between any pair
of nodes. Coupling factors are not reciprocal, i.e., cij 6= cji, gives rise to a no symmetrical matrix C,
even if differences between cij and cji are exiguous. Therefore, from a mathematical point of view,
C can be expressed as follows:

C = Cs + Cas =
C + CT

2
+

C− CT

2
(4)

where Cs and Cas represent, respectively, the symmetrical and asymmetrical part of the coupling matrix
C. In order to simplify the problem, only the symmetrical part of C is considered.

In order to perform the recognition of coupled nodes of an area a threshold, c0, is chosen for
the interaction strength. In doing this, the membership of one node to an area is determined by the
following binary information:

cAij =

{
0, if cS(i, j) ≤ c0

1, if cS(i, j) > c0
(5)

The choice of c0 implies the identification of one or more areas and thus it must be chosen carefully.
In fact, if smaller values of c0 are assumed, the overall system will be identified by one or few areas.
On the contrary, if c0 approaches the unitary value, the system will be divided into many areas,
at most one area for each node. The resulting sparsified matrix CA, whose elements are cAij , must be
permutated as in [27] obtaining a block diagonal matrix where each block corresponds to a group of
coherent nodes.

2.2. Pilot Bus Selection

Once the areas are identified, one or more control buses will be selected for each of them. This selection
will be made among those buses exhibiting the highest values of coupling factors. For this reason,
the coupling degree among any pair of area nodes must be taken into account.

We assume to have identified M areas and that each of them consists of NM buses. In order
to give a measure of how much a generic h-th bus has strength with regard to all other area nodes,
the following performance index is defined for each area:

Zh = NM

√
∏

k
J−1
22,hk h, k = 1, . . . , NM (6)

In other words, Zh gives a measure of how much a generic h-th node is able to influence the
area voltage profile. If desired, the operator can choose one or more control buses among area buses
exhibiting the highest values of Zh.

3. Mathematical Formulation of the Area Voltage Control Problem

The aim of this section is to give insights on the mathematical formulation of the voltage control
problem for a weakly coupled area.

Once the voltage control areas are identified, an equivalent reduced network is separately
designed for each of them. This equivalent model is seen at control buses and generation nodes.
In order to identify unknown parameters of reduced networks, and at the same time optimize the area
voltage profile, a multi-objective optimization problem is developed. The first objective is to identify
unknown parameters, whereas the second one is to keep the voltage at each control bus as close as
possible to a pre-defined reference value.
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We assume that the system was partitioned in M areas, each of them containing B control buses
and G generators.

To formulate the overall optimization problem, the following basic elements of the procedure
need to be defined.

3.1. Control Variables

The variables that need to be adjusted in order to handle the optimization problem are defined
as follows:

ui(t) =

 ϑ̂i
Ŷred,i
QDG,i

 i = 1, . . . , M (7)

where ϑ̂i is the (G + B) -dimensional column vector of unknown voltage phase; Ŷred,i is the
[(G + B)× (G + B)] -dimensional equivalent admittance matrix of the reduced network; QDG,i is
the G-dimensional column vector of reactive powers injected by DG units.

3.2. The Objective Function

In what follows, the two concurrent objectives are formalized.

3.2.1. Network Reduction

The aim of this objective is to obtain a reduced equivalent model seen at the generation nodes and
at the control buses. For this purpose, we denote with Sm

i the (2G + 2B) -dimensional column vector
of available measurements of the generic i-th area:

Sm
i (t) =

[
Pm

DG,i Pm
CB,i Qm

DG,i Qm
CB,i

]T
i = 1, . . . , M (8)

where Pm
i and Qm

i are the active and reactive powers, and subscripts DG and CB refer to nodes where
DGs and control buses are connected. Apex T denotes the transpose operator.

For each i-th area, we assume a fitting system having the following output:

Ŝi = f̂i
(
Vm

i , ϑ̂i, Ŷred,i
)

i = 1, . . . , M (9)

where Vm
i are measurements of the voltage magnitudes at DG and CB nodes.

Under these assumptions, the (2G + 2B) -dimensional column vector of fitting error can be
defined as the comparison between available measurements on the physical system and the output of
the reduced model:

ered,i
(
ϑ̂i, Ŷred,i

)
= Sm

i − f̂i
(
Vm

i , ϑ̂i, Ŷred,i
)

i = 1, . . . , M (10)

In Figure 1 a block diagram of the proposed identification error was reported.Energies 2018, 11, x 5 of 20 
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               1red ,i i red ,i
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ˆˆ ,
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e u

e Q
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The aim is to regulate iu  until ie  is with a minimum norm. In particular, the problem requires 
that red ,ie  must be equal to zero in order to ensure the satisfaction of load flow equations at nodes of 
the equivalent model for each area. 
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( ) ( ) ( )= =               1T
i i i i i i

1 i , , M
2iV u e u W e u  (13)

where iW  is a ( ) ( ) + × + 2 3 2 3G B G B -dimensional symmetric positive definite matrix whose 

coefficients weight individual components of the performance index. 
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considered: 

− − ≤ ≤ − = 2 2                 12 2
DGmax,i DG,i DG,i DGmax,i DG,i i , ,MA P Q A P  (14)

3.4. The Optimal Problem 

The overall optimization problem can be stated as follows: 

( )  
= = 

 
1               1

2i i

T
i i i imin min i , ,MiVu u
u e W e  (15)

subject to: 

Figure 1. Block diagram of the proposed fitting error.
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3.2.2. Voltage Regulation

This cost function aims at keeping the control buses voltages as close as possible to a predefined
reference value. Under this assumption, we define the voltage control error eV,i, as the following
B-dimensional column vector:

eV,i
(
QDG,i

)
= Vm

CB,i
(
QDG,i

)
− Vre f

CB,i i = 1, . . . , M (11)

where Vre f
CB,i represents the B-dimensional column vector of the desired voltage magnitudes at the

control buses.

3.2.3. The Overall Objective Function

Under the above assumptions, the overall control error can be formulated as follows:

ei(ui) =

[
ered,i

(
ϑ̂i, Ŷred,i

)
eV,i
(
QDG,i

) ]
i = 1, . . . , M (12)

The aim is to regulate ui until ei is with a minimum norm. In particular, the problem requires that
ered,i must be equal to zero in order to ensure the satisfaction of load flow equations at nodes of the
equivalent model for each area.

The following performance index for each area is assumed:

Vi(ui) =
1
2

eT
i (ui)Wiei(ui) i = 1, . . . , M (13)

where Wi is a [(2G + 3B)× (2G + 3B)] -dimensional symmetric positive definite matrix whose
coefficients weight individual components of the performance index.

3.3. Dynamic Inequality Constraints

In order to preserve the economic benefits of DG owners, the following inequality constraint
is considered:

−
√

A2
DGmax,i − P2

DG,i ≤ QDG,i ≤
√

A2
DGmax,i − P2

DG,i i = 1, . . . , M (14)

3.4. The Optimal Problem

The overall optimization problem can be stated as follows:

min
ui

Vi(ui) = min
ui

(
1
2

ei
TWiei

)
i = 1, . . . , M (15)

subject to:

−
√

A2
DGmax,i − P2

DG,i ≤ QDG,i ≤
√

A2
DGmax,i − P2

DG,i i = 1, . . . , M (16)

Note that, the resulting optimization problem stated by (15) and (16) can be solved for each area,
giving rise to M decoupled sub-problems. This feature gives rise to more simplified sub-problems
compared to the overall optimization problem which should be solved if a centralized controller is
implemented. Moreover, in order to speed up the computation time, the parallel computing can
be adopted.

Each sub-problem can be solved by adopting classical nonlinear optimization algorithms such
as the Newton–Raphson method, the Gauss–Seidel method, the Fast Decoupled method, etc. [28].
Anyway, these methods require to be restarted at every system change.
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The aim of our procedure is to develop a real time algorithm which is able to adapt its solution as
the system goes on. With this purpose, we adopt a fictitious dynamic system whose state variables are
represented by control variables, ui. To set up the dynamic model, we assume the performance index
defined in Equation (13) to be a time dependent Lyapunov function. Note that it is a quadratic form,
thus it is an always semi-positive definite function. Its time derivative will be:

.
Vi = eT

i (ui)Wi
.
ei(ui) = eT

i (ui)Wi

(
∂ei(ui)

∂ui

)
.
ui i = 1, . . . , M (17)

We force,
.

Vi to be an always-negative definite function. This condition can be achieved considering
the following artificial dynamic system:

.
ui = −k

(
∂Vi
∂ui

)T
= −k

(
∂ei
∂ui

)T
Wi

Tei
i = 1, . . . , M

k ∈ <+ (18)

In fact, substituting (18) into (17), it holds:

.
Vi = −k eT

i Wi

(
∂ei
∂ui

)(
∂ei
∂ui

)T
Wi

T ei
i = 1, . . . , M

k ∈ <+ (19)

Note that, with the assumed dynamic system (18), the corresponding function
.

Vi is an always-
negative definite function, thus ensuring the stability of the system (18). The equilibrium point of such
a dynamic system represents the solution of the given optimization problem.

Control variables ui can be obtained by integrating Equation (18) in the time domain:

ui = −k
∫ (

∂ei
∂ui

)T
Wi

Teidt
i = 1, . . . , M

k ∈ <+ (20)

The sensitivity matrix
(

∂ei
∂ui

)
appearing in Equation (20), gives the sensitivity of the control error

with regard to the control variables. In a more detailed form, such a matrix can be obtained as follows:

∂ei
∂ui

=


∂ered,i

∂ϑ̂i

∂ered,i
∂Ŷred,i

∂ered,i
∂QDG,i

0 ∂eV,i
∂Ŷred,i

∂eV,i
∂QDG,i

 i = 1, . . . , M (21)

After some mathematical manipulations, we can obtain:

∂ered,i

∂ϑ̂i
=

∂
(
Sm

i − f̂i
(
Vm

i , ϑ̂i, Ŷred,i
) )

∂ϑ̂i
= −

∂f̂i
(
Vm

i , ϑ̂i, Ŷred,i
)

∂ϑ̂i
i = 1, . . . , M (22)

∂ered,i

∂Ŷred,i
=

∂
(
Sm

i − f̂i
(
Vm

i , ϑ̂i, Ŷred,i
) )

∂Ŷred,i
= −

∂f̂i
(
Vm

i , ϑ̂i, Ŷred,i
)

∂Ŷred,i
i = 1, . . . , M (23)

∂ered,i

∂QDG,i
=

∂
(
Sm

i − f̂i
(
Vm

i , ϑ̂i, Ŷred,i
) )

∂QDG,i
=

∂Sm
i

∂QDG,i
i = 1, . . . , M (24)

∂eV,i

∂Ŷred,i
= Ji(xi)

−1

(
∂fi(xi)

∂Ŷred,i

)
i = 1, . . . , M (25)

∂eV,i

∂QDG,i
=

(
∂eV,i

∂xi

)
Ji(xi)

−1
(

∂Si
∂QDG,i

)
i = 1, . . . , M (26)

where Ji(xi) is the Jacobian matrix related to the reduced equivalent model of the i-th area.
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The optimization problem can be solved by implementing the flow chart shown in Figure 2.
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Figure 2. Flow-chart of the proposed optimization algorithm.

The procedure starts by adopting a flat start condition and then it acts permanently on the
system producing control laws in the continuous time domain. At every system change, the proposed
procedure renews control variables moving the system operating point to another optimal solution.

4. Test Results

The proposed methodology was tested on the real three-phase distribution network shown in
Figure 3, whose data are available in [29]. It consists of an LV distribution network (380 V) connected
to an MV distribution system through a transformer substation (250 kVA). The short circuit power
of the main network is 300 MVA. The primary substation, whose transformer tap is fixed at 1.05 p.u.,
is assumed to be the slack bus.
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As shown in Figure 3, the system under investigation consists of 34 loads on 49 total buses,
with an active power of 345.5 kW. Reactive powers of loads were obtained considering load power
factors equal to 0.9. For this study, five PV generators were assumed to be connected at the buses 22,
24, 32, 34, and 49. These generators are identical with a maximum rated power of 30 kWp.

All computer simulations were carried out using the software package Matlab/Simulink [30].
All per unit data are referred to a base of 250 kVA.

We performed four tests aimed at investigating the ability of the proposed controller to cover the
worst conditions in the voltage regulation.

For all tests, we assumed Vre f = 1 p.u. to be the reference value for all control buses.

4.1. Test 1—High Loads and Low PV Generations

The aim of this test is to investigate the controller’s aptitude to cover the risk of under-voltages.
For this reason, it was assumed that each PV system generates approximately 8% of its rated power
and that all system loads are at their rated power values.

Starting from this operating condition the proposed controller was started. Assuming a threshold
c0 equal to 0.55, the network was decomposed into three areas as shown in Figure 3. Note that, the three
areas share bus 1, which represents the overlapping node. Subsequently, a control bus was identified
for each of the three areas as reported in Table 1.

For this network partitioning, in the last column we report the set of boundary nodes for each
control area.

Table 1. Voltage control areas and their associated control buses.

Voltage Control Area Sets of Buses Forming
Voltage Control Areas Control Buses Boundary Area Nodes

Area 1 1–24 6 1, 6, 22, 24
Area 2 1, 25–34 28 1, 28, 32, 34
Area 3 1, 35–49 40 1, 40, 49
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Once the voltage control areas have been identified, the proposed methodology was separately
applied to each of them. For clarity purposes, since its implementation is the same for all areas, details
are given only for Area 1.

Note that this area consists of one swing bus (bus 1), a control bus (bus 6), and two PV generators
that are connected at buses 22 and 24. We assumed that these buses are equipped with electronic
metering devices capable of continuously measuring and transmitting the required electric variables
to the area controller. These data (i.e., active and reactive powers as well as voltages) were fed into
the developed non-linear optimization algorithm, where they were processed to evaluate the optimal
control laws that must be sent to the local controllers of the two PV inverters belonging to the given
area. The non-linear optimization algorithm has the following steps:

Step (1) Initialization phase

This phase can be in turn subdivided into two sub-phases. One is to generate the set of control
variables and, the second one is to set the initial value for each of them.

Note that, for the given area the control variables vector can be defined as follows:

uArea1(t) =

 ϑ̂Area1
Ŷred,Area1
QPV,Area1

 (27)

where

- ϑ̂ is the 3-dimensional column vector of unknown voltage phases which can be defined as:

ϑ̂ =
[

ϑ̂6 ϑ̂22 ϑ̂24

]T
.

- Ŷred,Area1 is the (4× 4) -dimensional equivalent admittance matrix of the reduced network model,
which can be expressed as:

Ŷred,Area1 =


(ŷ1,1 + ϕ̂1,1) (ŷ1,6 + ϕ̂1,6) (ŷ1,22 + ϕ̂1,22) (ŷ1,24 + ϕ̂1,24)

(ŷ6,1 + ϕ̂6,1) (ŷ6,6 + ϕ̂6,6) (ŷ6,22 + ϕ̂6,22) (ŷ6,24 + ϕ̂6,24)

(ŷ22,1 + ϕ̂22,1) (ŷ22,6 + ϕ̂22,6) (ŷ22,22 + ϕ̂22,22) (ŷ22,24 + ϕ̂22,24)

(ŷ24,1 + ϕ̂24,1) (ŷ24,6 + ϕ̂24,6) (ŷ24,22 + ϕ̂24,22) (ŷ24,24 + ϕ̂24,24)

 (28)

- QPV is the 2-dimensional column vector of the reactive power outputs of PV systems which can

be expressed as: QPV =
[

QPV22 QPV24

]T
.

Once the set of the control variables was evaluated, an initial value was assumed for each of them.
In particular, for our simulations a flat condition equal to zero was assumed for the all control variables.

Step (2) Evaluate the objective function

In this phase, the objective function, VArea1, defined in (13) was evaluated. In doing this, the two
indices êred and êV were determined. In particular, the fitting error êred can be evaluated as:

ered =



ep,1
(
ϑ̂1, Ŷred,Area1

)
ep,2

(
ϑ̂6, Ŷred,Area1

)
ep,3

(
ϑ̂22, Ŷred,Area1

)
ep,4

(
ϑ̂24, Ŷred,Area1

)
eq,1
(
ϑ̂1, Ŷred,Area1

)
eq,2
(
ϑ̂6, Ŷred,Area1

)
eq,3
(
ϑ̂22, Ŷred,Area1

)
eq,4
(
ϑ̂24, Ŷred,Area1

)


=



Pm
1 − P̂1

(
Vm

1 , ϑ̂1, Ŷred,Area1

)
Pm

6 − P̂6

(
Vm

6 , ϑ̂6, Ŷred,Area1

)
Pm

22 − P̂22

(
Vm

22, ϑ̂22, Ŷred,Area1

)
Pm

24 − P̂24

(
Vm

24, ϑ̂24, Ŷred,Area1

)
Qm

1 − Q̂1

(
Vm

1 , ϑ̂1, Ŷred,Area1

)
Qm

6 − Q̂6

(
Vm

6 , ϑ̂6, Ŷred,Area1

)
Qm

22 − Q̂22

(
Vm

22, ϑ̂22, Ŷred,Area1

)
Qm

24 − Q̂24

(
Vm

24, ϑ̂24, Ŷred,Area1

)



(29)
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where P̂i

(
Vm

i , ϑ̂i, Ŷred,Area1

)
and Q̂i

(
Vm

i , ϑ̂i, Ŷred,Area1

)
are the model outputs for the generic i-th

node. As can be noted, these models are expressed in terms of nodal admittance matrix and state
vector (i.e., magnitude and phase voltages) at the boundary nodes of the equivalent network. Thus,
the derived equations correspond to the load-flow equations.

The second index êV is evaluated by means of the following equation:

eV
(
QDG,h

)
= Vm

6
(
QDG,h

)
−VRe f

6 h = 22, 24 (30)

where Vm
6 is the measured voltage magnitude at the control bus, and Vre f

6 is the desired voltage
magnitude at the control bus.

Step (3) Sensitivities evaluation

Evaluate the sensitivities of the error function with regard to the control variables by means of
Equations (21)–(26).

Step (4) Control variables evaluation

By means of Equation (20) the updating laws of the control variables were evaluated.
For clarity purposes only, the steady-state value of the identified admittance matrix Ŷred,Area1

was reported.

Ŷred,Area1 =


2.84− j0.07 2.84 + j3.13 0 0
2.84 + j3.13 7.54− j0.05 3.13 + j3.11 1.372 + j3.05

0 3.13 + j3.11 3.13− j0.03 0
0 1.372 + j3.05 0 1.39− j0.09


Figure 4 shows the time domain behavior of the reactive powers identified by all area controllers

whereas Figure 5 reports the corresponding impact on their control buses.
As can be noted, all area controllers rapidly forced their own PV inverters to provide the reactive

power needed to bring the control nodes voltages at their reference values. Note that, each generator
is “called” to furnish a different amount of reactive power, depending on their individual contributions
to the objective function. In particular, PV generators belonging to Areas 2 and 3 reached their upper
limits, whereas those belonging to the Area 1 still have reactive margins.

The optimization of the control buses voltages inevitably reverberated on the voltage profile of the
unreduced network. In order to evaluate this indirect effect, we performed an a posteriori load-flow
analysis on the overall system. Figure 6 reports the resulting voltage profile. For comparison purposes,
in the same figure, we reported also the voltage profile evaluated on the unreduced network when no
control action is applied. The same figure, reports also the voltage limits, i.e., ± 10% of its rated value,
according to the standard EN 50160 [31].

As can be noted, considerable voltage drop occurs across the entire network when the reactive
power control is turned off. The worst voltages are on those buses that are located far away from the
primary substation. In fact, as can be seen from Figure 6, these nodes exhibited voltages closer to their
lower limits. In particular, bus 24 experienced violation of the voltage lower limit (0.9 p.u.).

In order to investigate on the effectiveness of the proposed controller, we replicated the same test
by applying the centralized controller developed in [16]. To compare the obtained results with those
obtained from the proposed decentralized method, the following performance index was adopted:

Ψ =
1
2

(
V− Vre f

)T(
V− Vre f

)
(31)

where V is the 49-dimensional column vector of nodal voltage magnitude and Vre f is the 49-dimensional
column vector of the assumed nodal reference magnitudes.
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Note that, the proposed performance index is an estimate of the voltage profile improvement.
In fact, it measures how far the nodal voltage profile is from the assumed reference value.

Table 2 summarizes the results obtained by assuming for all network buses a reference value
equal to one p.u.

Table 2. Comparison of the proposed method’s results with a centralized methodology.

Methodology
Reactive Powers [kVAr] Performance

Index ΨBus 22 Bus 24 Bus 32 Bus 34 Bus 49

No voltage control 0 0 0 0 0 0.290
Centralized controller 15.00 10.96 30.00 30.00 30.00 0.210
Multi-Area controller 21.57 10.76 30.00 30.00 30.00 0.226
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As can be seen, the proposed method is slightly less performant than the centralized one, even if
good results are provided. In fact, Table 2 indicates that the proposed controller improved the network
voltage profile by about 22% over the non-optimized condition. As can be seen, this value is lower only
by about 7% compared to the centralized optimization condition, confirming thus the effectiveness of
the proposed method.

4.2. Test 2—Impact of the Noise on the Voltage Control

The aim of this test was to investigate the effects that incorrect measurement has on the controller’s
performances. For this purpose, we replicated the above test by adding a white noise with a standard
deviation equal to 0.01 p.u. on the measurements coming from the field. For clarity purposes,
in Figure 7 we reported only the voltage magnitudes of the three control buses: 6, 28, and 40.
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Figure 8 reports the time domain behavior of the identified reactive power control laws. As can
be seen, the resulting control laws are quite uncorrupted by noise and, consequently reached the same
steady-state values obtained in the previous test case. This is mainly due to the filtering action of the
integrator in the feedback loop of the developed algorithm.
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4.3. Test 3—Low Loads and High PV Generations

The aim of this test was to investigate on the controller’s ability to recover over-voltages occurring
on the system.

In this test case, loads were considered at 27% and PV generators at 67% of their respectively
rated values. Starting from this operating condition, we simultaneously turned on all area controllers.
Figure 9 reports the derived reactive power control laws. For clarity purposes, we avoided including in
this figure the time domain behaviors of the reactive power outputs of the two PV-inverters belonging
to the Area 2, because they are similar to those enclosed in Area 1.

As can be noted, the PV inverters connected at buses 22, 24, 32, and 34, were forced to inject their
minimum allowable reactive power, equal to −22.25 kVAr, whereas the PV inverter at bus 40 was
forced to provide a reactive power equal to −20 kVAr.
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Figure 9. Time domain behavior of reactive power outputs of the PV-inverters connected at the buses
#22, 24, and 49.

With these control actions, the voltages at control buses belonging to the Area 1 and 3 were forced
to be as close as possible to their reference values as shown in Figure 10.
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Figure 10. Time domain behavior of the voltage at the control bus.

In order to evaluate the effectiveness of the developed control strategy, we suddenly turned off the
controller. In Figure 11, we reported the network voltage profile evaluated with and without voltage
control actions. The obtained results demonstrated that the evaluated control actions are able to bring
the network voltage profile within the limits.
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Figure 11. Network voltage profile with (dotted-dashed line) and without (solid line) the voltage
controllers. Dashed lines refer to voltage limits.

4.4. Test 4—Transient Event

Starting from the previous optimized condition, a sudden change in PV generation was assumed.
This transient event was simulated by reducing the active power produced by all PV plants from the
value of 67% to the value of 8% at t = 0.2 s and then by returning to the pre-disturbance value at t = 1 s.

Figures 12 and 13 report the time domain behaviors of the nodal voltages at the three selected
control buses and of the control laws.
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Figure 12. Time domain behavior of the voltages at the selected control buses.
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Figure 13. Time domain behavior of reactive power outputs of the PV-inverters connected at buses #22,
24, 32, 34, and 49.

As can be noted, in the first stage of the transient the given disturbance implies a rapid rise in
the control buses voltages. In response to this, the three decoupled algorithms rapidly forced their
PV generators to absorb a large amount of reactive power. In the new steady-state condition, the PV
inverters belonging to the Area 2 and 3 (i.e., 32, 34, and 49) reduced their reactive power injections
to the value of −29.9 kVAr which is the minimum allowable reactive power. In fact, in this test case,
since the active power provided by PV generators is equal to 2.4 kW (8%) the reactive power can range
in the interval [−29.9, 29.9] kVAr.

At the same time, the algorithm acting on Area 1 forced the PV inverter connected at bus 24 to
reduce its injection at a value of −29.9 kVAr, whereas the reactive power at bus 22 completely reversed
to the value of 20.38 kVAr.

When the disturbance disappears, the pre-disturbance equilibrium point was restored.
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5. Discussion

Test results showed the ability of the proposed controller to maintain a good voltage profile across
the entire distribution network.

In all of the examined cases, it was observed that when the proposed controller was turned on,
no problem arose in the voltage profile since all nodal voltages were kept within their limits (± 10% of
the nominal voltage value).

In order to investigate the ability of the proposed controller to work well in many practical
applications, we stressed the algorithm by considering those operating conditions, which can give rise
to voltage deviations difficult for it to handle. This analysis was performed through two tests that
were specifically designed to cause undervoltage and overvoltage problems, respectively. Simulation
results demonstrated the effectiveness of the proposed methodology and its ability to address both
undervoltage and overvoltage problems, thus reducing the risk of the violation of the voltage limits.

Moreover, since in practical cases the field measurements are usually corrupted by noise,
we performed another test in which a white noise was added to the measurements. Results revealed
the self-filtering characteristic of the proposed controller due to the presence of the integrator in
the algorithm. Thanks to this feature, the noise-corrupted measures do not represent a problem
for the correct evaluation of the optimal control laws needed for the optimization of the network
voltage profile.

A further simulation was carried out by simulating a sudden reduction of the active power
generated by all PV plants. The obtained results demonstrated the controller’s ability to promptly react
at any change in the system operating condition, confirming its application in the on-line environment.

Furthermore, we compared the results obtained from the proposed controller with those obtained
from a centralized one. The comparison showed that the proposed controller provides solutions
comparable with the centralized one, thus confirming its effectiveness and justifying its adoption.

6. Conclusions

In this paper, a multi-area voltage control scheme adopting the reactive power control capability
of Distributed Generation (DG) units as reactive power providers was developed.

The proposed controller assumes that a structural decomposition is a priori performed to identify
areas composing the distribution system. Once the control areas are identified, one or more control
buses are selected for each of them and then a reduced equivalent model for each area can be obtained.
An optimization problem of being able to evaluate an equivalent reduced network and to optimize
the voltage magnitude at the control buses by controlling reactive powers at DG units was derived.
The solution of this problem was obtained by adopting an algorithm operating in the continuous time
domain based on a fast artificial dynamic system involving the Lyapunov theory.

An actual distribution network was used for testing the proposed methodology under several
operating conditions, demonstrating that the suggested controller is able to optimize the system
voltage profile in real time.
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