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SUMMARY 

The aim of this PhD thesis is the design, development and evaluation of intelligent sys-

tems for Industry 4.0. In particular, because of the interest in innovative solutions for 

advanced services in manufacturing and bioengineering fields, the goal of the proposed 

solutions is the design, development and evaluation of intelligent systems following the 

four main principles of Industry 4.0: interoperability, information transparency, tech-

nical assistance and decentralized  decisions. The focus is mainly on the technical as-

sistance  principle, which describes how assistance systems could support humans by 

comprehensively aggregating and visualising information via immersive and innovative 

human-computer interfaces when making informed decisions, solving urgent problems 

and conducting a range of unpleasant tasks. 

  In manufacturing, the time to train operators for a task, rather than the time to solve a 

maintenance problem for a component on a manual working station, plays a vital role 

in the efficiency and efficacy of an industrial environment. Therefore, considering the 

innovative principles of Industry 4.0, the leading research question is as follows: How 

should we design and develop an immersive human-computer interface to allow the 

operators, without any wearable device, to quickly learn the tasks required during their 

work? A use case based on the application of a spatial (or projected) augmented reality 

system was investigated. This PhD work presents the approaches used to design the 

manual working station and to implement the algorithms used to recognise and track 

the objects on the station and opportunely project the information about a specific task. 

Moreover, in an industrial environment, the evaluation of postures performed by oper-

ators during their work has a crucial impact on the operators’ health and, in this case, 
on the efficiency and efficacy of industrial processes. Therefore, the central research 

question is as follows:  How should we implement and validate a real-time system to 

detect awkward postures? This PhD dissertation presents the approach employed to de-

sign the system using a depth camera sensor, such as Kinect v2, and to validate it using 

a standardised vision system used for motion analysis in clinical examinations, such as 

the BTS  platform. 

  The industrial bioengineering field is strictly correlated to the manufacturing area, con-

cerning both technologies and techniques used to design and implement systems to sup-

port physicians during clinical and diagnostic examinations or surgical operations. In 

the context of this PhD work, computer vision algorithms and decision support systems 

able to detect and recognise tumours starting from medical images, also known as com-

puter-aided diagnosis frameworks, were implemented to support physicians in their di-

agnostic decisions. Moreover, signals acquired using sensors during the clinical exam-

ination are opportunely elaborated to use them for training  decision support systems 



ii 
 

 

that recognise the severity of the certain neurological diseases. In this way, the problems 

created by the observational nature of this kind of examination are fixed, and the sys-

tems implemented help the clinicians make more precise decisions about disease sever-

ity. Finally, immersive human-computer interfaces used for comprehensively overlap-

ping information (e.g., 3D reconstruction of a tumour) in the real world were designed 

and developed to help surgeons during surgical operations. 

  After an introduction of Industry 4.0, the dissertation is organised into two main parts, 

which discuss the two topics covered during the PhD research. The dissertation ends 

with the conclusions and future works . In detail, the second chapter, entitled Design, 

Development and Evaluation of Intelligent, Immersive and Innovation Human-Com-

puter interfaces in an Industrial Scenario for Maintenance Services,  is related to the 

discussion of immersive and innovative techniques and technologies used to improve 

the work quality, concerning postures in the workplace and time to finish a training task. 

The third chapter, entitled Intelligent Support in Industrial Bioengineering: Decision 

Support Systems and Immersive Human-Computer Interfaces Application, is related to 

the discussion of decision support systems to support clinicians during diagnostic or 

clinical examinations and a mixed reality system to support surgeons during surgical 

operations.  



iii 
 

 

Contents 

List of figures ............................................................................................................... vi 

List of tables .................................................................................................................. x 

Chapter 1 ....................................................................................................................... 1 

1 Industry 4.0: a definition ........................................................................................ 1 

1.1 Introduction 1 

1.2 Challenges 4 

1.3 Technologies and Techniques 7 

1.4 Application Fields 14 

1.5 Conclusion 17 

Chapter 2 ..................................................................................................................... 18 

2 Design, Development and Evaluation of Intelligent Human-Computer 

Interfaces in an Industrial Scenario for maintenance services .............................. 18 

2.1 Introduction ........................................................................................................ 18 

2.1.1 Objectives and research questions 18 

2.1.2 Contribution 19 

2.1.3 Part outline 19 

2.1.4 Human-Computer Interfaces for Industry 4.0 20 

2.1.5 Human Ergonomics and Motion Analysis technologies 23 

2.2 Usable AR-based system for adaptive maintenance ....................................... 25 

2.2.1 Research question 25 

2.2.2 Materials 25 

2.2.3 Methods 26 

2.2.4 Innovative Results and Discussion 31 

2.3 Real-Time System for Posture Workplace Evaluation .................................. 33 

2.3.1 Research question 33 

2.3.2 Methods 33 

2.3.3 Innovative Results and Discussion 45 

2.4 Conclusions ......................................................................................................... 46 

Chapter 3 ..................................................................................................................... 48 



iv 
 

 

3 Intelligent Support in Industrial Bioengineering: Decision Support Systems 

and Immersive Human-Computer Interfaces applications .................................... 48 

3.1 Introduction ........................................................................................................ 48 

3.1.1 Objectives and research questions 48 

3.1.2 Contribution 49 

3.1.3 Part outline 49 

3.2 Decision Support Systems in Neurological Examinations ............................. 50 

3.2.1 Research Question 50 

3.2.2 Healthcare Network 51 

3.2.3 Parkinson Disease 55 

3.2.3.1 Materials and Methods 55 

3.2.3.2 Innovative Results 65 

3.2.4 Blepharospasm Disease 73 

3.2.4.1 Materials and Methods 73 

3.2.4.2 Innovative Results 90 

3.2.5 Discussion and Conclusion 95 

3.3 CAD Frameworks in Diagnostic Examinations .............................................. 96 

3.3.1 Research Question 106 

3.3.2 Breast Cancer 107 

3.3.2.1 Magnetic Resonance 107 

3.3.2.1.1 Materials and Methods 107 

3.3.2.1.2 Innovative Results 109 

3.3.2.2 Digital Tomosynthesis 110 

3.3.2.2.1 Materials and Methods 111 

3.3.2.2.2 Innovative Results 112 

3.3.3 Liver Carcinoma 115 

3.3.3.1 Hand-Crafted Features 116 

3.3.3.1.1 Materials and Methods 116 

3.3.3.1.2 Innovative Results 117 

3.3.3.2 Deep Learning Approach 117 

3.3.3.2.1 Materials and Methods 119 

3.3.3.2.2 Innovative Results 119 

3.3.4 Blood Neoplasia 120 

3.3.4.1 Hand-crafted Features 120 

3.3.4.1.1 Materials and Methods 122 

3.3.4.1.2 Innovative Results 124 



v 
 

 

3.3.4.2 Deep Learning Approach 125 

3.3.4.2.1 Materials and Methods 125 

3.3.4.2.2 Innovative Results 126 

3.3.5 Discussion and Conclusion 126 

3.4 Mixed Reality Systems for Computer-aided Maxillofacial Oncological 

Surgery ...................................................................................................................... 129 

3.4.1 Research question 131 

3.4.2 Materials and Methods 131 

3.4.3 Innovative Results and Discussion 143 

3.5 Conclusions ....................................................................................................... 150 

4 Conclusion and Future Works .......................................................................... 151 

5 My Publications .................................................................................................. 155 

6 Biography ............................................................................................................ 159 

 

  



vi 
 

 

List of figures 

Figure 1 - 5C architecture for the implementation of a Cyber-Physical System .................... 1 

Figure 2 - Example of Human as a monitor of the production strategy and last instance in the 
decision-making process......................................................................................................... 6 

Figure 3 - Enabling techniques and technologies for Industry 4.0 ......................................... 7 

Figure 4 - Modules of Industry 4.0 applied to several fields ................................................ 14 

Figure 5 – 3D tracking during Gait Analysis Processing in BTS Smart Clinic environment: 
infrared cameras (orange), force platforms (magenta), biomechanical model (red segments), 
calibrated volume (green parallelepiped). ............................................................................ 23 

Figure 6 - System architecture .............................................................................................. 27 

Figure 7 - Projected AR workbench CAD design ................................................................ 28 

Figure 8 - The prototype ....................................................................................................... 29 

Figure 9 - The Graphical User Interface ............................................................................... 30 

Figure 10 - The red circular arrow suggests the operator rotate counterclockwise the rotating 
base ....................................................................................................................................... 31 

Figure 11 - GUI of the K2RULA software .......................................................................... 34 

Figure 12 - The skeleton returned by Kinect for Windows SDK 2.0. a) Depth map and 
skeleton visualised by the Microsoft Kinect Studio v2.0; b) joints position with respect to the 
body as reported by Microsoft HIG 
(http://download.microsoft.com/download/6/7/6/676611b4-1982-47a4-a42e-
4cf84e1095a8/kinecthig.2.0.pdf) .......................................................................................... 35 

Figure 13 - Lower arms working position assessment geometrical construction................. 36 

Figure 14 - Trunk twisted detection scheme ........................................................................ 36 

Figure 15 - Window Interface for manual settings and default values ................................. 37 

Figure 16 - The RULA scores panel ..................................................................................... 38 

Figure 17 - Grand-scores plot for an offline analysis on a recorded file: postures at second 6-
7 and 9-11 are critical and require further analysis .............................................................. 38 

Figure 18 - Postures belonging to the EAWS form v. 1.3.4 ................................................. 39 

Figure 19 - From image a) to e) the five most common awkward postures, in image f) the 
posture used as the basis for comparison.............................................................................. 40 

Figure 20 - The anatomical landmarks for reflective markers positioning, on the right the 
skeleton body model generated with the 3D CAD tool is overlaid in green ........................ 42 

Figure 21 - RULA grand-scores for the body left and right side ......................................... 43 

Figure 22 - Kinect-based methods vs Expert evaluation ...................................................... 44 

Figure 23 - a) Traditional healthcare network; b) Proposed healthcare network based on a 
Big Data System ................................................................................................................... 51 

Figure 24 - The 4 'Vs' of Big Data Analytics in healthcare .................................................. 52 

Figure 25 - Block diagram of the considered Big Data System ........................................... 53 

Figure 26 - Block diagram of the proposed Healthcare Network based on Big Data Analytics 
for Parkinson and Blepharospasm disease............................................................................ 53 



vii 
 

 

Figure 27 - Example of the exercise execution .................................................................... 57 

Figure 28 - Example of trajectory difference between PD and ideal one ............................. 57 

Figure 29 - Fluctuation pattern of a PD patient .................................................................... 58 

Figure 30 - Cloud of points of index finger trajectory ......................................................... 58 

Figure 31 - Reference line of index finger trajectory ........................................................... 58 

Figure 32 - Example of system acquisition: correct tracking in the 1st and 3rd image; an 
example of the tracking error in the 2nd image .................................................................... 59 

Figure 33 - Left image shows a healthy subject wearing the two passive finger markers. The 
images reported on the right show the foot of a subject doing the foot tapping exercise while 
he is wearing a passive marker on the toes ........................................................................... 60 

Figure 34 - a) Finger Tapping: the signal d1(t) is the distance between the two centroids (red 
filled circles) of the passive finger markers; b) Foot Tapping: the signal d2(t) is the distance 
between the centroid of the toes' marker and the centroid of the same ................................ 61 

Figure 35 - The system set-up used for the experimental tests to validate the proposed 
approach................................................................................................................................ 62 

Figure 36 - Representation of the proposed set-up in the clinical centre. The dotted black line 
indicates the walking direction (one-way walk) ................................................................... 64 

Figure 37 - Typical symptoms observed in patients with blepharospasm ............................ 74 

Figure 38 - Set-up utilized to acquire the facial expressions of the patient during the clinical 
test ......................................................................................................................................... 75 

Figure 39 - Schematic of the steps followed to develop and validate the proposed software
 .............................................................................................................................................. 77 

Figure 40 - (a) Schematic of the 68 facial landmarks placed by the face pose estimator 
algorithm. Implementation of the algorithm on one of the acquired frames before (b) and 
after (c) applying the correction tool Tcorr. The final results of the implementation of Tcorr 
tool (d) is represented by more stable and more correctly positioned facial landmarks. The 
red and blue points represent the facial landmarks correctly and not correctly positioned, 
respectively. .......................................................................................................................... 79 

Figure 41 - (a) Regions of Interest (ROIs) extracted around the right (a) and the left (b) eye. 
Examples of ROIs extracted for the right (open and closed) (c) and the left (open and closed) 
(d) eyes. The five triangles - with one of the vertices on the tip of the nose and the others 
defined by the facial landmarks located on eyebrows – identified (on the schematic € and on 
the face of the patient (f)) to detect the eyebrow movements. ............................................. 81 

Figure 42 - Typical values of the average normalised height 𝑌(k) of triangles registered 
during a blink ........................................................................................................................ 84 

Figure 43 - Typical values of the average normalised height 𝑌(k) of triangles registered 
during a spasm ...................................................................................................................... 85 

Figure 44 - Neural networks with optimised topology utilised to classify the eye state (a) 
(open or closed) and the spasm and the no spasm event (b)................................................. 87 

Figure 45 - Giving in input the datasets DDSS1 and DDSS2 to the two optimised and trained 
neural networks, two arrays are computed: Aeye-state and Aspasm. Comparing the values 
assumed by Aeye-state and Aspasm the blepharospasm symptoms are classified .............. 89 



viii 
 

 

Figure 46 - Values of sensitivity SE and specificity SP obtained with the proposed software 
for the different investigated symptoms ............................................................................... 90 

Figure 47 - Correlation between (a) the severity index SIn, determined by the expert 
neurologist and the percentages of closure times for the investigated symptoms; (b) the 
severity index SIn determined by the expert neurologist and the total closure time ............ 91 

Figure 48 - Correlation between the measurable severity index SIn_m computed by the 
software and that determined by the expert neurologist ....................................................... 93 

Figure 49 - Estimated number of deaths caused by tumours worldwide in 2012 ................ 96 

Figure 50 - Number of publications per year from 2006 to 2016. Topic: Computer-Aided 
Diagnosis & Medical Images. .............................................................................................. 97 

Figure 51 - Traditional workflow implemented by CAD systems ....................................... 97 

Figure 52 - The statistics that can be calculated from the co-occurrence matrix with the intent 
of describing the texture of the image ................................................................................ 101 

Figure 53 - Tumour diagnosis from contours of breast masses: (b) benign masses, (m) 
malignant tumours .............................................................................................................. 102 

Figure 54 - Architectural differences between (a) shallow and (b) deep neural network .. 104 

Figure 55 - A representation of the CNN layers ................................................................. 105 

Figure 56 - Workflow for breast lesion classification ........................................................ 107 

Figure 57 - Output image of the algorithm for thorax masking. The reference points for 
parabola generation are A, B and C .................................................................................... 108 

Figure 58 - The classification result for the discrimination between lesions and other 
structures. A indicates a vessel, whereas B a lesion ........................................................... 109 

Figure 59 - Workflow for breast lesion classification ........................................................ 111 

Figure 60 - Images extracted after the segmentation phase: (a) ROI without lesions; (b) ROI 
with an irregular opacity; (c) ROI with a regular opacity; (d) ROI with stellar opacity .... 112 

Figure 61 - CT images acquired in the different phases: (a) Arterial phase; (b) Equilibrium 
phase. The square indicates the lesion in both phases ........................................................ 116 

Figure 62 - Block diagram of the proposed approach for hepatocellular carcinoma grading 
with samples of output images at each step ........................................................................ 118 

Figure 63 - The five types of leukocytes to be classified: (a) Neutrophils, (b) Eosinophils, (c) 
Basophils, (d) Lymphocytes, (e) Monocytes ...................................................................... 121 

Figure 64 - Workflow for leukocytes classification considering hand-crafted features ..... 122 

Figure 65 - A representation of steps to obtain the nuclei mask; (a) Sub-image extraction, (b) 
S channel of HSV sub-image, (c) Obtained Nuclei Mask .................................................. 123 

Figure 66 - Leukocyte's ROI and window extraction in one sub-image ............................ 124 

Figure 67 - Workflow for leukocyte classification considering CNNs as feature extractors
 ............................................................................................................................................ 125 

Figure 68 - Workflow for a leukocyte classification using CNN as a classifier ................ 125 

Figure 69 - The system framework..................................................................................... 132 

Figure 70 - Segmented PET-CT of the patient. In orange, the tumour .............................. 133 



ix 
 

 

Figure 71 - Renderer ISO surface of the original PET-CT................................................. 133 

Figure 72 - Renderer ISO surface of the segmented PET-CT ............................................ 134 

Figure 73 - An example of a 3D model in MeshLab. The origin differs from the centre of 
mass .................................................................................................................................... 135 

Figure 74 - Effect of the translation transform on the 3D model ....................................... 135 

Figure 75 - Example of axes swap with MeshLab ............................................................. 136 

Figure 76 - Example of axis flip in MeshLab ..................................................................... 136 

Figure 77 - Facial landmark algorithm applied to the phantom, in green .......................... 137 

Figure 78 - Example of evident translation error ............................................................... 140 

Figure 79 - Example of registration with negligible error .................................................. 141 

Figure 80 - A photo of the 3D-printed model placed in the test-bed environment ............ 142 

Figure 81 - DDDr. Jurgen Wallner while trying the mixed reality application during the 
showcase ............................................................................................................................. 143 

 

  



x 
 

 

List of tables 

Table 1 - Design principles of Industry 4.0 components ........................................................ 4 

Table 2 - The anatomical landmarks for reflective markers positioning, the Kinect-identified 
joint names and their motion tracking system-based counterparts. ...................................... 41 

Table 3 - Observed agreements between the K2RULA and the optical motion capture system, 
linear weighted Cohen's kappa and Z-test results ................................................................. 43 

Table 4 - Observed agreements, linear weighted Cohen's kappa and Z-test results ............. 45 

Table 5 - Confusion matrix utilised to classify the predictions of the specific ANN topology 
for the ith permutation of the input dataset........................................................................... 54 

Table 6 - Confusion Matrix from cubic SVM applied to features extracted during finger to 
nose task ............................................................................................................................... 65 

Table 7 - Confusion matrix of "Healthy subjects vs PD patients" classification with finger 
tapping features..................................................................................................................... 66 

Table 8 - Confusion matrix of "Healthy subjects vs PD patients" classification with finger 
tapping features..................................................................................................................... 67 

Table 9 - Confusion matrix of "Healthy subjects vs PD patients" classification with both 
finger tapping and foot tapping ............................................................................................ 67 

Table 10 - Confusion matrix of "Mild PD patients vs Moderate PD patients" classification 
with finger tapping features .................................................................................................. 68 

Table 11 - Confusion matrix of "Mild PD patients vs Moderate PD patients" classification 
with foot tapping features ..................................................................................................... 68 

Table 12 - Confusion matrix of "Mild PD patients vs Moderate PD patients" classification 
with both finger tapping and foot tapping features............................................................... 69 

Table 13 - Accuracy and standard deviation values obtained for each case ........................ 71 

Table 14 - ANN and SVM performance comparison with only selected features ............... 72 

Table 15 - Values obtained for FD, the percentage of video frames where the face of the 
patient is detected with the face detector algorithm ............................................................. 78 

Table 16 - Entries obtained from each patient and given in input to the neural network..... 86 

Table 17 - Values of av_ACC, av_SSPP and av_SSEE computed ver the nIT = 200 iterations 
for the optimal ANN topologies ........................................................................................... 88 

Table 18 - Spearman correlation coefficients between the scores (assigned to the different 
items) computed by the software and those determined by the expert neurologist .............. 94 

Table 19 - Results obtained for the discrimination between ROIs with and without lesions
 ............................................................................................................................................ 109 

Table 20 - Results obtained for the discrimination between benign and malignant lesions
 ............................................................................................................................................ 110 

Table 21 - Results obtained for binary classification ......................................................... 112 

Table 22 - Results of the selected pre-trained CNNs used as features extractor, training 
several networks with normalisation and augmented images ............................................ 113 

Table 23 – Sensitivity (SE) and specificity (SP) for the lesions evaluated through a 1-vs-all 
approach.............................................................................................................................. 114 



xi 
 

 

Table 24 - Results obtained for CNN classification ........................................................... 119 

Table 25 - Accuracy, Sensitivity and Specificity for a leukocyte classification evaluated via 
a 1-vs-all approach.............................................................................................................. 124 

Table 26 - Values of Accuracy, Sensitivity and Specificity for a leukocyte classification 
evaluated via a 1-vs-all approach with an SVM classifier ................................................. 126 

Table 27 - Accuracy, Sensitivity and Specificity for a leukocyte classification evaluated via 
a 1-vs-all approach with a CNN classifier .......................................................................... 126 

Table 28 - The 4x4 Projection Matrix ................................................................................ 138 

Table 29 - Errors of the marker-based system described in [398] ...................................... 144 

Table 30 - Error of the automatic registration before the calibration ................................. 144 

Table 31 - Error of the automatic registration after the calibration .................................... 144 

Table 32 - ISO-9241/110-based questionnaire and relative answers given by the medical staff
 ............................................................................................................................................ 146 

Table 33 - ISO-9241/110-based questionnaire and answers were given by the experts in 
mixed reality ....................................................................................................................... 148 

 
 



1 
 

 

Chapter 1 

 

1  Industry 4.0: a definition 

1.1 Introduction 

Industry 4.0, also known as ‘The Fourth Industrial Revolution’, affects entire industries 
by transforming the way goods are designed, manufactured, delivered and paid. 

Due to the techniques and technologies introduced by this revolution, the manufacturing 
industry is not the only industry enduring this transformation; the service industry is 
changing the way services are designed and provided. The fourth industrial revolution, 
different from the previous industrial revolutions, was predicted a priori and not ex-post 
[1]. This a priori prediction allows companies and research institutes to actively shape 
the future. In 2011, Germany was the first to introduce an initiative, called Industrie 4.0, 
as part of its high-tech strategy to establish the idea of a fully-integrated industry [2]. In 
contrast, Italy waited until 2015 to present a national plan for Industry 4.0.  

The main factor causing the fourth revolution is the rapid technological progress that 
introduces a range of new business potentials and opportunities: Internet of Things 
(IoT), Internet of Services (IoS), cyber-physical systems (CPS) and smart factories are 
becoming more relevant and changing the existing approaches of value or service cre-
ation. In particular, in [3] the authors  explain the IoT and IoS in the manufacturing 
processes causing the fourth industrial revolution. While the IoT allows objects (e.g., 
sensors, actuators, mobile phones, wearable devices) and ‘things’ (i.e., interactions and 
collaboration with people) to reach the common goal, the IoS enables companies that 
provide services to offer their products via the internet.  Another critical component of 
Industry 4.0 is the CPS. The system allows the physical world to fuse with the virtual 
world (made of thinking objects or intelligent services) and humans who interact both 
with the physical and virtual world. In [4] the  authors propose a five-level CPS struc-
ture, the 5C architecture, which provides a step-by-step guideline for developing and 
deploying a CPS for manufacturing applications. 

 

Figure 1 - 5C architecture for the implementation of a Cyber-Physical System 
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As presented in Figure 1, the architecture proposed consists of the following 

• Smart  connection layer (condition-based monitoring): represents the first step for 
developing a CPS and concerns the accurate and reliable processes for acquiring 
data from machines, humans and resources (the players of a complex industrial 
environment). 

• Data-to-information conversion level (prognostics and health management): con-
cerns the second level of a CPS architecture that creates smart machines using data 
acquired from the previous level and by applying inferred algorithms to evaluate 
the machines’ health value.  

• Cyber level (cyber-physical system, self-compare): this level uses the information 
from every connected machine to form the machine network and to perform spe-
cific analytics used to extract additional information that provides better insight 
over the status of each machine. Therefore, the cyber level is useful to predict the 
future behaviour of the machinery. 

• Cognition level (decision support system): displays the correct information de-
rived from previous levels to expert users. Proper presentation of the acquired 
knowledge to expert users supports correct decisions. 

• Configuration level (resilient control system): the feedback from cyberspace to 
physical space. This level acts as a general control to make a machine self-config-
ure and self-adapt. 

Finally, the smart factory is the main feature of Industry 4.0. As the authors [5] explain, 
in a smart factory, people and machines interact to execute a task due to a system work-
ing in the background that can consider context information, like the position and status 
of objects. A system should support people and machines obtaining information both 
from the physical world (e.g., position of an object) and the virtual world (e.g., simula-
tion model, electronic documents) to be context-aware. Therefore, considering the def-
initions of CPS, IoT and IoS, the smart factory, as a complex workplace in which hu-
mans and machines interact to reach goals, can be defined as a factory in which CPS 
and IoT and IoS systems communicate to efficiently and effectively support people and 
machines in the execution of their tasks. 

Without a clear definition of Industry 4.0, companies face several difficulties when try-
ing to develop ideas or take actions. Therefore, with regard to the previous considera-
tions, Industry 4.0 could be defined as a set of technologies, techniques and concepts of 
a value chain organisation. In a modular smart factory of Industry 4.0, a CPS monitors 
physical processes, creates virtual copies of a physical world and makes decisions in 
cooperation with people and machines in real time over the IoT system. Via the IoS 
system, both internal and decentralised services could be offered and utilised both by 
people and machines. Therefore, to support companies and academic researchers in 
identifying possible Industry 4.0 pilots, in [1], the authors try to derive six design prin-
ciples from the Industry 4.0 components (Table 1): 

The first component is interoperability. In Industry 4.0, companies rather than in an 
intelligent workplace in which people and machines interact with a CPS able to manage 
thinking object use, also, IoS services the interoperability plays a crucial role. 

Each module of a smart factory should operate with the others to assist people and ma-
chines during their work. 

Second, virtualisation is the means by which the CPS can monitor physical processes. 
Using sensors data from the IoT infrastructure, with the virtualisation, the CPS creates 
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a virtual copy of the physical world to manage the cooperation between people and 
machines. 

Third, in decentralisation, the central control of several systems that have to communi-
cate and interact with each other is replaced, in an Industry 4.0 context, with decentral-
ised control. The decentralisation principle allows a smart factory to train CPS to make 
correct decisions considering all the features coming from the modules of the entire 
systems. However, to avoid uncontrollable situations, the systems able to make deci-
sions on their own must be designed to support people in their work and not replace 
them. This aspect is crucial in the healthcare field. For example, in a context in which a 
CPS can make decisions based on a patient’s vital parameters, it is necessary to design 
and implement an alert system to notice an expert domain decision. 

For the forth competent, real-time capability, an intelligent system is defined as a sys-
tem able to analyse, in real-time, considerable information from several sources. It is 
important to avoid delays in crucial decisions that could compromise the efficiency and 
efficacy of the entire process. 

Fifth, service orientation allows the entire smart factory to be a workplace in which each 
module is connected and interacts with the others; only an IoS system could be utilised. 
Since modules are often not internally reachable, the IoS system must offer the services 
both internally and across company borders. 

Regarding the sixth component, modularity, a factory could be defined as smart if it is 
flexible and adapts itself to change requirements. A modular system is the only way to 
reach the goal. Therefore, only a smart factory, consisting of several modules, could 
adjust itself to improve product characteristics, for example. 
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Table 1 - Design principles of Industry 4.0 components 

 CPS IoT IoS Smart 

Factory 

Interoperability X X X X 

Virtualisation X   X 

Decentralisation X   X 

Real-Time Ca-

pability 

   X 

Service Orienta-

tion 

  X  

Modularity   X  

 

Overall, the following are the abilities with which an Industry 4.0 scenario must be pro-
vided: 

• The ability of machines, devices, sensors and humans to interact with each other via 
IoT and IoS, 

• The ability of the CPS to create a virtual copy of the physical world via an aggrega-
tion of raw sensor data or higher-value context information, 

• The ability of support systems to help people by aggregating and visualising infor-
mation for making informed decisions and solving urgent problems, 

• The ability of CPS to support people by conducting a range of tasks, 
• The ability of CPS to make a decision on its own and to perform its tasks as auton-

omously as possible. 

1.2 Challenges 

As described in Section 1.1, the core of the Industry 4.0 strategy is based on 
intelligent manufacturing or, in general, on intelligent systems using CPS technology to 
decentralise production, to personalise products or services and to increase people’s 
participation. In this way, each part of the system (people and machines) can interact to 
efficiently and effectively create products and services. In [6] the Germany strategic 
plan to implement Industry 4.0 is described. In particular, are highlighted the main 
points of this plan. 

Building a network.  

The core of the foundation of Industry 4.0 is the CPS. This system implements the con-
nection between thinking objects and incorporates several functions, such as computing, 
communications, precision control, interaction, coordination and autonomy. The CPS 
can implement these functions only by creating a virtual copy of the physical world. 

Researching two major themes.  

The first theme is the smart factory, which is key to future intelligent infrastructure. The 
smart factory is focused on intelligent systems and processes and the implementation of 
networked distributed production facilities. However, the intelligent production is fo-
cused on human-computer interaction and advanced technologies. The main goal of the 
intelligent production is the use of innovative techniques and technologies, which can 
be applied to a process to create a highly flexible, personalised and networked industrial 
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chain. In general, not just the human-computer interactions can be applied; thing-to-
thing interactions are also necessary to create better services to meet customers’ needs. 
Therefore, the common concept between smart factory and intelligent production is the 
combination of smart devices with information communication technology (ICT). 

Realisation of three integration.  

Horizontal integration aims to achieve the cooperation between enterprises for provid-
ing real-time products and services. Horizontal integration is possible by applying inte-
gration between a resource and an information network. Vertical integration refers to a 
network of intelligent factories to update the traditionally fixed production processes, 
such as assembly-line production. Finally, end-to-end integration refers to the design 
and the implementation of the interconnected CPSs, each of which is implemented at a 
terminal and has a digital value chain that communicates and interacts with other CPS 
terminals. In general, a terminal can be a man, a machine, or a service. These intercon-
nections allow the entire system to achieve complete horizontal, vertical and end-to-end 
integration. 

Against these backdrops, the challenges of Industry 4.0 can be summarised in eight 
planning objectives: 

1. System standardisation and implementation of a reference architecture: a set of 
standards needs to be designed and developed to create a network between differ-
ent infrastructures and companies that must be connected and integrated. 

2. Efficient management: with the introduction of large and complex systems, appro-
priate plans need to be made and an efficient model needs to be designed and de-
veloped to optimise the management. 

3. Implementation of a broadband infrastructure to enforce strict criteria on commu-
nications networks that must be reliable, comprehensive and high quality. 

4. Safety and security: the interactions between people and machines in these new 
scenarios have not posed a threat to people and the environment; on the contrary, 
the introduction of intelligent systems needs to be designed and implemented for 
the improvement of working conditions regarding safety, health and security. 

5. Organisation and design of work to achieve humane, automated, green production 
and management. 

6. Staff training and continuing professional development: with the introduction of 
these technologies, staff training and continuing professional development need to 
be fast and accurate. For example, new technologies such as virtual reality could 
be useful for training operators in a virtual safe place. 

7. Establishing a regulatory framework: the introduction of the new technologies in-
troduces new issues, such as in enterprise data, liability, personal data and trade 
restrictions. Therefore, appropriate means of control need to be actuated. 

8. Improving the efficiency of resource use while reducing and balancing resource 
utilisation on the environment caused by pollution and destruction. 

 

The interaction between people and machines must be implemented in every step of the 
production process assuming that, in the future, the individual worker will have more 
responsibility and a larger operating area. Therefore, the role of the worker will be to 
creatively solve issues and problems inside the CPS [7]. Figure 2 provides an example 
of an adapted production strategy in which the infrastructure of the entire system is 
designed to allow the interaction between human and intelligent systems. 
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Figure 2 - Example of Human as a monitor of the production strategy and last instance 

in the decision-making process 

The previous flowchart is applicable in every field in which human, computer, machines 
and thinking objects interact and communicate. Therefore, the concepts of Industry 4.0 
are, in general, suitable for the fields of healthcare, agriculture and energy, as well as 
manufacturing. 
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1.3 Technologies and Techniques 

Overall, the enabling techniques and technologies refer to a series of wide and multi-
disciplinary characteristics applicable to complete a task [8]. To design and implement 
intelligent systems for Industry 4.0, several techniques and technologies could be used 
(Figure 3). 

 

Figure 3 - Enabling techniques and technologies for Industry 4.0 

Additive Manufacturing 

Additive manufacturing is a technique introduced in recent years and applied as a pro-
duction technology [9–12]. Also known as rapid prototyping, additive manufacturing is 
used in several applications and business models for direct part production. The appli-
cation fields are the aerospace industry [13], the medical industry [14], and the engi-
neering industry [15–21]. The Industry 4.0 paradigm introduces the customisation of 
products and real-time monitoring of engineering systems to gain lifecycle data. Intel-
ligent systems, such as sensors and actuators connected to build a system to support 
humans in several tasks, are key enablers for smart control of an industrial value chain. 
Therefore, additive manufacturing contributes to the success of the application of In-
dustry 4.0 principles through its layer-by-layer fabrication methodology for enabling 
the production of smart structures. The integration of sensors and actuators through ad-
ditive manufacturing suggests a great potential to improve process performances in 
many fields of application for many products. For example, to satisfy the requirements 
for the centralisation of the patient in the medical field, it is possible to create biome-
chanical devices for a specific patient’s anatomy. These devices would be equipped 
with several sensors connected in a body area network [22–25]. Furthermore, additive 
manufacturing has applications in the machine tool industry to predict maintenance [26, 
27] and in metal forming tools to monitor the process temperature and wear [28]. 
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Mixed, Augmented and Virtual Reality 

Among the enabling technologies used to implement an Industry 4.0 scenario in several 
application fields, augmented reality (AR) and, in particular, mixed reality (MR) have 
proven to be suitable tools in recent years. [27, 29, 37, 38, 30–35, 35, 36]. The main 
goal of systems that use these technologies is to enable workers to collaborate, to inter-
act with information collected and interpreted using an intelligent system or decision 
support system and to monitor and control part of or an entire physical system. 

The advantage of AR over virtual reality (VR) is that the worker or the operator per-
ceives the instructions without needing to change from a real context to a virtual one. 
The main application concerns the support of workers in maintenance, repair, and con-
trol tasks through instructions with textual, visual or auditory information. However, in 
conjunction with the introduction of the Industry 4.0 paradigm, the set of application 
fields had increased and is clearly of great interest in the medical field [39–45]. The 
benefit of using this technology is both in remote and in local assistance. Companies 
that have machines installed in remote locations need to monitor, operate and repair 
those machines with the minimum number of people on-site. Therefore, AR or MR can 
help by allowing collaboration between workers in different places. [46–51]. Likewise, 
these technologies could help support workers in the decision machining in real sce-
nario, combining their experience with information extracted in real time from data-
bases and overlapping opportunely in the real world. 

The last described scenario concerns the quick access to documentation, like manuals, 
drawings or 3D models, both for training an operator by giving step-by-step instructions 
to develop specific tasks [52–55] and for reducing the time and effort dedicated to man-
ually checking the well-trained operators [49]. Most of the AR solutions in literature 
employ head mounted displays (HMDs), which have several drawbacks, including er-
gonomics, cost, limited field of view, low resolution, encumbrance and weight. The use 
of spatial (or projected) augmented reality systems (SAR) is the key to solving this is-
sue. 

SAR is based on digital projectors that superimpose virtual data (e.g., text, symbols, 
indicators) directly onto the real environment [56]. However, projected AR, like all new 
technologies, requires feasibility studies and optimisation processes before it can be 
introduced into the industrial environment. One of the most important issues is the cor-
rect visualisation of technical information. In particular, in [29] the authors evaluated 
the possibility to project text directly onto workbench surfaces (without the need to 
calibrate the scene), comparing users’ performance with that of a normal LCD monitor 
[57] because, , in a real working environment, the operator stands in front of the work-
bench and is currently assisted by instructions on monitors usually placed on their work-
benches or tool carts.  

The design of an AR-based system should include the following aspects [58]: 

• The final application must provide added-value services; 
• Functional discontinuities in the operating modes should be avoided; 
• Cognitive discontinuities between the old and the new operating practice must 

be reduced; 
• If the operator wears an HMD or similar technology, the system should be de-

signed to reduce physical side-effects, such as headaches, nausea or visual loss 
acuity; 

• The systems should be designed to avoid unpredicted effects of the devices used 
by operators, such as distractions, surprises or shocks; 
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• The designer must consider the user’s perception regarding ergonomics and aes-
thetics; 

• The user interaction must be natural and user-friendly. 

Not only in the manufacturing field could an augmented reality solution be used to 
implement an Industry 4.0 scenario. For example, in the bioengineering field, imaging 
technology is important as most medical applications use imaging techniques in various 
forms. These medical applications use these techniques on the image outputs from X-
Ray, MRI and CT scans to develop systems for image-guided surgery or post-operative 
imagery. [59–65]. Using these systems and AR or MR techniques, a surgeon can 
visualise the affected area in the correct position directly on the patient’s body during a 
surgical operation [58]. Currently, most of the work using MR conducted in the medical 
field is for training purposes. Sappenfield et al. [44] used the mixed reality simulator to 
perform training on how to access the subclavian vein. The authors found having a nav-
igable 3D scene benefited the medical staff 

Promising results with regards to training are also provided by [66], where 
CBCT DICOM files are segmented and rendered as animated 3D models in a HoloLens, 
an HMD for MR, environment. The presence of 3D animations rendered in the real 
world is believed to boost medical understanding in radiology. The important technical 
outcome of these types of systems is that it is possible to both visualise DICOM content 
in this environment and apply animations to them without affecting the rendering 

Initial trials for the introduction of HoloLens in a surgery room was advanced 
by [67], where a full MRI scan of a brain was displayed through the glasses. To track 
the patient during the operation, an additional tracking sensor was introduced. Although 
limited, this paper indicates the specialists’ great appreciation for and interest in new 
visualisation techniques and underlines how, as of 2017, visualisation is still a bottle-
neck for biomedical imaging.  

Finally, Virtual Reality (VR) [68]. The updates in computing technology allow 
VR to be used for both professional and public applications, such as for car [69–72], 
design and construction, in architecture and civil engineering [73, 74] and for educa-
tional purposes [75]. 

In manufacturing, the use of VR technologies can reduce the time necessary for 
developing machine tools. Machine prototypes built in this way can support human 
validation of the designed solution’s functionality and evaluation of the results of 
simulations such as stress analysis, kinematics and dynamics. [76]. In particular, the 
concept of a virtual factory, with the introduction of Industry 4.0, is the natural conse-
quence of VR use in manufacturing. A virtual factory is a simulated model consisting 
of several sub-models. Each sub-model represents a production cell of a factory. In this 
way, a simulated model for testing a manufacturing system can be designed and con-
trolled [77]. The goal of this simulation is to find a problem to fix and thus improve the 
layout of sub-models in the context of the virtual factory. Another application of VR in 
manufacturing is training workers. 

The main goal is to avoid the risk of use for both humans and machines [78]. 
Moreover, in the medical field, there are several studies in which VR is applied for 
training in surgery, for treating mental health problems and for analysing human 
movement and muscle function. For example, in [79] the authors used VR for visualis-
ing muscle activation. The system analysed human movement and muscle functions by 
computing, in real time, kinematic joints and kinetics for full body models and dimen-
sions and force evaluation in muscle elements. With the introduction of VR, the 
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software can create interactions between humans and biomechanical data during patient 
examination or treatment. 

Moreover, for surgery training [80], a virtual environment with a stereovision 
system and haptic interfaces can help users acquire technical skills involved in craniot-
omy-based procedures. However, in this particular field, several studies are presented 
on the different state-of-the-art areas of surgery [80–86]. Several studies addressed 
treating mental health problems as well [87]. In particular, in [88] four patients with 
diagnosed claustrophobia were tested. In this study, a reduction of claustrophobia symp-
toms after three-month treatment was observed. Moreover, the same virtual treatment 
for other types of phobias was positive [89–92].  

Industrial Internet 

The Industrial Internet of Things (IIoT) is a collection of technology used in an In-
dustry 4.0 scenario, specifically in smart manufacturing [93]. Born from a convergence 
of industrial systems with ICT, sensors and communication systems [94] ., IIOT is de-
rived from a more abstract idea, called IoT, which integrates computing and communi-
cations technology, and is expanded to include the many ‘things’ used both in the home 
[95] and at work [96]. 

The IoT started with the idea of tagging and tracking ‘things’ using low-cost sensors. 
However, with the introduction of smartphones, this paradigm evolved due to the 
perfect union between low-cost computing and pervasive broadband networking. 
Technically, the IoT consists of several physical artefacts that contain embedded 
systems of electrical, mechanical, computing and communication technologies that 
enable internet-based communication, using several well-known communication 
protocols, such as Internet Protocol and data exchange. 

A consequence of the application of the IoT paradigm in industrial processes is the 
launch of IIoT. Although IIoT follows the same core definition of IoT, the ‘things’ and 
goals are different. The IIoT, for example, consists of sensors, actuators, robots, milling 
machines, 3D-printers, assembly line components, chemical mixing tanks, engines, 
healthcare devices, planes, trains and automobiles. An important part of IIoT is the op-
erational technology that refers to hardware and software systems found within the in-
dustrial environment. [97]. These systems, such as a programmable logic controller, 
distributed control systems and human-machine interfaces are also known as industrial 
control systems [98–100], and the main goal is to control the several processes and 
procedures that occur in an industrial environment. However, these are traditional sys-
tems that with the introduction of the internet-based communication technologies, can 
be integrated into manufacturing organisations’ information technology systems and 
infrastructures. Only with the union between operational technology and information 
technology (the core of the IIoT) will an Industry 4.0 scenario answer the needs of future 
systems in every application field [101]. 
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Cloud Manufacturing 

Cloud-based manufacturing (CBM) [102] is a new paradigm that contributes to the suc-
cess of Industry 4.0. The goal of this paradigm in an Industry 4.0 scenario is to design 
networked manufacturing for enhance efficiency in a cyber-physical production line, 
reduce product lifecycle costs and optimise the resource allocation in response to vari-
able-demand customer-generated tasking [103]. The features of CBM are networked 
manufacturing, scalability, agility, ubiquitous access, multi-tenancy and virtualisation, 
Big Data and IoT. With these characteristics, a CBM system could be meant as an eve-
rything-as-a-service (infrastructure-as-a-service, platform-as-a-service, software-as-a-
service) system. [104–107]. A consequence of CBM is the Cloud-based Design and 
Manufacture (CBDM) [108] which focuses on the product realisation processes using 
an integrated cloud computing model. In other terms, the goal of a CBDM system is to 
enhance a CBM system by integrating it with cloud-based design concepts along with 
social product development. 

Big Data Analytics and DSS 

Several companies in different application fields understand it is crucial to have data 
analytics capabilities of driving digital transformation. Therefore, skills concerning the 
development of algorithms for interpreting data must be required. 

In particular, in the manufacturing field, big data analytics (BDA) and technologies al-
low the support of real-time collection of data from several sources, for comprehensive 
analysis of the data and for real-time decision making to improve manufacturing flexi-
bility, product quality, energy efficiency and maintenance processes [109–113]. Cur-
rently, healthcare organisations involving both single-physician offices with multi-pro-
vider groups and large hospital networks with accountable care organisations stand to 
realise significant benefits by using big data for effectively digitising or combining 
them. [114, 115]. It seems that existing analytical techniques can be applied to the vast 
amount of existing (but currently unanalysed) patient-related medical data to reach a 
deeper understanding of outcomes to be applied at the point of care. Potential benefits 
could include following up on specific diseases. In general, BDA in healthcare could 
contribute to evidence-based medicine. The goal is the analysis of much structured and 
unstructured medical data to match treatments with outcomes, device and remote mon-
itoring for capturing, in real-time, large volumes of fast-moving data from several de-
vices placed at home or in hospital and, finally, patient profile analytics for applying 
several analyses to patient profiles to improve care and lifestyles. 

In general, a big data system (BDS) for healthcare, and for other application fields, 
consists of four main parts: 

• Big data sources generally involve web and social media data, machine-to-ma-
chine data, big transaction data, biometric data, human-generated data related to 
clickstream and interaction data from Facebook, Twitter, LinkedIn, blogs, and 
health plan websites, smartphone apps, data read from remote sensors, meters, 
and other vital sign devices. Moreover, data types and sources include health 
care claims and other billing records increasingly available both in semi-struc-
tured and unstructured formats, fingerprints, genetics, handwriting, retinal scans 
and other medical images, blood pressure and other similar types of data. Fi-
nally, data types and sources encompass unstructured and semi-structured data 
such as physician’s notes, paper documents and e-mail. 

• Big data transformation is a component that consists of a data warehouse able 
to store several types of data. To properly cluster and analyse the data stored in 
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the data warehouse, a data transformation process should be applied. For this 
scope, the open-source Apache Foundation project, Hadoop, should be used to 
analyse data and to create N datasets used as input in an Ensemble Support Vec-
tor Machine (ESVM). Hadoop has two primary components: Hadoop File Sys-
tem  and MapReduce programming framework. The main feature of Hadoop is 
that the file system and MapReduce co-deploy such that a single cluster is pro-
duced and the storage system is included in the processing system [116]. 

• Big data tools and platforms are a component that uses structured or semi-struc-
tured data from the big data transformation component as input. In general, this 
component performs the implementation of an ESVM [117], which implements 
a DSS based on several datasets collected in a proper data warehouse. 

• Big data analytics is the core of the entire system and allows a result aggregation 
to comprehensively describe the analyses performed using the previous compo-
nents of the system. These components include an interface to interact with hu-
mans who must make decision based on the results of BDS. 

The main features of a BDS are volume, velocity, variety and veracity. In detail, a big 
data system creates and accumulates an incredible amount of several types of data over 
time. Advances in data management, particularly virtualisation and cloud computing, 
are currently facilitating the development of platforms for more effective capture, 
storage and manipulation of large volumes of data. Moreover, data are accumulated and 
analysed in real-time and at a rapid pace, or velocity. In many situations, the application 
of these features in a big data system could be the difference between success and 
failure. For example, in the medical field, the ability to retrieve, analyse, compare and 
make decisions based on output values could help physicians create a diagnostic report 
in a brief period due to the MapReduce ESVM approach used to predict the disease 
severity of patients. Big data is extensive because the information comes from several 
different sources. The recent exploiting of these sources for analytics means that 
structured data (which previously held unchallenged dominance in analytics) is now 
joined by unstructured data (text and human language) and semi-structured data (XML, 
RSS feeds). There is also data that is hard to categorise, as it comes from audio, video, 
and other devices. 

Moreover, multidimensional data can be drawn from a data warehouse to add historical 
context to big data. Multidimensional data is a far more eclectic mixture of data types 
than analytics has ever involved. Therefore, with big data, variety is just as wide as 
volume. Also, variety and volume tend to fuel each other [118]. The quality of data 
acquired from different sources is highly variable, and success or failure decisions de-
pend on having accurate information. Unstructured data imply all often incorrect. The 
veracity hypnotises a scaling up in the performance of techniques and technologies to 
use in a big data management system. Big data analytics could be executed across sev-
eral servers, or nodes, in distributed processing and by considering the use of the para-
digm of parallel computing and of the approach called ‘divide and process’. 
Moreover, models and techniques need to consider the characteristics of BDA. 
Traditional data management hypnotises the warehoused data is certain, precise, and 
clean. High-quality data enable improving the coordination of processes in different 
application fields, avoiding errors and reducing costs.
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Simulation and prototype 

The main goal of simulation and prototype technologies and techniques is to mirror the 
physical world in a virtual one. This feature is crucial for a CPS implemented in an 
Industry 4.0 scenario. In general, a physical world includes machines, products and hu-
mans. The virtualisation of the world allows workers to test and optimise processes in 
a simulated manner and apply the changes in the physical world. There are several sim-
ulation studies used for observing the behaviour of machines and operators in manufac-
turing: movements [119, 120], connectivity with robotic arms [121, 122], real-time 
tracking [123, 124], energy efficiency [125, 126], deadlock prevention [127, 128], and 
the use of virtual engineering objects for industrial design and manufacturing [129–
133]. Also, in this case, the application fields are many, and since there is great interest 
in the medical field, the practical knowledge of these techniques from manufacturing is 
shifted to bioengineering to reach the same goal [134–137]. 

Robotic Systems 

This complex system in which machines and humans interact to reach a common goal 
consists of modern robots characterised by autonomy, flexibility and cooperation. Cur-
rently, robots interact with one another and work safely with humans, even learning 
from them [138, 139]. 

In general, the use of robots in a system offers cost advantages when performing most 
of the processes in an intelligent environment. For example, the use of the 
programmable dual-arm robot is proposed in [9] for material distribution in the assem-
bly line. This study focused on the safe operation of the robot through monitoring the 
environment while the robot was working. Several procedures were implemented to 
avoid unsafe behaviour. For example, if any disturbance, such as humans or equipment, 
enters the robot’s virtual space (safety eye), the system stops the robot’s movement with 
a sound anticipating some complicity [140, 141]. At this point, an operator could re-
move obstacles before the robot resumes working. Since manufacturing tasks are be-
coming individualised and flexible, robots in the smart environment should perform 
tasks collaboratively without reprogramming. The way is a ubiquitous interaction be-
tween robot and robot and human and robot as described in [142–144]. 

Cyber Security 

A CPS consists of millions of embedded sensors and communications devices. This 
type of infrastructure is weak regarding risks associated with the increasing use of data 
or concerning systemic breaches [145]. Therefore, a cyber-physical manufacturing sys-
tems may face the threat of cyber-attacks. Generally, malicious software affects and 
spreads from one machine to another through communication systems to modify the 
manufacturing processes or destroy data, leading to product quality defects or a com-
plete shutdown. Therefore, the implementation of an intelligent algorithm to avoid these 
situations is critical in an Industry 4.0 scenario because industrial data is highly sensi-
tive, encapsulating various aspects of the industrial operation, such as information about 
products, business strategies and companies [113]. 
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1.4 Application Fields 

According to the previous chapters, the key instruments for enhanced value creation 
when adopting the Industry 4.0 paradigm are platform-based cooperation and a dual 
innovation strategy to answer these questions: how should we manage the close coop-
eration required between the actors of a value chain? How can we help achieve the 
breakthrough for the Internet of Everything even though it will need to be built onto the 
existing infrastructure in our developed economies? In Section 1.1, the goals of the CPS 
were described. In particular, the virtual copy of the physics world needs to be com-
pleted to allow all a system’s modules to collaborate with each other to achieve a goal. 
The continuing convergence of the real and the virtual worlds will be the main driver 
of innovation and change in all economic sectors. The IoT, data and services play a vital 
role in mastering the energy transformation, developing and designing an innovative 
and optimal mobility and logistics sector, providing support to improve processes and 
systems in the healthcare field and enhancing the value chain of the manufacturing in-
dustry [146]. 

The IoT, data and services or ‘Internet of Everything’, with a CPS and smart 
factory are the players of the forth industrial revolution. If an object used in 
manufacturing is described as smart, it follows the Industry 4.0 paradigm: the object 
can communicate and interact with other actors of the value chain to reach the goal of 
making a decision and supporting humans in their work. The potential of IoT, IoS, CPS 
and smart factories becomes particularly apparent when different, formerly separate, 
fields of application converge. 

Today, these fields have new relationships, interdependencies and interactions 
with each other (Figure 4).  

 

Figure 4 - Modules of Industry 4.0 applied to several fields 
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Energy 

Modern electricity production is increasingly decentralised [147] but is more dependent 
on the weather conditions. However, several types of research are focused on this issue. 
For example, in [148] an approach to assess distribution system reliability in different 
weather conditions is presented. In general, these problems are related to smart grids: a 
solution to manage the energy acquired by several sources that incorporate both indus-
trial generating facilities and private consumers. A smart grid is a combination of energy 
technology and ICT, and with the introduction of the Industry 4.0 paradigm, several 
new approaches could be used to perform new measurements, controls and automatism 
across the entire distribution grid [149, 150]. 

Moreover, the implementation of the Industry 4.0 paradigm in the energy field 
introduces the new business model and new distribution to provide consumers with 
incentives to change their energy consumption patterns. The principal result of the 
application of the Industry 4.0 paradigm in the energy field is the Internet of Energy 
(IoE) [151]. The optimisation of the processes to produce, store and consume energy is 
the main goal of the IoE. This goal is reached by introducing CPS, IoT, IoS and smart 
factories to update the concept of the smart grid. In fact, while the smart grids, and in 
particular smart cities, are introduced to create a sustainable model for cities able to 
preserve their citizens’ quality of life, the IoE can be used to change, for example, the 
transport processes from design logistic processes, through real-time optimisation, to 
update the model day after day [152]. 

Mobility and Logistics 

As it has always been an efficient logistics and mobility, allow communities to grow 
economically. The key is an efficient transport system [153]. The previous introduction 
of digitalisation [154] and the more current introduction of Industry 4.0 [155] allows 
the implementation of new methods to move, store, realise and supply freight through 
the world. Trends, such as urbanisation and growth in global trade, as well as rapid 
growth in e-commerce, have led to an increase in transport requirements. The Industry 
4.0 techniques and technologies allow services to be based on quality, reliability, effi-
ciency and sustainability: requirements dictated by society [156]. Several scenarios 
could be designed and implemented to improve the transport services applying IoT, IoS, 
CPS and smart factories. For example, the integration of manufacturing and logistics 
via the Industry 4.0 paradigm could allow the production of manufacturing to respond 
instantaneously to supply variability, but this is realisable only if supply chains are net-
worked with manufacturing facilities in real time. Another key to the implementation 
of an intelligent transport system derived from the concept of decentralisation intro-
duced by digitalisation and Internet 4.0. In this context, the decentralised structures and 
processes make it possible to manage a large complex logistics system. Therefore, to 
make logistics and transport systems more efficient, real-time systems able to record 
events and status using Industry 4.0 principles and technologies will allow fast detection 
of any disruption to the system, thereby enabling support for human operators to rapidly 
solve issues [146, 157]. 
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Agriculture 

The connectivity of tools used in agricultural practices is the key to enabling the devel-
opment of the precision agriculture paradigm conceptualised a decades before the in-
troduction of Industry 4.0 [158–160]. However, the Industry 4.0 paradigm introduced 
new principles that created challenges for enabling data exchanges and for investing in 
new infrastructures. The goal is to design and implement new scenarios able to support 
humans in several tasks [161, 162]: to optimize routes for tractor drivers, to optimize 
the efficiency and productivity by means of smart sensors and, in general, to reduce the 
need of a human workforce by means of automation of vehicles, robots and other 
machinery. The key to this transformation is the ability to collect and manage a huge 
quantity of data with the production with several techniques introduced by the big data 
concept, a technology of Industry 4.0. Therefore, the development of these new tools 
and practices in agriculture relies strongly on the development of connected objects 
[163]. 

Manufacturing 

The manufacturing field is the first area in which the Industry 4.0 paradigm was applied 
[3]. The digitalisation and the introduction of the forth industrial revolution principle 
applied to manufacturing are characterised by flexible control of production and asso-
ciated areas. 

This goal is reached by designing a CPS system linked to and that interacts with IoT 
and IoS in real time. The result of the application of Industry 4.0 principles in this field 
is smart factories: the industrial environment in which human-machine, human-re-
source, resource-machine and machine-machine interactions allow humans, machines 
and resources to communicate with each other as naturally as in a social network. There-
fore, the implementation of interactions between players in a factory is the main goal 
Industry 4.0 principles must reach to improve the value chain. 

By applying these principles, products are uniquely identifiable, may be located at all 
times and have their history known, as well as their current status and alternative routes 
to achieve their target state. Autonomous, distributed machines, robots, transport and 
warehousing systems that control and configure themselves according to the needs of 
the current situation negotiate with each other to establish who has spare capacity at any 
given moment [146]. There are several applications of intelligent systems in the manu-
facturing field, each of which is different not in their goals but in the technologies and 
techniques used to reach those goals. For example, in [142] the authors present a frame-
work that consists of an industrial network, cloud and supervisory control terminals. 
Each terminal can be a machine, conveyors and products. After the framework descrip-
tion, the authors perform a classification of the smart objects into various type of agents, 
and they define a coordinator in the cloud. Therefore, in this work, the technologies and 
techniques of cloud-based manufacturing, described in Section 1.3 are used to achieve 
high efficiency of the processes by mean of the implementation of an autonomous de-
cision framework and distributed cooperation between agents. 

The smart factory result is characterised by a self-organised multi-agent system assisted 
by big data (see Big Data Analytics and DSS section) feedback and coordination. In the 
end simulations (see Simulation and prototype section) were performed and the results 
assess the effectiveness of the proposed negotiation mechanism and deadlock preven-
tion. Moreover, many applications for adaptive maintenance and training using mixed, 
virtual or augmented reality (see Mixed, Augmented and Virtual Reality section) are 
implemented considering the Industry 4.0 principles [164].
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Healthcare 

In healthcare, particularly in the bioengineering field, the digitalisation and the intro-
duction of intelligent knowledge-based systems have a lasting impact on peoples’ lives 
and the healthcare system itself. The two main goals in this area are prevention and 
personalisation. 

Several applications were designed and developed to implement a patient-centred 
healthcare system in which, for each patient, information about factors such as genetic 
make-up, a wide range of physiological parameters, diagnostic or clinical examination 
are combined. This huge amount of data is then transformed using intelligent algorithms 
to support physicians accessing a suitable set of information that is more useful for that 
specific type of patient. Therefore, personalised medicine is the way to reach these main 
goals [165, 166, 175–184, 167, 185–191, 168–174]. An Industry 4.0 scenario, including 
all methods, techniques, technology and principles could be implemented to improve 
the healthcare industry. In fact, currently, many studies focus on the design of a CPS, 
the core of an Industry 4.0 scenario, applied to personalised medicine [192–196]. In 
particular, a medical cyber-physical system is a healthcare critical integration of a net-
work of medical devices designed to face several challenges, including inoperability, 
security and privacy and high assurance in the system software. Moreover, the IoT, data, 
services and DSS provide physicians with information about patients’ personal health 
to allow the selection of a more precise treatment.[146]. 

1.5 Conclusion 

In this first chapter, the Industry 4.0 paradigm was described. Starting from the main 
principles that must be implemented in an Industry 4.0 scenario, the chapter focused on 
the challenges, the application fields and the enabling techniques and technologies of 
Industry 4.0. 

In addition to the manufacturing industry, particularly maintenance, a great emphasis is 
placed on industrial bioengineering applications. Since 2011, when the German gov-
ernment introduced the Industry 4.0 paradigm, the practical knowledge acquired by 
manufacturing fields has transferred to other fields, such as bioengineering. Therefore, 
the innovation of this PhD work is, firstly, the application fields in which an Industry 
4.0 scenario could be designed and implemented following all the main principles and, 
secondly, the technologies used to optimise a process or a task both in manufacturing 
and in bioengineering. The discussion in this first chapter allows for an understanding 
of the great impact on peoples’ lives and works that an Industry 4.0 scenario could have. 
The goal of intelligent systems for Industry 4.0, described in the next chapters, is to 
ensure an intelligent interaction between information, decision support systems, immer-
sive technologies and humans to improve the quality of the technical assistance, one of 
the four main principles of Industry 4.0. 
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Chapter 2 

 

2  Design, Development and Evaluation of Intelligent Human-Computer 
Interfaces in an Industrial Scenario for maintenance services 

2.1  Introduction 

2.1.1  Objectives and research questions 

The objective of this part of the work is the design, development and evaluation of 
Intelligent Human-Computer Interfaces in an Industrial Scenario for maintenance ser-
vices. In particular, two uses case will be described and discussed. The first one 
concerns the application of the Spatial (or Projected) Augmented Reality (SAR) 
technology to allow the design of an intelligent system for adaptive maintenance. 
Meanwhile, the second one concerns the development and validation of Computer 
Vision-based system able to support a RULA expert rater to evaluate the exposure to 
risk factors in workplaces. 

 Looking at the different phases of the product lifecycle and how AR has already been 
used for each, those that are less dependent from the product itself, are manufacturing, 
commissioning and inspection, and maintenance. In particular, in those three phases, 
except for certain product categories (e.g. cars, planes, plants), the product is handled 
into a Manual Working Station (MWS). Common operations that are accomplished into 
an MWS are assembly, welding (especially spot welding), packing, testing, repairing, 
inspecting. In all these tasks, the worker has to follow some strict procedures and s/he 
is supported by information that can be provided in an AR mode, with all the benefits, 
which are widely discussed in the literature [132, 197–203]. The motivation for the 
optimism regards the introduction of AR technologies in industrial sector arises from 
the literature where is described how AR instructions significantly reduced participants’ 
overall execution time and error rate in manual assembly tasks. 

 Despite the steady improvement in working conditions, according to the Sixth Euro-
pean Working Conditions Survey [204], exposure to repetitive arm movements and tir-
ing positions remains a common issue. Taking into account worker's health and also 
welfare costs, it is mandatory to apply policies aimed at minimising risks belonging to 
the work-related musculoskeletal disorders (WMSDs). WMSDs include “all musculo-
skeletal disorders that are induced or aggravated by work and the circumstances of its 
performance” [205]. The best applicable practice to prevent WMSDs consists in the 
evaluation of the exposure to risk factors in the workplace and in planning an eventual 
ergonomic intervention as the workplace redesign. Many methods have been developed 
with this goal. They can be classified into three groups: i) self-report; ii) direct meas-
urement, and iii) observational methods [206]. Self-reports methods suffer from non-
objective factors and are affected by intrinsic limits of subjective evaluations [207, 208]. 
Direct methods use data from sensors attached to the worker's body, but they are typi-
cally more expensive, intrusive, and time-consuming [209–211]. Observational meth-
ods, which are widely applied in industry, consist of direct observation of the worker 
during his work shift. A detailed review of the most common observational methods 
can be found in [212] where OWAS, revised NIOSH, RULA, OCRA, REBA, LUBA, 
and EAWS are compared. In industrial practice, posture data are collected through sub-
jective observation or estimation of body-joint angles in pictures/videos. These methods 
have the main disadvantage to require a field expert who performs a time-consuming 
analysis of the postures. Therefore, a method based on Computer Vision techniques 
using low-cost and calibration-free depth camera is required to suggest a semiautomatic 
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approach to observational methods aiming to support an expert rater during the valua-
tion of postures. 

2.1.2  Contribution 

The main contributions of the presented works regard the study of the implemented 
systems to optimise methods for future update and to use the methodologies in the 
bioengineering field. In particular, concerning the design and development of the SAR 
system for MWS, the interaction between the system and the database in which are 
stored all information about the task and the calibration process are investigated. On the 
other hand, regarding the system based on Computer Vision techniques to evaluate pos-
ture in the workplace, a validation procedure based on an expensive device used in the 
clinical application (BTS Bioengineering platform [213]), is performed to validate the 
system implemented and based on low-cost device.   

2.1.3  Part outline 

In the paragraphs that follow, I will present state of the art about immersive Human-
Computer Interfaces for Industry 4.0, in part explained in previous paragraphs 
(seeMixed, Augmented and Virtual Reality). Also, an introduction on Human 
Ergonomics and Motion Analysis in which I’ll focus mainly on the aspects concerning 
the health of a worker and how the techniques used and standardised in the clinical 
application can be used to validate systems and instruments for the industrial scenario 
will be discussed. Moreover, I’ll describe the two systems designed, implemented and 
evaluated, Finally, a common conclusion in which I’ll focus on how same technologies 
can be used to help humans both in bioengineering and manufacturing field. 
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2.1.4  Human-Computer Interfaces for Industry 4.0 

Following the Industry 4.0 principles, each player of an intelligent environment consists 
of modules to interact with other players. A player is not only a machine, but can be a 
resource or a human or, in general, intelligent objects. 

An intelligent environment can be described as a cyber-physical structure in which hu-
mans should be integrated to realise their individual skills and talents fully. Therefore, 
a cyber-physical structure can be described as a network of relationships between hu-
mans and CPS consists of physical and virtual components [214]. The interaction be-
tween humans and physical or virtual components of CPS occurs both by direct manip-
ulation of the virtual of physical components and by means of human-computer inter-
faces. In this contest, the role of the worker is to dictate a production strategy and su-
pervise the implementation of the self-organising production processes. Therefore, the 
classic workplace becomes less significant due to extensive networking and mobile real-
time information availability. The result of the application of this type of paradigm is 
that the workers assume more responsibility on a larger operating area since that their 
decision and monitoring processes can be executed on site or from afar. In this way, the 
worker takes on the role of the creative problem solver and his/her work is characterized 
by constructive planning activities or mental work. The novel role of human workers 
must be combined with the implementation of organisational and technological material 
and methods. Firstly, the need to fit qualifying strategies creates a need to find a re-
source that solves problems with an interdisciplinary approach that is necessary for an 
Industry 4.0 scenario. On the other hand, the need of human-technology solutions pro-
vides the creation of a networked and decentralised manufacturing system, the main 
result of the implementation of Industry 4.0 principles. 

 The CPS implementations with their abilities to gather, exchange and process data 
are leading to increasing the requests for managing information in every application 
fields of Industry 4.0. The result is an emerging need for requirements concerning the 
acquisition, aggregation, representation and re-use of data. In order to control and man-
age processes in these innovative systems, human workers must easily interact, in a 
distrusted manner, with all the necessary interfaces for visualising current production 
processes and the resulting data. On the other hand, each component of CPS must be 
able to collect data originate from a multitude of different data sources by means of 
standardised and platform-independent interfaces. Human workers must be able to in-
teract with this component using mediating interfaces such as VR or AR. In particular, 
as described in Mixed, Augmented and Virtual Reality paragraph, VR allows the user 
to simulate and explore the behaviour of the CPS-based production system. On the other 
hand, the AR, which represents the computer-aided enhancement of human perceptions 
by means of virtual objects placed in the real world, allows the user to interact with CPS 
directly or to view information to make a decision on a specific process. There is a lot 
of information that could be visualised in the field of view of the human's works. There-
fore the CPS must have such component able to evaluate information with which the 
human workers have to interact to make an intelligent decision. These components, also 
called, Decision Support Systems (DSS) are necessary components in a CPS, as de-
scribed in  paragraph 1.1. To implement these types of interactions, the IoT or IoS parts 
of an Industry 4.0 scenario, must be designed on a network in which each intelligent 
object has to be able to interact with each other following a precise standard for infor-
mation access and exchange. By implementing the network of thinking objects and the 
interfaces for the interaction between data and human workers, the aggregated and pre-
processed information can be directly accessible by human workers by means of medi-
ating interfaces [215]. Therefore, several scenarios can be designed: 
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• maintenance by providing interactive and virtual instructions [216–218]; 
• quality control monitoring or, in general, production processes monitoring by 

means of an intelligent retrieval and allocation of information, such as the status 
of a CPS [219–221]; 

• planning and simulation of production processes to understand and optimise the 
behaviour of the CPS. In this scenario, the objectives must be both the design of 
information and virtual objects handling to be as user-friendly as possible and 
the implementation of the scenario by following specific requirements espe-
cially concerning robustness and security [222–224]. 

In general, interaction must be intuitive. This means that the same experiences gained 
while dealing with real objects can be transferred to the virtual/digital world. Tradition 
user interfaces are characterised by an unimodal interaction, in which the user, by means 
of several input devices such as a keyboard, mouse, joystick, etc., can give a command 
to the system that replies with the visualisation of the command result (generally, on a 
screen). The use of innovative multi-touch and voice control devices allows for im-
proved ease of use, which will be updated by users personal experience [225]. However, 
the need to introduce innovative user interfaces collides with the strictly specific re-
quirements of the environment in which the interfaces have to be used (industrial envi-
ronment, operating room, etc.). For example, the most important form of interaction is 
the touchscreen interaction. However, only with the introduction of the Dispersive Sig-
nal Technologies (DST) [226], smartphones or tablets have been introduced in an in-
dustrial field since DST allow the human worker to interact with the touch screen when 
wearing gloves. Other problems such as dust and water splash must be solved to intro-
duce smartphones or tablets in an industrial environment but already exists some hard-
ware solutions. Voice control is another type of interaction that allows human workers 
to interact with systems even if their attention or haptic capabilities are fully busied 
[227]. Moreover, natural gestures interfaces are like voice control interfaces since it is 
particularly intuitive and immediate. Recognizing hand position and movements, natu-
ral gestures interfaces could be image or device based. In the device-based version, 
wearable sensors, such as acceleration or position sensor, have to be worn to record 
users’ movements. On the other hand, image-based systems use camera sensors object 
recognition and image processing techniques to recognise the gesture, posture, hand 
position, etc. [7]. 

Natural User Interface (NUI) is a goal of the Human-Computer Interface (HCI). The 
true meaning of what NUI is has evolved along with the introduction of the new tech-
nologies. For example, the Graphic User Interfaces (GUIs) are considered an NUI com-
pared to command-line interface and Gesture UI, by means of technologies such as Ki-
nect, is considered an NUI advanced over GUI [228]. A meaning of NUI could be ges-
tures, touch, speech and haptics that support user interaction with a system via the 
human body [229, 230]. For example, in [231] the authors described the concepts re-
garding touch, tap and swipe on a flat screen with the disappearance of buttons. The 
new technologies, such as AR, VR and voice commands produce a new definition of 
NUI. Nowadays user interfaces are based on vision, hearing and tactility. However, to 
improve the experience new technologies are implemented by enabling thermal, wind 
and pressure stimuli based on the sense of touching. For example, in [232] the authors 
demonstrate how the addition of thermal and wind stimuli in a virtual reality scenario 
improves the sense of presence for a specific simulation. Moreover, in [233, 234] the 
authors design thermal and pressure feedback for mobile devices to reach haptic inter-
faces. The common goal of these studies is the extension of user interfaces with periph-
eral modalities beyond vision and hearing. Other senses such as olfaction and gustation 
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are also important for a human to interact with the world since that plays an important 
role in human emotion, memory and social interaction [235]. However, there are few 
works in the state of the art that explore the interfaces to support olfaction and gustation. 
For example, a study that demonstrates how people could use smell to tag photos com-
pare with text label is presented in [236]. Another study designs and built an olfactory 
display system that distributes spatially on the touch screen several types of odours 
[237]. Finally, a team of researchers present an olfactory display based on biometric 
data in [238]. However, the most important study concerning olfaction is [239] in which 
Obres et al. identified 10 categories of smell experience that are useful to encourage the 
HCI community to design and implement devices for the improvement the simulation 
of olfaction in a simulated world. The research in the olfactory interfaces has encour-
aged the design and implementation of devices to simulate the sense of taste [240–242]. 
The common goal of these studies is to investigate the implications of gustatory expe-
rience by designing and implementing devices to allow users to taste dispensed flavours 
by touching the tongue to the screen or by developing a digital taste interface that sim-
ulates several tastes on the tongue via thermal or electrical stimuli. However, these types 
of interactions are still limited [243].  
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2.1.5  Human Ergonomics and Motion Analysis technologies 

The applications of human motion analysis are growing fast in the areas including but 
not limited to healthcare [244, 245], virtual reality [246], sport [247], etc. [248], over 
the past decades. Human motion tracking systems generate real-time data that represent 
human movement and posture. The tracking system can be classified according to the 
motion capture techniques as optical and non-optical. Non-optical systems, or sensor-
based systems, include the inertial, magnetic and mechanical motion capture tech-
niques. These systems have the disadvantage of being intrusive, which can affect the 
performance of the system and limit its application. Optical-based systems utilize data 
captured from one or more cameras (infrared or video camera) to triangulate the three-
dimensional position of a subject according to marker-based or markerless techniques. 
Systems such as Optitrack (http://optitrack.com/), VICON (http://www.vicon.com/), 
and BTS (www.btsbioengineering.com/) are vision-based tracking systems with mark-
ers. Instantaneous bone position and orientation and joint kinematic variable estima-
tions are accurately addressed in the framework of rigid body mechanics (Figure 5).  

 

Figure 5 – 3D tracking during Gait Analysis Processing in BTS Smart Clinic environ-

ment: infrared cameras (orange), force platforms (magenta), biomechanical model (red 

segments), calibrated volume (green parallelepiped). 

In particular, by using a combination of several markers in a specific pattern, the soft-
ware can identify rigid bodies or skeletons. By putting at least 3 markers on the rigid 
body in a unique and non-symmetric pattern, the motion capture system is able to rec-
ognize the object and determine its position and orientation. A skeleton is a combination 
of rigid bodies and/or markers, and rules for how they relate to each other. Several pre-
defined skeleton models for the human body exist in the motion capture software, but 
it is possible to set up user-defined skeletons or models depending on the needs of the 
researchers. Commercial systems available offer the combination of hardware and soft-
ware to: acquire the position of the passive markers placed on the body segments (cap-
ture), reconstruct the trajectories of each marker (tracking) and - if required - elaborate 
the three-dimensional data (analyse) according to a specific medical protocol [249, 
250]. 
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The posture analysis field is really crucial in an industrial environment in which the 
human workers are undergone to repetitive movements during work tasks. Therefore, 
several observational methods used by experts are introduced to avoid posture prob-
lems. However, observational methods like OWAS, NIOSH, OCRA, and EAWS, even 
if supported by depth cameras user data, still require a heavy intervention by a field 
expert to estimate the required parameters (e.g. forces, loads, static/repetitive muscular 
activity etc.). The ISO standard 11228-3:2007(E) [251] suggests the use of a simplified 
method in the early stage of the analysis and, if critical conditions are detected, provides 
the OCRA method to be applied for additional investigation. Among the simplified 
methods for rapid analysis of mainly static tasks, the RULA, acronym of Rapid Upper 
Limb Assessment, is one of the most popular [252]. The main weakness of RULA is 
related to the inter-rater reliability. In [253] the authors found just “fair” inter-rater re-
liability of the RULA grand-score (ICC<0.5) among four trained raters. Dockrell et al. 
[254] proposed an investigation of the reliability of RULA that demonstrated higher 
intra-rater reliability than inter-rater reliability implying that serial assessments would 
be more consistent if carried out by the same person. Bao et al. [255] showed that, if a 
“fixed-width” categorization strategy is used when classifying the angles between body 
segments, the inter-rater reliability grows with the amplitude of the width. Moreover, 
larger body parts as shoulder and elbow, allow better estimation than smaller ones, as 
wrist and forearm [256, 257]. 

The introduction of low-cost and calibration-free depth cameras, such as the Microsoft 
Kinect v1 sensor, provided easy-to-use devices to collect data at high frequencies. Sev-
eral authors studied the accuracy of kinematic data provided by the Kinect v1 device in 
various application domains [209, 258–261]. The results showed that Kinect v1 is ac-
curate enough to capture human skeletons in a workplace environment. The accuracy 
and robustness of the provided joint positions (skeleton tracking) are promising for ap-
plications that require to fill in an ergonomic assessment grid [262, 263]. Patrizi et al. 
[264] compared a marker-based optical motion capture system with a Kinect v1 for the 
assessment of the human posture during work tasks. However, three main technical 
problems arose in the works using Kinect v1: the lack of wrist joints tracking, the influ-
ence of the environment lighting conditions, and the self-occlusions (in postures such 
as crossing arms, trunk bending, trunk lateral flexion, and trunk rotation). The Kinect 
v2, presented in 2013, uses a different technology (time-of-flight), and according to the 
specifications, it outperforms the previous version. It tracks 25 body joints including 
wrists; it is more robust to artificial illumination and sunlight [265] and more robust and 
accurate in the tracking of the human body [266]. Conversely, a study [210] found the 
non-trivial result that Kinect v1 outperforms v2 as regards average error of joint position 
(76 mm vs 87 mm) in seated and standing postures. These results feature the Kinect v2 
sensor to be a promising tool for postural analyses, especially for the metrics whose 
calculation is based on angular thresholds that tend to minimize the effect of joint angle 
errors.
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2.2  Usable AR-based system for adaptive maintenance 

The Manual Working Station (MWS) applications are crucial in an Industry 4.0 sce-
nario. Some requirements must be respected to develop applications for industrial aug-
mented reality [267], i.e.:  

• reliability: high accuracy, fall-back solutions; 
• user-friendliness: AR system safe and easy to set up, learn, use, and customize; 
• scalability: setup easy to reproduce and distribute in large numbers. 

The MWS scenario is effortlessly reproducible in a laboratory. Therefore, is simple to 
look for all the possible bottlenecks and try to solve them in order to have a reliable 
application. By testing the application with focused user tests, and thanks to their feed-
backs, it would be possible to create a user-friendly solution. Finally, about the scala-
bility, the aim to find all the hardware and software solutions that are the less dependent 
as possible to the product and operations to be accomplished in the MWS is investi-
gated. Most of the AR solutions in literature employ Head Mounted Displays (HMDs), 
which have several drawbacks in terms ergonomics, cost, limited field of view, low 
resolution, encumbrance and weight [268, 269].  

2.2.1  Research question 

The main research question is about the usability of a projected AR on MWS. The goal 
is to design and develop a system able to give, in a proper manner, all the necessary 
information directly on the real environment by means of digital projectors to superim-
pose virtual data (text, symbols, indicators, etc.) [56]. However, projected AR, like all 
new technologies, requires some feasibility studies and optimization processes before 
it can be introduced in the industrial environment. One of the most important issues is 
the correct visualization of technical information, and then, an evaluation of users’ per-
formance deriving from the use of a normal LCD monitor [57] compared with projected 
AR must be performed. This because, in a real working environment, the operator 
stands in front of the workbench and is currently assisted by instructions on monitors 
usually placed on their workbenches or on tool carts.  

2.2.2  Materials 

From state of the art, the first lesson learned is that Head-Worn Displays (HWD) should 
not be used in an MWS scenario for adaptive maintenance. The worker does not have a 
real perception of the objects that s/he is handling, and this could be very dangerous. 
Furthermore, HWDs are connected via cable to the computer where the application is 
running. This physical link, along with wearing issues may cause ergonomic problems. 
Moreover, the projection of text on real industrial workbench surfaces produces the 
same performance of text displayed on an LCD monitor (except for the blue text) [57]. 
Furthermore, reading of text projected on wooden surfaces is better than the reading of 
text displayed on an LCD monitor. Vision-based tracking methods are highly sensitive 
to lighting changes [270]. For this reason, fine control of the environmental lighting 
should be taken into account. This led to the need for an external lighting system. As 
regards contents, the experience acquired demonstrates that the use of animated 3D vir-
tual objects is not essential. The time required to create an animation is often more than 
the benefit that the animation gives, especially for experienced workers. This encour-
aged the design and development of projective AR and the consequent use of 2D 
graphics signs to indicate objects or operations to accomplish in the real scene. The 
main technical features defined for the prototype are: 
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• A light frame to be clasped on a normal workbench of a Manual Working 
Station; the dimensions of the reference workbench are 1200 mm (L) × 1000 
mm (D). The frame should be designed to hold multiple cameras and pro-
jectors at an adjustable distance. 

• A turntable where the product to be assembled/maintained should be fixed. 
In many cases, this additional frame is already present to facilitate the oper-
ators in the maintenance tasks. The need to use it in this system concerns the 
possibility to locate the tracking markers. This is because marker position 
on the product may vary during the working steps, e.g. assembly. 

• The optical tracking is based on fiducial markers that are glued on the turn-
table. A multi-marker technique is used with the markers placed so that it is 
always visible from the camera at least one of them. 

• An additional lighting system must be provided, to have uniform lighting on 
the markers. 

• The virtual contents that the projector should display are 2D graphic signs 
as circles, arrows, squares, crosshairs, etc. 

• The user interface is projected directly on the workbench and contains a 
menu with the tree of the operations performed/to perform and the possible 
subtasks of the current operation. 

• The contents navigation could be done with virtual buttons or other Natural 
User Interfaces like voice recognition and gesture recognition [129].  

2.2.3  Methods 

The application framework developed for this prototype is based on the general struc-
ture of an assembly/maintenance manual. A reorganisation of the information about the 
maintenance steps in a tree-like structure with different levels of detail should be 
evaluated [132]. This allowed the technicians to gain in efficiency as compared to paper 
manual, skipping well-known details while accessing specifics only if needed (learning, 
troubleshooting, etc.). Therefore, the following four commands may be sufficient to 
navigate the manual effectively: 

• Next. A maintenance task, at the current level of detail, is clear or completed. 
The user wants to access the information about the next task at the same 
level of detail. 

• Previous. The user wants to access the information about the previous task 
at the same level of detail. 

• Go down (to a lower level). More detailed information is required; therefore, 
the current task is expanded in a more detailed sequence of sub-tasks (e.g., 
unknown task or troubleshooting). 

• Go up (to an upper level). The user needs fewer details. Therefore s\he nav-
igates through a sequence of less detailed tasks. 

Going up to the first level brings the user to the root node of the manual. Considering 
this structure of manual, the user of the application can go back and forth from a step to 
the previous/following, up a level to go the main menu, down a level to access further 
details for that step. 

The system architecture is schematized in Figure 6. 
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Figure 6 - System architecture 

The hardware side is composed by a camera for tracking and a projector for visualizing 
info on the workbench. The device under maintenance is located on a tracking board 
with optical markers which is supported by four wheels allowing for easy translation 
and spinning on the workbench. The beamer projects also a GUI for managing the pro-
cedure and the info. The software side, running on one PC, is composed by an applica-
tion based on Unity 3D and the tracking module based on AR Toolkit. In the framework, 
each working step is a Unity scene file that includes all the contents needed for the 
display of the information, namely CAD models of the virtual objects, their placement 
on the scene (position/orientation), their possible animation, a text list of tools needed, 
and text instructions. Each scene component is conveniently stored in a SQL database 
managed by a MySQL RDBMS, linked using a MYSQL connector for Unity 3D. Each 
interaction between the operator and the system correspond to a SQL query. The result 
of a query is a collection of data used to instantiate at run-time a scene component. 
According to the requirements, the physical structure is designed by means of CATIA 
(Figure 7), using a teamwork approach.  
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Figure 7 - Projected AR workbench CAD design 

Physical setup 

As workbench, a white table adjustable in height (the height was set at 750 mm from 
the floor), 1200 mm large and 1000 mm deep is used. The components are installed on 
a physical structure realized with Bosch Rexroth aluminium profiles 30 × 30 (shown in 
Figure 8) allowing a very good physical stability of the structure.  
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Figure 8 - The prototype 

As for tracking board, a square table (side 650 mm) where we put on the product to be 
maintained is used; it can freely move on the table due to four wheels mounted beneath 
the base. At the corners of the table, four 140 mm markers used for the tracking are 
fixed. In this way, the markers move jointly to the product, but they are not fixed on it, 
so this solution is scalable to different products to be maintained. Benq W1080ST + 
projector mounted at a distance of about 1300 mm from the table and from the side of 
the user is used. In this way, the projector illuminates mainly the area in front of the 
user. The distance from the table is set in order to illuminate all the width of the table, 
whereas part of the height is not illuminated. The resolution used is 1600 × 1200. The 
projector was fixed at the end of an aluminium bar whose height can be changed, in 
order to have a scalable solution, i.e. the same frame even if we change the projector 
can be used. The projector used in this prototype was set at the height of 1330 mm. For 
tracking purpose, an Imaging Source DFK 23U445 (1/3” CCD sensor, resolution 1280 
× 960, USB 3.0) with a 4 mm optic is used. The camera was mounted on a horizontal 
bar at the height of 1000 mm from the table to frame the entire table. Two lamps (30 W 
energy-saving, 5200 K), mounted inside an aluminium reflector (Ø 26 cm) with a dif-
fuser to have a softer light and very uniform illumination, at the height of 1150 mm are 
added. 
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Graphical User Interface 

The designed Graphical User Interface (see Figure 9) includes the following elements: 

• Graphic signs (arrows, circles, etc.) are projected to point at the parts of the 
product where to operate. Their placement is computed in the authoring 
phase by overlapping the virtual object on the CAD model of the object to 
be maintained. The CAD model is also used in the Unity scene as occlusion 
model to have a more realistic rendering of the scene. 

• A text box at the bottom of the table with instructions for the operator. A 
navigation tree, to understand which step of the maintenance procedure the 
operator has reached and if there are any sublevels for that step. 

• At what point of the procedure is the operator, and if there are sublevels for 
that step. 

• A panel with the list of needed tools; in this panel, also additional infor-
mation or images can be provided. 

• Indicators of the marker occluded for the navigation of the user interface. 

 

Figure 9 - The Graphical User Interface 

As to the interface navigation, a technique based on marker occlusion is used. Four 
different markers for the four directions of the application are used: next, previous, up 
to a level, down a level. When the user occludes with his/her hand the marker, the cor-
responding trigger is activated, and the corresponding scene is loaded. A control on the 
GUI to check if a marker has been occluded is developed. It consists of four squares; a 
square is red if the related marker is not occluded, green otherwise. Just as an example, 
on each new step, the system suggests the operator move the rotating base in order to 
adjust the point of view to optimize the projected information. A virtual red circular 
arrow indicates the direction of rotation, and it disappears when the correct position of 
the rotating base is reached (see Figure 10). 
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Figure 10 - The red circular arrow suggests the operator rotate counterclockwise the 

rotating base 

2.2.4  Innovative Results and Discussion 

As a first test case, the maintenance procedure of an oleo dynamic valve (model GMV 
3010 ¾”) is implemented. The maintenance procedure was quite simple with four macro 
steps, with several sub-levels. Nevertheless, the test case was able to test the function-
ality of the complete system. In this case, a working volume of about 600 mm (L) × 500 
mm (D) × 600 mm (H) is measured. Common assembly/maintenance instructions usu-
ally contain information about the localization of the sub-product involved in the oper-
ation (e.g., a screw), the tools needed, and the operation itself to accomplish. The system 
proved to be very effective to locate specific points or objects in our product, for 
example, heads of screws, holes, sensors, buttons, etc. However, these points must lie 
on a surface, which is directly illuminated by the projector. As to the interface naviga-
tion, in this initial prototype, a reliable solution is not properly designed and created. 
This type of navigation of the interface it is not reliable because an occlusion occurs 
whenever something (often user’s arm) stands between the marker and the camera, lead-
ing to frequent false positives (unwanted triggers). Therefore, several research activities 
as future works can be described, in particular: 

• For the localization tasks of points directly illuminated by the projector, the 
accuracy of the system in the localization of these points to determine the 
dimensions of the virtual objects to use, have to be measured. 

• Find which is the virtual object that ensures higher reliability and is more 
user-friendly: circle/square, filled/empty, fixed/flashing. 

• For those points that do not lie on a surface directly illuminated by the pro-
jector (e.g., vertical objects, undercut points, etc.), two possible solutions 
can be tested: (1) use of multiple projectors; (2) use of a portable camera 
coupled with a pico-projector, to be handled by the operator as a torchlight. 

• As regards tools, the information can be showed in different ways: the sim-
pler are codes of the tools or images projected on the table. Nevertheless, if 
a set of the working tools in a wall stand is presented, a projector in front of 
the tools and project a graphic sign to locate the tools needed could be 
mounted. For the reliability of this system, all the tools must be put back at 
their correct place after their use. Therefore, it is possible to position a 
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camera near the projector to compare, using simple imaging processing tech-
niques, the actual image of the tools with a reference one with all the tools 
at their correct place. In this way, if a tool has not been put back in its correct 
position after the operation, a warning message would be shown to the op-
erator. 

• As regards information on the operation to perform, this can be provided in 
different ways: text, arrows (for example to indicate un/screwing, insertion, 
and extraction). As to the text, the optimal location and formatting should 
be found. As to arrows, position, type, colour, dimensions, animation should 
be determined. 

• In the system requirements, only 2D information are specified. If 3D anima-
tions are really needed, they could be displayed as a video projected on the 
table (no AR). 

• The more reliable and user-friendly way to navigate the User Interface 
among those proposed in the description of the prototype has to be found: 
voice recognition, gesture recognition, hand recognition, others [271]. 

• Finally, in order to have also a more scalable solution, the frame creating a 
less heavy and intrusive as possible structure has to be optimised. 

Concluding, the design and development of a prototype for effective use of the AR in 
the industrial world, in particular for Manual Working Stations, is described in this par-
agraph (Usable AR-based system for adaptive maintenance). It consists of an alumin-
ium frame with a camera and a projector that dynamically projects information on the 
real object to be maintained on the workbench. The virtual environment engine uses the 
frames captured by the camera as input to its tracking algorithm; it computes in real 
time the position and the orientation of the object. In the meanwhile, the projector dis-
plays the information in the desired position even if moving the target object. The data 
structure of a database for the managing of AR instructions is designed, and the infor-
mation stored in the DB can be interactively requested from the AR application. With 
this work, the basis for the development of an effective AR application for the industrial 
environment are created. However, further tests and experiments should be done to im-
plement reliable, user-friendly and scalable solutions. 
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2.3  Real-Time System for Posture Workplace Evaluation 

The evaluation of the exposure to risk factors in workplaces and their subsequent rede-
sign represent one of the practices to lessen the frequency of work-related musculoskel-
etal disorders. In this section K2RULA, a semi-automatic RULA evaluation software 
based on the Microsoft Kinect v2 depth camera, aimed at detecting awkward postures 
in real time, but also in the off-line analysis is described. The tool is validated with two 
experiments. In the first one, the K2RULA grand-scores is compared with those ob-
tained with a reference optical motion capture system and a perfect statistical match 
according to the Landis and Koch scale (proportion agreement index ¼ 0.97, k ¼ 0.87) 
is found. In the second experiment, the agreement of the grand-scores returned by the 
proposed application with those obtained by a RULA expert rater is evaluated, finding 
again a statistical perfect match (proportion agreement index ¼ 0.96, k ¼ 0.84), whereas 
a commercial software based on Kinect v1 sensor showed a lower agreement (propor-
tion agreement index ¼ 0.82, k ¼ 0.34). 

2.3.1  Research question 

As described in paragraph 2.1.5 , many methods have been developed with the goal of 
postures evaluation. They can be classified into three groups: i) self-report; ii) direct 
measurement, and iii) observational methods [184]. These methods have the main dis-
advantage to require a field expert who performs a time-consuming analysis of the pos-
tures. The introduction of low-cost and calibration-free depth cameras such as Kinect 
v1 and Kinect v2 provides easy-to-use devices to collect data at high frequencies and 
suggests a semiautomatic approach to observational methods. The results of the appli-
cation of these devices acquired by state of the art show that the Kinect v2 sensor can 
be a promising tool for postural analyses, especially for the metrics whose calculation 
is based on angular thresholds that tend to minimize the effect of joint angle errors, as 
RULA. However, some of the results reported in the literature are controversial, since 
they are sensitive to the specific setup and to the postures adopted for the validation. 
Therefore, there is still need for further tests to strengthen the knowledge and the main 
research question is: is it possible to effectively use the Kinect v2 data for an early 
screening of exposure to WMSDs risk? The typical application scenario can be derived 
by the ISO standard 11228-3:2007(E), e.g. the workspace is continuously monitored by 
a depth camera connected to an automatic RULA evaluation system and, if critical con-
ditions are automatically detected, additional investigations (e.g. OCRA) can be carried 
out. 

2.3.2  Methods 

K2RULA software 

K2RULA software is implemented by using C#, Windows Presentation Foundation li-
braries (.NET framework) and Microsoft Kinect for Windows SDK 2.0. The GUI of the 
K2RULA tool allows the user to select the video stream to be visualized (depth or in-
frared), and to activate a secondary window for the RBG stream (Figure 11). The button 
“Real Time RULA” evaluates the RULA grand-score of the current posture. Further-
more, playback control buttons allow the execution of an offline analysis of a recorded 
file. 
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Figure 11 - GUI of the K2RULA software 

The RULA method 

The RULA method consists in the fulfilment of an assessment grid, where the human 
body is divided into two sections (Section A: upper arm, lower arm, and wrist; Section 
B: neck, trunk, and legs). A score is calculated using three tables. The first two tables 
give the posture scores of the body segments. Each one of these scores is then corrected 
according to the frequency of the operations and the force load on the limbs. The third 
table takes as input the previous scores and returns a grand-score. An action level list 
indicates the intervention required to reduce the risks of injury of the operator:  

• 1-2 grand-score: the posture is acceptable if it is not maintained or repeated 
for long periods, 

• 3-4 grand-score: the further investigation is needed, and changes may be 
required, 

• 5-6 grand-score: investigation and changes are required soon,  
• 7 grand-score: investigation and changes are required immediately. 

Data retrieval 

The Kinect tracking algorithm returns a hierarchical skeleton composed of joint objects 
(Figure 12).  
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Figure 12 - The skeleton returned by Kinect for Windows SDK 2.0. a) Depth map and 

skeleton visualised by the Microsoft Kinect Studio v2.0; b) joints position with respect 

to the body as reported by Microsoft HIG (http://download.microsoft.com/down-

load/6/7/6/676611b4-1982-47a4-a42e-4cf84e1095a8/kinecthig.2.0.pdf) 

Each joint position is calculated in real time as the average of the positions stored in a 
300 ms memory buffer (about 10 valid frames at 30 Hz) to minimize jittering. If the 
sensor is not able to track a joint (e.g. occlusion), its position is inferred (inferred joints) 
from the surrounding joints by the Microsoft SDK. The K2RULA algorithm requires 
only 19 of the 25 tracked joints. RULA parameters are trivially evaluated from geomet-
rical angles between the joints. However, for some angles, additional processing is nec-
essary. A trunk vector as the vector connecting the spine base (from Windows SDK 
nomenclature) to the spine shoulder must be defined, respectively approximately corre-
sponding to the mid-posterior superior iliac spine [272] and the incisura jugulars [272]. 
For the upper arms flexion/extension the angle between the trunk vector and the vector 
corresponding to the projection of the upper arms on the sagittal plane is computed. The 
latter is evaluated as the one passing through the trunk vector and perpendicular to the 
straight line connecting the shoulders. The upper arms abduction is evaluated with the 
angle between the trunk vector and the vector corresponding to the projection of the 
upper arms on the plane passing through the trunk and parallel to the straight line con-
necting the shoulders. For the shoulder abduction, the angle between the vector con-
necting the spine shoulder to the neck and the vector connecting the spine shoulder to 
the shoulder under analysis are computed. To evaluate the working position of the lower 
arm with respect to the midline of the body and the side of the body, the relative posi-
tions of the projections of the wrist, spine shoulder and shoulder on the straight line 
connecting the shoulders are analysed (Figure 13).  
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Figure 13 - Lower arms working position assessment geometrical construction 

As regards the wrist location, the adduction/abduction angle is evaluated approxima-
tively. The angle between the vector connecting the elbow to the wrist and the vector 
connecting the wrist to the hand tip are computed. The grid assessment requires taking 
into account the trunk twisting and bending state. A test to evaluate the correlation be-
tween directions for the skeleton object normal and the three joints in the trunk, con-
cerning the twisting state of the body, is performed (Figure 12). Hence, the angles be-
tween the normal to the ankles (directed towards the outside of the body) and the normal 
to the trunk, directed towards the sensor are calculated (Figure 14).  

 

Figure 14 - Trunk twisted detection scheme 

To detect the trunk bending state, the angle between the straight line passing through 
the hip joints and the direction normal to the horizontal plane are evaluated. The trunk 
flexion degree is trivially assessed by the angle between the direction perpendicular to 
the horizontal plane and the trunk vector. The neck flexion/extension computing the 
angle between the normal to the trunk vector in the sagittal plane and the projection in 
this plane of the vector connecting the spine shoulder to the head are assessed. This 
solution leads to an overestimation of the neck back flexion with respect to visual in-
spection. Therefore, a positive bias of five degrees in the computation of the angle on a 
heuristic base is added. The neck bending computing the angles between the vector 
connecting the spine shoulder to the head and each one of the vectors connecting the 
spine shoulder to the shoulders are detected. Despite the improvements in joint detec-
tion provided by Kinect v2, the accuracy is not sufficient to detect some important pa-
rameters for some joints, such as the wrist and neck twist. In addition, K2RULA is not 
able to evaluate other factors, such as the load on arms and the kind of muscle use, that 
affect the RULA grand-score. As solution, default settings are implemented and pro-
vided a simple GUI for the operator to set them (Figure 15). 
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Figure 15 - Window Interface for manual settings and default values 

Functionalities 

The “Real Time RULA” button activates the display of the RULA scores panel (Figure 
16).  
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Figure 16 - The RULA scores panel 

This window provides the scores of each body section for both sides, the computed 
angles, and the grand-score, and saves the report on a text file. The action level is visu-
alized with a colour-coded background varying from green (grand score 1-2) to red 
(grand score 7). Furthermore, the inferred joints are evidenced with red circles on the 
skeleton to highlight the reliability of the assessed scores. Another functionality of 
K2RULA is to process a recorded file continuously in the standard Microsoft format 
(.xef). The software calculates the grand-score for each of the frames and generates a 
report, exportable in a comma-separated values file while visualizing an interactive 
timeline plot. By clicking on one point of the graph, a pop-up label displays the RULA 
grand-score for that instant (Figure 17).  

 

Figure 17 - Grand-scores plot for an offline analysis on a recorded file: postures at 

second 6-7 and 9-11 are critical and require further analysis 
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This functionality allows to evaluate the working activities continuously and to spot for 
critical conditions. 

Experiment 1: validation with an optical motion capture system 

In this experiment, we studied the agreement between the K2RULA tool and a reference 
tracking system. The hypothesis 1 is: K2RULA RULA grand-scores are in accordance 
with an optical motion capture system.  

To run K2RULA, a Kinect v2 connected to a PC with a CPU Intel® Core™ i5-4200 
2.50 GHz, 4 GB RAM, GPU NVIDIA GeForce GT 740 M, OS Windows 8 is used. The 
reference tracking system is a BTS SMART-DX 5000 optical motion capture systems 
[273] composed by 8 infrared digital cameras, with an acquisition frequency of 100 Hz, 
and one PC with a CPU Intel® XEON E5640 2.67 GHz, e 3 GB RAM, OS Windows 
XP. The SMART Suite software for raw data acquisition and processing [273] is used. 

15 static postures are selected: nine of them (Figure 18) from the EAWS form 
(https://vdocuments.site/eaws-form-v134-en.html), and six (Figure 19) extracted from 
a booklet of the European campaign against musculoskeletal disorders [274].  

 

Figure 18 - Postures belonging to the EAWS form v. 1.3.4 
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Figure 19 - From image a) to e) the five most common awkward postures, in image f) 

the posture used as the basis for comparison. 

A volunteer (male, age 26, height 180 cm, and weight 80 kg) as an actor to simulate 
the aforementioned postures is recruited. Eighteen markers (1.0 cm diameter reflective 
spheres) on anatomical landmarks, as suggested in [272] (see Table 2  and Figure 20) 
are positioned. 
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Table 2 - The anatomical landmarks for reflective markers positioning, the Kinect-iden-

tified joint names and their motion tracking system-based counterparts. 

Body part Anatomical landmarks Kinect-iden-
tified joint 
names 

Motion tracking 
system-based coun-
terparts  

Head Left/Right Temporal Region 
(LTR/RTR) 

Head (LTR + RTR)/2 

Torso Left/Right Medial end of the 
Clavide (LMC/RMC) 

Not present (LMC + RMC)/2 

Neck C7 Neck (C7 + 
(LMC+RMC)/2)/2 

Left shoul-
der 

Left Acromion (LA) Left Shoul-
der 

LA 

Right 
shoulder 

Right Acromion (RA) Right Shoul-
der 

RA 

Let elbow Left Lateral Humeral Epicondyle 
(LLHE), Left Medial Humeral 
Epicondyle (LMHE) 

Left Elbow (LLHE + LMHE)/2 

Right el-
bow 

Right Lateral Humeral Epicon-
dyle (RLHE), Right Medial Hu-
meral Epicondyle (RMHE) 

Right Elbow (RLHE + RMHE)/2 

Left wrist Left Radial Styloid (LRS), Left 
Ulnar Styloid (LUS) 

Left Wrist (LRS + LUS)/2 

Right wrist Right Radial Styloid (RRS), 
Right Ulnar Styloid (RUS) 

Right Wrist (RRS + RUS)/2 

Left hip Left Anterior Superior Iliac 
Spine (LASIS) 

Left Hip LASIS 

Right hip Right Anterior Superior Iliac 
Spine (RASIS) 

Right Hip RASIS 

Sacrum Sacrum (S) Spine Base S 
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Figure 20 - The anatomical landmarks for reflective markers positioning, on the right 

the skeleton body model generated with the 3D CAD tool is overlaid in green 

Specific landmark choices are referred to the literature: head [209], shoulders and neck 
[275], elbows [276, 277], wrist centres [277, 278], and the pelvis girdle [279]. The Ki-
nect is positioned in front of the actor at a distance of about 240 cm and at the height of 
180 cm from the ground. The actor is in the centre of the area framed by the optical 
motion capture system in a laboratory with controlled lighting conditions (400lx). Sim-
ultaneously, the static postures with both the tracking systems and synchronized them 
according to the same event-based procedure as in [209] are recorded. 

Data analysis 

The coordinates from the optical motion capture system in a 3D CAD parametric model 
(Autodesk Inventor professional 2017) are imported, and the required angles are meas-
ured. Then the RULA grand-scores using the RULA Employee Assessment Worksheet 
[280] are computed. The agreement between the two systems by using two-dimensional 
contingency tables [281] is assessed. The proportion agreement index (p0), and the 
strength of agreement on a sample-to-sample basis as expressed by linear weighted Co-
hen's kappa are computed. 
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Results 

Figure 21 shows the RULA grand-scores for the body left and right side obtained with 
the K2RULA and the optical motion capture system. These results indicate the “perfect” 
agreement between the two systems (see Table 3) in the Landis and Koch scale [282]. 

 

Figure 21 - RULA grand-scores for the body left and right side 

Table 3 - Observed agreements between the K2RULA and the optical motion capture 

system, linear weighted Cohen's kappa and Z-test results 

Body 
scale 

Po Cohen’s 
Kappa 

Agreement 
(Landis and 
Koch scale) 

z 
(k/sqrt(var)) 

p-value Null hy-
pothesis 

Left 0.97 0.87 Perfect 4.38 <0.0001 Reject 

Right 0.97 0.87 Perfect 4.78 <0.0001 Reject 

To validate the statistical significance of this result, the null hypothesis that the observed 
agreement is accidental, by referring to the value of the critical ratio z to tables of the 
standard normal distribution is tested. Rejecting the null hypothesis (p < 0.001) for both 
the body left and right side, allowed us to confirm the hypothesis 1: K2RULA grand-
scores are in accordance to the RULA assessments obtained with an optical motion 
capture system. 
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Experiment 2: validation with RULA expert and comparison with the Jack TAT 

In the second experiment, the K2RULA tool with a human RULA expert and with the 
Jack TAT are compared. Two hypotheses, for this experiment, are defined: 

• hypothesis 2: K2RULA grand-scores are in agreement with the ones ob-
tained by the RULA expert; 

• hypothesis 3: the K2RULA provides better results than the Jack Task Anal-
ysis Toolkit. 

Equipment 

Data with a Kinect v2, a Kinect v1, and video with a Webcam Logitech® Hd Pro C920 
are simultaneously collected. Two identical PCs (CPU Intel® Core™ i5-4200 2.50 
GHz, 4 GB RAM, GPU NVIDIA GeForce GT 740 M, OS Windows 8) ran the 
K2RULA and the TAT software tool version 8.0.1 (based on Kinect v1). 

Procedure 

The same 15 static postures of experiment 1 are used. A RULA expert (an occupational 
doctor working for INAIL, 1 with more than 10 years of practice) and one volunteer 
(male, age 28, height 170 cm, weight 72 kg) as an actor are recruited. During the exper-
iment, the two Kinect sensors and the video camera (one above the other) are positioned 
in front of the “actor” as in the previous experiment in a laboratory with controlled 
lighting conditions (400lx). While the actor was keeping each static pose for a few sec-
onds, each posture is recorded. The RULA grand-scores using both the K2RULA and 
the Jack-TAT are assessed. The RULA expert analysed offline the recorded video of 
each posture and assessed the RULA grand-scores. 

Data analysis 

The comparison between the two Kinect based (KB) methods using as baseline the ex-
pert evaluation are carried out, as in [263]. The agreement between results as done in 
experiment 1 are assessed. 

Results 

Figure 22 shows the RULA grand-scores for the K2RULA and the Jack-TAT compared 
with the expert evaluation as a baseline. These results indicate “perfect” agreement be-
tween the expert and the K2RULA and just “fair” agreement between the expert and 
the Jack-TAT (see Table 4). 

 

Figure 22 - Kinect-based methods vs Expert evaluation 
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Table 4 - Observed agreements, linear weighted Cohen's kappa and Z-test results 

Methods Po Cohen’s 
Kappa 

Agree-
ment 
(Landis 
and Koch 
scale) 

z 
(k/sqrt(var)) 

p-value Null hy-
pothesis 

Expert-
K2RULA 

0.96 0.84 Perfect 3.87 <0.0001 Reject 

Expert-
Jack 

0.82 0.34 Fair 0.82 0.412 Accepted 

To validate the statistical significance of these results, the null hypothesis that the ob-
served agreement is accidental is tested. Rejecting the null hypothesis (p < 0.001) for 
the agreement between the expert and the K2RULA the hypothesis 2 can be confirmed: 
K2RULA grand-scores are in agreement with the ones obtained manually by the RULA 
expert. On the contrary, accepting the null hypothesis (p = 0.412) for the agreement 
between the expert and the Jack-TAT the hypothesis 3 can be confirmed: K2RULA 
provides better results than the Jack Task Analysis Toolkit. 

2.3.3  Innovative Results and Discussion 

In the first experiment, the RULA grand-scores, returned by the two methods, were 
identical in 24 postures of the 30 considered. This result is in accordance with the out-
comes presented by Plantard et al. in [283]. The only six differences were due to detec-
tion of the arm abduction and the trunk flexion where K2RULA overestimated the 
grand-score (+1). The RULA assessment method, based on wide angle ranges, effec-
tively compensates the joint position differences between the two tracking systems, in-
deed present as reported in the literature. In the second experiment, the Kinect-based 
methods reported exactly the expert grand-scores for postures one, four, seven, eight, 
ten, and fourteen (Figure 22). In posture two, Jack-TAT underestimated the ergonomic 
risk, returning a low score for the neck. Analysing the video frame, the neck appears 
back flexed. Jack-TAT was not able to detect this situation. In posture six, the operator 
is kneeling with outstretched hands high above the level of the shoulders. The neck and 
forearm have high scores, involving a high ergonomic risk. The expert and K2RULA 
returned the same severe grand-score. Jack-TAT gave a lower grand-score. Jack-TAT 
showed some problems with kneeling postures and sometimes it was not able to track 
the skeleton. In posture nine, the operator sits with both arms raised over shoulder 
height. The expert and K2RULA returned the same grand-score whereas Jack-TAT 
gave a lower one. Posture ten is characterized by the trunk rotation and by the left arm 
crossing the sagittal plane. K2RULA and the expert gave the same score for each body 
section. Jack-TAT, in this case, returned the same grand-score, but this correspondence 
is just accidental as Jack-TAT underestimates the arm section and overestimates the 
neck section. In posture eleven, the trunk is highly flexed forward. The K2RULA re-
turned the highest grand-score since it detected even a small twisting and a bending of 
the trunk. In posture twelve, Jack-TAT did not detect the neck back flexion and under-
estimated the arm section. Jack-TAT seems to underestimate the ergonomic risk 
frequently returning a grand-score lower than the one estimated by the expert (mean 
error ε = -0.933, error std. dev. s = 1.34). K2RULA slightly overestimates the risk (mean 
error ε = 0.267, error std. dev. s = 0.44). However, this overestimation is conservative 
and hence consistent with the goal of this tool. K2RULA showed a “perfect” agreement 
with respect to the expert (P0 = 0.96, k = 0.84). The results showed a slightly better 
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agreement than that obtained by Plantard et al. in [283], although their data were ac-
quired in real work conditions.  

The K2RULA is tested in a laboratory set-up with controlled lighting conditions and 
without occluding objects. This is the best working condition for the Skeleton Tracking 
algorithm for Kinect v2 [266] and Kinect v1 , and the results suffer only from the actor's 
body self-occlusions. Further investigations are needed to evaluate the behaviour of 
K2RULA in a real working environment. Moreover, the hands configuration plays a 
key role. Therefore, methods to track hands with or without wearable sensors must be 
investigated in the future. The availability of data acquired by hand tracking algorithms 
would probably allow the implementation of methods and tools able to assess fatigue 
indexes more detailed than the RULA score, such as OCRA index, moving from static 
postures analysis to continuous measurement. 

Concluding, in this section is described a real-time semi-automatic RULA evaluation 
system based on Kinect v2. It allows to speed up the detection of critical conditions and 
to reduce the subjective bias. K2RULA is able to analyse off-line data and to save the 
results for deeper ergonomic studies. The proposed tool is validated with two experi-
ments, using as a baseline an optical motion capture system and a RULA expert, proving 
the reliability of K2RULA as a faster alternative to classical visual inspection evalua-
tion. The system is also compared with commercial software, the Jack-TAT, based on 
the Kinect v1 sensor. In summary: 

1. K2RULA grand-scores are equivalent to the assessments obtained with an opti-
cal motion capture system; 

2. K2RULA grand-scores are in perfect agreement with a RULA expert evalua-
tion; 

3. K2RULA outperforms the Jack-TAT tool, based on Kinect v1. 

The proposed system can be effectively used as a fast, semi-automatic and low-cost tool 
for RULA analysis. 

2.4  Conclusions 

In this second chapter, two designed and developed intelligent applications are de-
scribed. Two articles are published, one on the “International Conference on Aug-
mented Reality, Virtual Reality and Computer Graphics” [29] and the other one on the 
international journal “Applied Ergonomics” [284]. Starting from these studies, other 
applications are developed in the bioengineering field, and they will be described in the 
next chapter.  

Although the applications described in this chapter are not thought for an Industry 4.0 
scenario, the conclusion is that could be intended as applications that could be used in 
a complex scenario consisted of a CPS, IoT and IoS services. The common goal of this 
applications is the Technical Assistance (one of the four principles of Industry 4.0) in 
the manufacturing field. 

The first application regards the design, and the development of an Intelligent Manual 
Working Station (MWS) consists of a workbench, a projector, a camera and a set of 
markers linked to a machine that hosts a database in which are stored the necessary 
information to implement a Spatial (or Projected) Augmented Reality System. The goal 
is the Technical Assistance intends as the optimisation of the necessary procedures ap-
plied by a new worker that has to learn his/her work on the MWS. Moreover, the system 
could also be used to avoid the use of a physical manual during maintenance applica-
tions without the use of wearable devices that could hinder natural movements of the 
worker. Further update and tests should be done to understand the validity of the 
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proposed system. However, it could be contextualised in an Industry 4.0 scenario. By 
considering the architecture of a Cyber-Physical System (Figure 1), the system could 
be intended as a part of CPS and could be placed in the 4th level of the 5C architecture. 
The 4th level is called Cognition Level. The goal of the level is to show the right infor-
mation derived from previous levels (Cyber, Data-to-Information Conversion and 
Smart Connection Levels) to users. Therefore, after the validation of the system, future 
work could consider the design and implementation of a network that linked all the 
MWSs. All data exchanged by machines could be useful to improve the system and to 
predict the future behaviour of it by means of the implementation of the Data-to-Infor-
mation Conversion and CPS Levels that apply inferred algorithms considering previous 
data. Finally, the Configuration Level could make every MWS self-configuring and 
self-adapting. 

The second application concerns the design, and the development of an intelligent sys-
tem consists of a computer and a depth sensor (Kinect v2) to implement a support sys-
tem for RULA experts that have to evaluate the posture that workers assume during 
work. The great advantage of the use of this type of application in an Industry 4.0 sce-
nario, is that the system, consists of several equal systems linked together, could collect 
data and retrieve results automatically to an expert rater that could decide to accept the 
support or to perform further analysis to make a better decision. To contextualise the 
system in an Industry 4.0 scenario, same considerations done on the previous work 
could be made.  
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Chapter 3 

 

3  Intelligent Support in Industrial Bioengineering: Decision Support Sys-
tems and Immersive Human-Computer Interfaces applications 

3.1  Introduction 

3.1.1  Objectives and research questions 

The objective of this last part of the work is the design, the development and the evalu-
ation of intelligent applications to support human worker in Industrial Bioengineering 
scenarios. In particular, three use cases will be described: the first one concerns the 
design and development of DSSs for supporting expert neurologists to evaluate the se-
verity of Parkinson and Blepharospasm. A healthcare network based on Big Data Ana-
lytics (BDA) is theorised, and a low-cost Computer Vision system is designed to ac-
quire, during a standard neurological examination, all the necessary features to train 
DSSs based on Support Vector Machine (SVM) and Artificial Neural Networks 
(ANNs). The goal, in this case of Parkinson, is to classify the disease’s severity follow-
ing a standardized severity scale called Unified Parkinson’s Disease Rating Scale 
(UDPRS). In the case of Blepharospasm, several videos from a camera RGB regarding 
the examination of the different patient are evaluated. Starting from these videos, sev-
eral features are extracted from training two Artificial Neural Networks (ANNs) to 
count the main three symptoms of this disease’s severity: blinks, brief spasms and 
prolonged spasms. The algorithms are designed following a standardized severity scale 
used by neurologists to perform observational examinations. The second use case, con-
cerning the design and the development of Computer-Aided Diagnosis (CAD) frame-
works, based on the evaluation of medical images from several and different sources, 
to support experts domain to detect and recognise cancer. The last use case concerns 
the system implemented in collaboration with the Technology University of Graz and 
University Hospital of Graz. Starting from the images resulting from a Positron Emis-
sion Tomography (PET) and a CT (Computed Tomography), the first part of the system 
concerns the detection and the 3D reconstruction of Maxillo-Facial tumours. An auto-
matic registration procedure during a surgical operation to overlap the tumours on the 
correct position in the world space by means of Microsoft HoloLens is designed and 
implemented. Finally, a survey is submitted to a team of expert surgeons of the Univer-
sity Hospital of Graz that tried the system. The goal is to understand if the automatic 
overlapping of a tumour causes an improvement of the surgical procedures.  

 Concluding, all of these designed and developed applications that I will describe in 
the next sections, could be a crucial part in a Medical Cyber-Physical System (MCPS). 
As described in  paragraph 1.1, a Cyber-physical system (CPS) is a fundamental part of 
an Industry 4.0 scenario. The main goal of a CPS is the virtualisation of the physical 
world. It consists of embedded computers and networks able to monitor and control the 
physical processes through feedback loops. The idea is to create an interconnection of 
intelligent objects and systems to execute critical tasks. Therefore, the CPS concept 
could also be applied to social services, in particular in medical and healthcare applica-
tions [114]. In order to improve this field, infrastructure and computing framework are 
required and is called Medical Cyber-Physical System which integrates the cyber and 
the real world with systems for decision making and other healthcare applications [285, 
286]. In the following paragraphs, designed and developed intelligent applications to 
support physicians in diagnostic, clinical and surgery applications are described. 
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3.1.2  Contribution 

The main contributions of the presented works regard the design and the development 
of intelligent systems in the bioengineering field to support physicians, in different med-
ical areas, in their tasks. In particular, concerning the design and the development of  

• the support systems to evaluate the severity of Parkinson’s and Blepharospasm’s 
diseases; 

• the CAD frameworks to support clinicians to detect and recognise a tumour; 
• the Mixed Reality system to overlap a tumour during surgical operations, 

My contributions are: 

• design of Computer Vision-based system by means of low-cost devices (Kinect 
v2, MyO Armband, et.) to acquire some important motor features during neuro-
logical examinations; 

• design and implementation of intelligent algorithms (based on SVM and ANN) 
to detect and count symptoms of the diseases; 

• design and implementation of CAD frameworks based on Machine Learning 
and Deep Learning algorithms; 

• design and Implementation of an Immersive Human-Computer Interfaces in 
Mixed Reality, by means Microsoft HoloLens, to automatically overlap recon-
structed maxillo-facial tumours on the face of the patient during surgical opera-
tions.  

3.1.3  Part outline 

In the paragraphs that follow, I will present all the systems previously introduced. For 
each system, an introduction will contextualise the problem and the techniques that I 
will describe to answer to the research question. I’ll focus mainly on the machine learn-
ing and deep learning techniques used to support physicians in neurological and diag-
nostic examinations implementing DSS and CAD Frameworks. Concerning the last im-
plemented system, I’ll describe all the steps to implement a Mixed Reality system in 
maxillo-facial surgery: starting from the tumour detection and 3D reconstruction and 
ending with the procedures applied to overlap a tumour on the real face of the patient. 
In particular, these techniques, that are often used in manufacturing for training pur-
poses, can be applied in the bioengineering field. The chapter ends with a common 
conclusion that stands out how, in general, this software could be contextualised in an 
Industry 4.0 scenario applied in the healthcare field. 
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3.2  Decision Support Systems in Neurological Examinations 

Nowadays, healthcare organizations involving both single-physician offices with multi-
provider groups and large hospital networks with accountable care organizations stand 
to realize significant benefits by using big data for effectively digitizing or combining 
them [115]. It seems that existing analytical techniques can be applied to the vast 
amount of existing (but currently unanalysed) patient-related medical data to reach a 
deeper understanding of outcomes to be applied at the point of care. Potential benefits 
could include following up specific diseases as well as Parkinson or Blepharospasm 
pathologies. In general, Big Data Analytics (BDA) in healthcare could contribute to 
evidence-based medicine for analysing a lot of structured and unstructured medical data 
to match treatments with outcomes, device/remote monitoring for capturing, in real-
time, large volumes of fast-moving data from several devices placed at home or in hos-
pital and, finally, patient profile analytics for applying several analyses to patient profile 
to improve cares and lifestyles. 

3.2.1  Research Question 

In this part of PhD work is suggested a Healthcare network based on BDA for Parkinson 
and Blepharospasm diseases to support clinicians in the objective assessment of the 
typical Parkinson and Blepharospasm motor issues and alterations by means of a Sup-
port Vector Machine (SVM) and Artificial Neural Network (ANN). Meanwhile, the 
healthcare network is only theorised, the intelligent applications to evaluate diseases 
severities are designed and developed, and the results of experiments will be described 
in the Innovative Results paragraph of this section. 
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3.2.2  Healthcare Network 

The network architecture aims to suggest a solution which avoids the situation in which 
a patient has to go to his healthcare, as shown in Figure 23 (a). For this purpose, a 
healthcare network based on a Big Data System (BDS) is proposed and properly de-
scribed, as shown in Figure 23 (b). 

 

Figure 23 - a) Traditional healthcare network; b) Proposed healthcare network based 

on a Big Data System 

The considered BDS should be composed of four main elements: 

I. Big Data Sources. 
II. Big Data Transformation. 
III. Big Data Tools&Platforms. 
IV. Big Data Analytics for Parkinson’s disease. 

As shown in Figure 24 volume, velocity, variety and veracity are features of a big data 
system and, in particular, they are features of a big data system in healthcare [114]. 



52 
 

 

 

Figure 24 - The 4 'Vs' of Big Data Analytics in healthcare 

In detail, volume: a big data system creates and accumulates over time an incredible 
amount of health-related data such as personal, medical records, radiology images, clin-
ical trial data, 3D imaging, genomics and biometric sensor readings. Biometric data 
from sensors and other types of common data, such as clinicians’ notes, video, images, 
are considered in this work. Advances in data management, particularly virtualization 
and cloud computing, are currently facilitating the development of platforms for more 
effective captures, storages and manipulations of large volumes of data [39];  

velocity: data are accumulated and analysed in real-time and at a rapid pace, or velocity. 
In many medical situations, the application of this features in a big data system could 
make the difference between life and death. For example, the ability to retrieve, analyse, 
compare and make decisions based on output values could help physicians to have a 
diagnostic report in a brief period of time thanks to the MapReduce ESVM (MRESVM) 
or ANN approach used to predict the disease severity of patients; 

variety: one of the things that make big data really big is that they are coming from 
several different sources. The recent exploiting of these sources for analytics means that 
so-called structured data (which previously held unchallenged hegemony in analytics) 
is now joined by unstructured data (text and human language) and semi-structured data 
(XML, RSS feeds). There’s also data that’s hard to categorize, as it comes from audio, 
video, and other devices. Moreover, multidimensional data can be drawn from a Da-
tawarehouse to add historical context to big data. It is a far more eclectic mixture of 
data types than analytics has ever involved. So, with big data, variety is just as wide as 
volume. In addition, variety and volume tend to fuel each other [287]. In this work a lot 
of data from several sensors and application are stored and processed; 

veracity or “data assurance”: the quality of healthcare data is highly variable, and life 
or death decisions depend on having accurate information. Unstructured data imply all 
often incorrect. The Veracity hypnotizes a scaling up in the performance of techniques 
and technologies to use in a big data management system. Big data analytics in 
healthcare could be executed across several servers, or nodes, in distributed processing 
and by considering the use of the paradigm of parallel computing and of the approach 
called ‘divide and process’. Moreover, models and techniques need to take into account 
the characteristics of BDA. Traditional data management hypnotizes the warehoused 
data be certain, precise, and clean. High-quality data enable improving the coordination 
of care, avoiding errors and reducing costs. Due to the fact that BDA has to be exactly 
specified for each field of application a detailed BDS suitable for PD is herein proposed 
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and reported in Figure 25 but could also be applied for Blepharospasm considering only 
a different type of machine learning method (ANN). The proposed healthcare network 
is described as reported in Figure 26. 

 

Figure 25 - Block diagram of the considered Big Data System 

 

Figure 26 - Block diagram of the proposed Healthcare Network based on Big Data 

Analytics for Parkinson and Blepharospasm disease 

More in detail, the Big Data Source component, consists of three main sub-components 
(patient, clinicians’ team and the acquisition system). The interaction between these 
sub-components has several heterogeneous data such as images, videos, electromyo-
graphic data, kinetic and kinematic data and, clinicians’ notes, patient personal data, 
etc. as outcomes. In particular, the acquisition system is designed and developed to ac-
quire and evaluate several features both from a motor impairment examination and a 
handwriting analysis. The Big Data Transformation component consists of a Dataware-
house that could store structured, semi-structured and unstructured data that coming 
from the first component. In particular, since unstructured data is random and difficult 
to analyse, structured data, already tagged and easily sorted, and semi-structured data 
that contains tags to separate data elements [266] are stored in a Datawarehouse. The 
Big Data Tools&Platforms is a component that uses structured or semi-structured data 
from the Big Data Transformation component as input. This component should perform 
the implementation of an ESVM [117] based on several datasets collected in a proper 
Datawarehouse. However, several SVM and ANN models, without aggregation, will be 
described in the next section and are designed and implemented to be used together in 
the future. Finally, a diagnostic report based on the output of the SVM and ANN models 
is feedback to clinicians. 

In general, the performance exhibited by such a classifier is strictly dependent on its 
topology, expressed in terms of the number of hidden layers, number of neurons per 
layer and activation function per layer. In fact, the overall performance of the ANN 
depends on how the neurons in the hidden layers (the layers between the input layer and 
the output layer) process the weighted input information coming from the previous 
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layers. The improvement of the computational capabilities of the processing systems 
allowed the researchers to investigate how deeper (high number of hidden layers) and/or 
wider (low number of hidden layers with a lot of neurons) ANN architectures may im-
prove the state-of-the-art in classification and pattern recognition problems. Identifying 
the optimal ANN topology is a task of crucial importance; incoherent choices are done 
in the design phase, in fact, can lead to classification models unstable and with limited 
performance [288]. 

The optimal neural network topology was designed implementing evolutionary algo-
rithms. According to Bevilacqua et al. [289], a mono-objective genetic algorithm 
(MOGA) is used as an optimization strategy to design the best ANNs with optimal to-
pologies. To do this, a binary chromosome of 30 bits was assembled to describe the 
following features characterizing an artificial neural network topology: 

- first hidden layer, the number of neurons ranging in the interval [1-256], coded 
with 8 bit; 

- second and third hidden layer, the number of neurons ranging in the interval [0-
255], coded with 8 bit for each layer; 

- first, second and third hidden layer, activation function [0-3], coded with 2 bit for 
each activation function of each layer. 

The four activation functions coded in the chromosome are the log-sigmoid (logsig); 
the hyperbolic tangent sigmoid (tansig), the pure linear (purelin) and the symmetric 
saturating linear (satlins), whereas the activation function utilised in the output layer is 
the softmax function (softmax). The solution computed with the genetic algorithm is 
the optimal ANN topology that after training, validation and test for a given number of 
iterations nIT of different permutations of the input dataset showed the highest mean 
accuracy av_ACC. In detail, according to the confusion matrix shown in the following 
table, if TP(i), TN(i), FP(i) and FN(i) are the number of true positives, true negatives, 
false positives and false negatives, respectively, predicted with the specific ANN topol-
ogy for the ith permutation of the input dataset, the accuracy ACC(i) is defined as the 
ratio between the sum of the true predictions and the sum of all the predictions (the true 
and the false ones): 

Table 5 - Confusion matrix utilised to classify the predictions of the specific ANN to-

pology for the ith permutation of the input dataset 

  True condition 

  Positive Negative 

Predicted  

Condition 

Positive TP FP 

Negative FN TN 

 𝐴𝐶𝐶(𝑖) = 𝑇𝑃(𝑖) + 𝑇𝑁(𝑖)𝑇𝑃(𝑖) + 𝑇𝑁(𝑖) + 𝐹𝑃(𝑖) + 𝐹𝑁(𝑖)  
Therefore, the mean accuracy denoted as av_ACC can be computed as: 𝑎𝑣_𝐴𝐶𝐶 = ∑ 𝐴𝐶𝐶(𝑖)𝑛𝐼𝑇𝑖=1𝑛𝐼𝑇   
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In addition to ACC(i) and av_ACC, the specificity SSPP(i), the sensitivity SSEE(i), for 
the ith permutation of the input dataset, and the average values of these quantities can 
be computed: 

{  
  
   
 𝑆𝑆𝑃𝑃(𝑖) = 𝑇𝑁(𝑖)𝐹𝑃(𝑖) + 𝑇𝑁(𝑖)𝑎𝑣_𝑆𝑆𝑃𝑃 = ∑ 𝑆𝑆𝑃𝑃(𝑖)𝑛𝐼𝑇𝑖=1 𝑛𝐼𝑇  𝑆𝑆𝐸𝐸(𝑖) = 𝑇𝑃(𝑖)𝑇𝑃(𝑖) + 𝐹𝑁(𝑖)𝑎𝑣_𝑆𝑆𝐸𝐸 = ∑ 𝑆𝑆𝐸𝐸(𝑖)𝑛𝐼𝑇𝑖=1 𝑛𝐼𝑇  

      
3.2.3  Parkinson Disease 

 Parkinson’s disease (PD) is currently one of the most spread neurodegenerative dis-
orders. In detail, it is a degenerative brain disorder characterized by a loss of midbrain 
dopamine (DA) neurons [263] and the main clinical PD symptoms related to body 
movements involve tremor, rigidity, bradykinesia, and gait abnormalities. Unfortu-
nately, no definitive treatment is at the moment available. Nevertheless, it has been 
proved that the quality of life of patients can be increased by means of other novel 
therapies. Physician evaluations are commonly based on historical information from the 
patient, regarding motor function during activities of daily living and clinic observation, 
using clinical rating scales [264] and the number of patients is growing as well as the 
amount of medical data [265]. On this proposal, healthcare networks for PD already 
exist [266], but the vast volume of existing medical data leaves the most of them still 
unanalysed. In general, Big Data Analytics (BDA) in healthcare could contribute to 
evidence-based medicine for analysing a lot of structured and unstructured medical data 
to match treatments with outcomes, device/remote monitoring for capturing, in real-
time, large volumes of fast-moving data from several devices placed at home or in hos-
pital and, finally, patient profile analytics for applying several analyses to patient profile 
to improve cares and lifestyles. Therefore, in this chapter, several intelligent systems to 
support neurologists, during the neurological examination, in the objective assessment 
of the typical PD motor issues and alterations, by means of several devices, are de-
signed, developed and evaluated. 

3.2.3.1 Materials and Methods 

The motor exercises considered in the acquisition system are a subset of exercises de-
scribed in the Unified PD Rating Scale (UPDRS) reviewed by the Movement Disorder 
Society in 2007 [290] and that consists in four parts: Part I (non-motor experience in 
daily living), Part II (motor experience in daily living), Part III (motor examination), 
and Part IV (motor complications). Nowadays there are several scientific results sup-
porting its validity. Subjectivity and low efficiency are inevitable as most of the diag-
nostic criteria use descriptive symptoms, which cannot provide a quantified diagnostic 
basis. In particular, main problems regard the evaluation of the severity of specific 
symptoms such as freezing of gait, dysarthria [291], tremor [292], bradykinesia  and 
dyskinesia [293].  Another interesting research field focuses on the analysis of different 
common life tasks such as handwriting, which is a highly over-learned fine and complex 
manual skill involving an intricate blend of cognitive, sensory and perceptual-motor 
components [294]. For these reasons, the presence of an abnormality in the handwriting 
process is a well-known and well-recognized manifestation of a wide variety of neuro-
motor diseases. There are two main difficulties related to handwriting which affect PD 
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patients: (i) the difficulty in controlling the amplitude of the movement, i.e., a decreased 
letter size (micrography) and failing in maintaining stroke width of the characters as 
writing progresses, and (ii) the irregular and bradykinetic movements, i.e., increased 
movement time, decreased velocities and accelerations, and irregular velocity and ac-
celeration trends over time. For these reasons, in literature, there are several works in-
vestigating the possibility of differentiation between PD patients and healthy subjects 
by means of computer-aided handwriting analysis tools [295].  

By considering the current state of the art, important novel contributions are here de-
scribed with designing and evaluating two specific systems for PD patients: a vision-
based system able to capture specific movements of different main MDS-UPDRS [185] 
scale exercises and a handwriting analysis tool able to extract biometric signals related 
both to pen movements and  muscular activity. Furthermore, a specific set of features 
extracted from the previous system set-up is evaluated. The Motor Examination – Hand-
writing Analysis (ME-HA) acquisition system consists of several instruments: 

• Microsoft Kinect: attached to a telescopic bar along the vertical axis to enable us-
ers to change its orientation and position so that it can recognize movements [284]; 

• passive reflective markers to track the position of fingers and toes; 
• the Myo armband: a wearable gesture control and motion control device consisting 

of 8 electromyographic sensors used as sEMG bracelet sensor for acquiring sEMG 
signals from 8 different points of the forearm; 

• the WACOM Cintiq 13” HD used as graphics tablet providing co-located visual 
feedback to acquire pen tip position (planar x-y coordinates) and pressure, and the 
tilt of the pen with respect to the writing surface. 

Several features based on all tasks performed by each patient have to be derived; thus, 
proper acquisition system needs to be designed and developed by means of these instru-
ments. In particular, several systems based on the third part of MDS-UPDRS regarding 
the motor examination and the handwriting analysis can be designed. 

Finger-to-nose task 

Participants. 17 subjects were recruited: 6 PD patients and 11 Control volunteers. PD 
patients are balanced in gender and ranged in age from 58 to 81 years old (m: 73,5 sd: 
10,7). Also, the control subjects are balanced in gender but ranged in age from 21 to 33 
years old (m: 26,1 sd: 3,8). 

The Kinect® sensor is placed at the height of 80 cm above the patient's head. So, 
from a raised position it can capture a patient’s location and the hand involved in the 
experiment. In addition, Kinect® has been preferred to normal RGB cameras because 
it captures 3-dimensional information, using a depth sensor. It consists of an infrared 
camera, which involves realizing calculations using a different wavelength than the 
traditional RGB camera. Finally, it is a relatively low-cost technology, which makes the 
whole system extremely cheap. The kinetic tremor is evaluated which measures smooth, 
coordinated movement of the upper limbs by having each of the examinees touch the 
tip their nose with their index finger (Figure 27). 
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Figure 27 - Example of the exercise execution 

In every examination, all features required for the classification have been evaluated by 
means of a reflector marker placed on a finger of each patient. In Fig. 6 an example of 
a typical trajectory during the exercise for PD and Control is depicted. 

 

Figure 28 - Example of trajectory difference between PD and ideal one 

Medical specialists usually observe significant features useful for evaluating tremor 
only on the basis of their own experience, i.e., by adopting a qualitative and subjective 
approach in their evaluation. Some of these features useful for evaluating tremor include 
average amplitude, maximum amplitude, frequency, and are subsequently determined 
and analysed by this system. A cloud of points, each one representing the spatial posi-
tion of the marker over three axes (X, Y, and Z) is acquired during the finger-to-nose 
experiment; this cloud is extracted from images captured at a frame rate of 30 Frame 
Per Second (FPS).  

The linear regression is used to find the reference line for the specific test; this line is 
used to evaluate the tremor amplitude as the distance between this reference line and 
the index finger trajectory, point by point for each frame. A typical fluctuation pattern 
of a PD patient frame by frame is shown in Figure 29. 
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Figure 29 - Fluctuation pattern of a PD patient 

More in detail the Principal Components Analysis (PCA) is used to fit a linear regres-
sion [296]. PCA minimizes the perpendicular distances from the data to the fitted model. 
This is the linear case of what is known as Orthogonal Regression or Total Least 
Squares and is appropriate when, as in this case, there is no natural distinction between 
predictor and response variables, or when all variables are measured with error. This 
contrasts with the usual regression assumption that predictor variables are measured 
exactly, and only the response variable has an error component. 

The figures (Figure 30, Figure 31) shown an example of a cloud of points and the re-
spective fit line. 

 

Figure 30 - Cloud of points of index finger trajectory 

 

Figure 31 - Reference line of index finger trajectory 
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As third feature, frequency is considered. In particular, the average tremor frequency of 
patient per second is used. The peaks of the amplitudes during the task is evaluated by 
means of the reference line obtained with linear regression previously described. Each 
peak is considered as a change of direction on the three-reference axis. Then, an 
evaluation of the number of tremors during the exercise and the medium frequency of 
tremors per second for each patient is performed. 

During the experiment, some marker tracking errors are detected. These errors are due 
to the lighting conditions that can interfere with the infrared sensor of Kinect® acqui-
sition system or to reflective objects in the Kinect® field of view that produce detection 
mistakes as shown in Fig.6.  

 

Figure 32 - Example of system acquisition: correct tracking in the 1st and 3rd image; 

an example of the tracking error in the 2nd image 

The selected data are filtered by means of a low-pass filter to remove the peaks of am-
plitude over 20 cm. This threshold is chosen because it’s twice as much the maximum 
severity of the MDS-UPDRS. Therefore, a fluctuation over this threshold is considered 
as acquisition system error. 

An SVM classifier [297] to discriminate the PD patients from control subjects is de-
signed. SVM is a binary classifier whose goal is to find the best linear decision surface 
that separates the training features space. SVMs have high generalization capability be-
cause they can be extended to separate space of non-linear input features. The perfor-
mances are discussed in paragraph 3.2.3.2. 

Finger and Foot Tapping tasks. 

Participants. Thirty-three PD patients (mean age 71.6 years, SD 9.0, age range 54-87) 
and twenty-nine healthy subjects (mean age 71.1 years, SD 9.2, age range 57-90) par-
ticipated in the experiments after giving a written informed consent. The 33 PD patients 
were examined by a medical doctor and rated according to MDS-UPDRS Part IV for 
motor complications that consider a scoring with five level (Normal, Slight, Mild, Mod-
erate and Severe). In detail, fourteen (mean age 67.2 years, SD 9.8, age range 54-81) 
and nineteen (mean age 74.1 years, SD 7.1, age range 63-87) patients are classified as 
mild and moderate PD patients, respectively. None of the patients is classified as either 
slight or severe PD patient. 

Two separate vision-based systems able to acquire the movement of the thumb, the 
index finger and the toes are developed. Both acquisition systems are based on passive 
markers made of reflective material and the Microsoft Kinect RGBD camera (Figure 
33). 
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Figure 33 - Left image shows a healthy subject wearing the two passive finger markers. 

The images reported on the right show the foot of a subject doing the foot tapping ex-

ercise while he is wearing a passive marker on the toes 

The Finger Tapping exercise set up considers the examination of both hands separately. 
While the subject is seated in front of the camera he has to tap ten times the index finger 
on the thumb quickly. During the task, the subject wears two thimbles made of a 
reflective material on both the index finger and thumb. 

Meanwhile, in the Foot Tapping exercise setup, the feet are tested separately. The tested 
subject sits in a straight-backed chair in front of the camera and has both feet on the 
floor. He is then instructed to place the heel on the ground in a comfortable position and 
then tap the toes ten times as big and as fast as possible. A system of stripes with 
reflective material is positioned on the toes. 

The two vision-based acquisition systems use passive reflective markers to track the 
position of the thumb, the index finger and the toes. After the movement acquisition, an 
image processing phase is needed to recognize the marker in each acquired video frame 
and compute the 3D position of a centroid point associated with the specific marker. 
This post-processing phase has been conducted using the OpenCV library running the 
flowing steps on each image frame: 

• conversion to a grayscale image; 
• extraction of the pixels associated with the reflective passive markers with a 

thresholding operation; 
• blurring and thresholding operations in sequence; 
• eroding and dilating operations in sequence; 
• dilating and eroding operations in sequence. 

After the post-processing phase, all the found blobs are extracted using an edge detec-
tion procedure. Only the blobs having sizes comparable with markers’ size are kept for 
the next analysis. As a final step, the centroid of each blob (only one blob for the foot 
tapping and two blobs for the finger tapping) is computed. Given the position of the 
centroid, its depth information and the intrinsic parameters of the used camera, have 
been computed the 3D position of the centroid associated with each tracked marker in 
the camera reference system. Such centroid has then considered as the position of the 
specific finger or of the foot’s toes. 
The entire post-processing analysis described above produces the 3D positions of toes’ 
marker (Foot Tapping) and of the two fingers’ markers (Finger Tapping). Given the 
position of each marker we then extracted the following signals over time (Figure 34): 
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• d1(t) - the distance between the two fingers’ markers over time (Finger Tap-
ping); 

• d2(t) - the distance between the position of the toes’ marker over time and 
the position of the same marker when the toes are completely on the ground 
(Foot Tapping). 

 

Figure 34 - a) Finger Tapping: the signal d1(t) is the distance between the two centroids 

(red filled circles) of the passive finger markers; b) Foot Tapping: the signal d2(t) is 

the distance between the centroid of the toes' marker and the centroid of the same 

Both signals have been normalized to make them range in [0,1]. Given the entire ac-
quired signal, all the single trials (ten finger tappings and ten-foot tappings) have been 
extracted for each side. The same set of features for both computed signals are extracted, 
i.e. d1(t) and d2(t). The set of the extracted features contains features of the time do-
main, space domain and frequency domain. In particular, the features are: 

• meanTime: averaged execution time of the single exercise trial;   
• varTime: variance of the execution time of the single exercise trial; 
• meanAmplitude: averaged space amplitude of the single exercise trial;   
• varAmplitude: variance of the space amplitude of the single exercise trial; 
• tremors: number of peaks detected during the entire acquisition; 
• hesitations:  number of amplitude peaks detected in the velocity signal during the 

entire acquisition; 
• periodicity: periodicity of the exercise computed as reported in [298]; 
• AxF: (amplitude times frequency) the averaged value of the division between the 

amplitude peak reached in a single exercise trial and the time duration of the trial. 

The results and relative discussions are described in the paragraph 3.2.3.2. 

Handwriting Analysis. 

Participants. 32 participants (21 males, 11 females, age: 71.4 ± 8.3 years old) took part 
in the experimental tests. The age-matched control group is composed of 11 healthy 
subjects (4 males, 7 females, age: 70.2 ± 10.2 years old), whereas the PD group is com-
posed of 21 subjects (17 males, 4 females, age: 72.1 ± 8.3). According to the degree of 
the disease, the PD group is, then, divided into two subgroups: mild and moderate. The 
mild group is composed of 12 patients (9 males, 3 females, age: 70.5 ± 10.0) and the 
moderate one is composed of 9 patients (8 males, 1 female, age: 73.8 ± 6.0). 
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This technique is based on a model-free technique that allows the extraction and the 
classification of particular features starting from the assumption that the characteristics 
(or features) of one or more particular biometric signals or parameters can synthesize 
and represent a particular aspect of the user’s handwriting. The analysis requires the 
application of processing algorithms on signals generated starting from a specifically 
created pattern and can succeed to extract the features of interest. 

The exercise, in particular, requires the writing of a specific pattern and the recording 
of two different main sources of information. The system set-up is reported in Figure 
35 and includes the MyoTM Gesture Control Armband (www.myo.com) used as sEMG 
bracelet sensor for acquiring sEMG signals from 8 different points of the forearm and 
the WACOM Cintiq 13” HD (www.wacom.com/en-ch/products/pen-displays/ Cintiq-
13-HD) used as graphics tablet providing co-located visual feedback to acquire pen tip 
position (planar x-y coordinates) and pressure, and the tilt of the pen with respect to the 
writing surface. 

 

Figure 35 - The system set-up used for the experimental tests to validate the proposed 

approach 

Three writing patterns (WPs) corresponding to as many writing tasks are selected. They 
were properly differentiated according to the writing size and as the size constraint (one 
task is size unconstrained, while the other two have a visual reference as for size con-
straint):  

• task number 1 - a five turn-spiral drawn in an anti-clockwise direction (WP1);  
• task number 2 – a sequence of 8 ”l” with a size of 2.5cm (a 2.5 cm visual marker 

reference is displayed on the left of the tablet screen) (WP2);  
• task number 3 – a sequence of 8 ”l” with a size of 5cm (a 5 cm visual marker 

reference is displayed on the left of the tablet screen) (WP3). 

The acquisition setup allows the synchronous recording of two main sources of infor-
mation and signals representing different aspects of handwriting: the sEMG of the fore-
arm and the pen data from the tablet. The features related to handwriting are extracted 
from biometric signals acquired during the handwriting tasks. In particular, it is possible 
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to group the proposed features into two categories: sEMG related and pen tip related 
features. 

sEMG related features. These features are related to the muscular activity of the subject 
and are extracted from the sEMG signals acquired at the subject’s forearm:  

• Root Mean Square (RMS) features extracted for each sEMG channel. RMS is 
computed as the square root of the mean of the sample squares.   

• Zero Crossing (ZC) features, an index related to the signal sign variation. To 
normalize the features among the subjects, its value is divided by the length of the 
signal. 

Pen tip related features. These features are extracted from the signals generated by a 
graphics tablet during the handwriting task: 

• Cartesian and XY features are referred to the pen tip position and are extracted 
starting from the XY axes position: Cartesian and XY (i) velocity, (ii) acceleration, 
and(iii) jerk. This led to a total of nine signals. 

• Pen tip pressure feature, a scalar feature and corresponds to the pressure applied 
by the pen tip on the surface of the tablet. 

• Azimuth and altitude feature: the azimuth feature is the value of the angle between 
a reference direction (e.g., the Y axes of the tablet) and the pen direction projected 
on the horizontal plane. The altitude feature is the value of the angle between the 
pen direction and the horizontal plane. 

Pattern-specific features associated with a specific writing pattern (WP). For letter-
based WPs, the features are mainly related to the writing size, whereas, for the spiral-
based WPs, the features are mainly related to the writing precision. For the features 
extracted from the letter-based WPs, the upper and the lower peaks of the Y coordinate 
of the pen tip position are computed and, then, used as input data of a linear regressor. 
Finally, the angle α between the R-up and R-low regression line and the coefficient of 
determination (R2) are computed and selected as features. For spiral WPs, instead, the 
feature extracted is an index representative of the variability of the strokes. For each 
point P of the X-Y pen tip position, the vector 𝑟 with respect to the spiral centroid point 

C, having oran igin in P is computed. The angle β between 𝑟 and the direction vector 𝑑  
tangent to the spiral in P is, then, calculated. The spiral precision index feature is the 
standard deviation of the β angles computed for each point P. 

To reduce the number of features to be classified and to infer which of them are the 
most representative of the subject’s status, a classification decision tree technique based 
on Gini's diversity index is used. To classify the extracted features, Artificial Neural 
Network (ANN) based classifier is used. The optimal topology for an ANN classifier is 
found by exploiting a Multi-Objective Genetic Algorithm (MOGA) and by maximizing 
the average test accuracy on a set of training, validation and test iterations for each ANN 
topology using permutations of the dataset [289]. The experiments aim to fulfil two 
main objectives: the separation between (i) PD patients from healthy subjects, and (ii) 
mild and moderate PD patients. The performance for both the MOGA algorithm and 
the ANN-based classification are evaluated in terms of accuracy, specificity and sensi-
tivity and are discussed in paragraph 3.2.3.2. 
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Gait Analysis. 

Participants. Thirty elderly participants from a local clinical centre (Medica Sud s.r.l., 
Bari, Italy) are recruited: 14 healthy subjects (10 male and 4 female, 73.57 ± 6.47 years, 
range 65-82 years) and 16 idiopathic Parkinson patients (13 male and 3 female, 74.94 
± 7.68 years, range 63-87 years). Right, and left sides of each patient are considered 
separately. All participants provided written informed consent. The subjects are asked 
to walk straight towards the device, with their normal walking rhythm (Figure 36). Sev-
eral trials are acquired for each patient, changing the starting foot, to have at least one 
gait cycle for each side without errors. 

The Kinect sensor samples at a frequency of approximately 30 Hz and video frames 
are captured both in colour and depth. Using captured frames, the Kinect SDK segments 
and tracks human skeletons and gives the output of a human skeleton represented by 25 
nodes or control points in the Kinect’s own reference frame known as the skeleton 
space. Motion analysis data collection started with the subject standing in a T-pose for 
one second to facilitate the skeleton tracking. Subjects then walked toward the Kinect 
sensor, which was placed 3.5 m away from the subject’s starting point at the height of 
0.75 m. The 3.5-m distance is selected to guarantee that the recorded gait cycle, which 
began when the subject was about 2.5–3 m from the Kinect, did not include the accel-
eration/deceleration phases of walking that are anticipated during the initiation or com-
pletion of the gait task (Figure 36).  

 

Figure 36 - Representation of the proposed set-up in the clinical centre. The dotted 

black line indicates the walking direction (one-way walk) 

Three categories of features are considered: 

• Temporal: to assess the duration of gait phases in seconds and in percentage com-
pared to the duration of the gait cycle (Stance and Swing Phase/Time, Double 
Support Phase, Stride Time); 

• Spatial: to estimate length, width and velocity of movements, normalized by the 
height or the lower limb length of the subject (Stride Cadence/Length/Velocity, 
Step Length/Width, Swing Velocity); 

• Angular: to assess the degree of rotation for specific postures and movements, 
typical of Parkinsonian patients (Trunk/Neck Flexion, Pisa Syndrome, Arm 
Swing). 

The dataset resulting from the previous analyses is constituted by sixteen different fea-
tures, grouping, for each subject, gait parameters. For each patient, several gait cycles 
are extracted, to have more reliable values.  
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The values included in each dataset record refer to average measures on all the gait 
cycles considered for the single subject. For each approach, classification is carried out, 
before with all the features and then with several sets of selected features, identified 
using the Open Source Machine Learning Software Weka. All the analyses are con-
ducted following two different classification strategies based on supervised learning. In 
particular, Support Vector Machines (SVMs) and Artificial Neural Networks (ANNs) 
are used, which are state-of-the-art classifiers that have gained popularity within pattern 
recognition tasks [289, 299, 300].  

Considering the easy tuning of training parameters, SVMs classifiers [301] is consid-
ered to realize a preliminary inspection of the processed data. SVM is a classifier whose 
goal is to find the best decision hyper-plane that separates the training features space. 
SVMs have high generalization capability because they can be extended to separate 
space of non-linear input features. Evolutionary approaches, and optimization strategies 
based on probabilistic graphical models, for the design of classification architectures, 
are becoming very popular thanks to their ability to automatically optimize the classifi-
ers topologies to improve the overall classification performance. A Genetic Algorithm 
able to search for ANN topologies for multi-class discrimination is used. In both the 
ANN and SVM strategies, the performance of the classifiers are evaluated in terms of 
Accuracy, Specificity and Sensitivity and are discussed in paragraph 3.2.3.2. 

3.2.3.2 Innovative Results 

Finger to nose task. 

Different types of SVM classifiers are designed and implemented. However, the best 
results are achieved using the cubic SVM (Table 6). To avoid data overfitting, 5-fold 
cross-validation is used. As the dimension of the dataset is relatively small, multiple 
tests to get more reliable results are realisable. 

Table 6 - Confusion Matrix from cubic SVM applied to features extracted during finger 

to nose task 

  True condition 

  Positive 

(PD patients) 

Negative 

(Healthy subjects) 

Predicted  

Condition 

Positive  

(PD patients) 

10 1 

Negative 

 (Healthy sub-

jects) 

1 16 

The SVM approach yielded an average accuracy of around 82%, showing the existence 
of good separation between the two classes (Parkinson and healthy subjects). The con-
fusion matrix of the best SVM model is shown in Table 6, and the performance indexes 
are reported in the following equations: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 = 0.93,  𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃𝑇𝑃 + 𝐹𝑁 = 0.91,  
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁𝑇𝑁 + 𝐹𝑃 = 0.94 

However, a low number of instances in the dataset suggests to further investigate these 
results. 

Finger tapping and foot tapping tasks. 

All the extracted features can be used both to classify a subject either as healthy or PD 
affected and to infer the severity of the disease. In particular, discrimination between 
mild and moderate PD patients is performed. 

Three different binary support vector machine (SVM) classifiers are designed and im-
plemented and are based on following three set of features: 

• Set 1: all the finger tapping features; 
• Set 2: all the foot tapping features; 
• Set 3: both finger and foot tapping features; 

The training process is based on 5-fold cross-validation and evaluates in sequence the 
following types of SVM classifiers: (1) linear SVM, (2) quadratic SVM, (3) cubic SVM, 
(4) Gaussian SVM. 

Several results are evaluated for these exercises. In particular, considering only the fin-
ger tapping features to discriminate healthy subjects from PD patients, the results are 
that  the best classifier is the Gaussian SVM with an accuracy of 71.0 %, a sensitivity 
of 75.7 % and a specificity of 65.5 %. 

Table 7 - Confusion matrix of "Healthy subjects vs PD patients" classification with fin-

ger tapping features 

  True condition 

  Positive 

(PD patients) 

Negative 

(Healthy subjects) 

Predicted  

Condition 

Positive  

(PD patients) 

25 10 

Negative 

 (Healthy sub-

jects) 

8 19 

Moreover, considering foot tapping features, the results are that the best classifier is the 
Gaussian SVM with an accuracy of  85.5 %, a sensitivity of 91.0 % and a specificity of 
79.0 %. 
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Table 8 - Confusion matrix of "Healthy subjects vs PD patients" classification with fin-

ger tapping features 

  True condition 

  Positive 

(PD patients) 

Negative 

(Healthy subjects) 

Predicted  

Condition 

Positive  

(PD patients) 

30 6 

Negative 

 (Healthy sub-

jects) 

3 23 

Finally, considering both finger and foot tapping features, the results are that the best 
classifier is the Quadratic SVM with an accuracy of 87.1 %, a sensitivity of 87.8 % and 
a specificity of 86.0 %. 

Table 9 - Confusion matrix of "Healthy subjects vs PD patients" classification with both 

finger tapping and foot tapping 

  True condition 

  Positive 

(PD patients) 

Negative 

(Healthy subjects) 

Predicted  

Condition 

Positive  

(PD patients) 

29 4 

Negative 

 (Healthy  

subjects) 

4 25 

This first analysis indicates that the selected set of features from the movement acquired 
during both exercises (Finger Tapping  and Foot Tapping) can be used to capture the 
abnormal motor activity of a PD patient with great results. 

Focusing on the results of Mild PD patients and Moderate PD patients the results are 
following described. 

Considering only the finger tapping features, the best classifier is the Gaussian SVM 
with an accuracy of 57.0 %, a sensitivity of 100 % and a specificity of 0 %. 
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Table 10 - Confusion matrix of "Mild PD patients vs Moderate PD patients" classifica-

tion with finger tapping features 

  True condition 

  Positive 

(Moderate  

PD patients) 

Negative 

(Mild  

PD patients) 

Predicted  

Condition 

Positive  

(Moderate  

PD patients) 

19 14 

Negative 

 (Mild  

PD Patients) 

0 0 

Moreover, considering only the foot tapping features, the best classifier is the Gaussian 
SVM with an accuracy of 81.0 %, a sensitivity of 84.0 % and a specificity of 78.0 %. 

Table 11 - Confusion matrix of "Mild PD patients vs Moderate PD patients" classifica-

tion with foot tapping features 

  True condition 

  Positive 

(Moderate  

PD patients) 

Negative 

(Mild  

PD patients) 

Predicted Condi-

tion 

Positive  

(Moderate  

PD patients) 

16 3 

Negative 

 (Mild  

PD Patients) 

3 11 

Finally, considering both finger and foot tapping features the results are that the best 
classifier is the Gaussian SVM with an accuracy of 78.0 %, a sensitivity of 89.0 % and 
a specificity of 64.0 %. 
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Table 12 - Confusion matrix of "Mild PD patients vs Moderate PD patients" classifica-

tion with both finger tapping and foot tapping features 

  True condition 

  Positive 

(Moderate  

PD patients) 

Negative 

(Mild  

PD patients) 

Predicted Condi-

tion 

Positive  

(Moderate  

PD patients) 

17 5 

Negative 

 (Mild  

PD Patients) 

2 9 

This second analysis indicates that the set of features selected from the movement ac-
quired during both exercises (finger and foot tapping) lead to a good “Mild PD patients 
vs Moderate PD patients” classification results. But, it is worth noting that the “Mild 
PD patients vs Moderate PD patients” classification scores are slightly lower than the 
“Healthy subjects vs PD patients” classification ones. It is also worth noting that the 
foot-tapping features are the most important ones to achieve the best accuracy and spec-
ificity levels, and that finger tapping features are completely not representative of the 
motor differences between mild and moderate PD patients. Concerning the “Mild PD 
patients vs Moderate PD patients” classification, from what emerged in this second 
analysis the final results are that finger tapping features lead to lower accuracy and 
specificity levels. Only when the finger tapping features are used together with the foot 
tapping features the SVM classifier present a better sensitivity level at the expense of 
both the accuracy and specificity. 
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Handwriting analysis. 

As described previously, three writing patterns (WPs) leading to as many writing tasks 
are used: a five-turn spiral drawn in an anticlockwise direction (WP1), a sequence of 8 
Latin letter “l” with a size of 2.5cm (WP2) and with a size of 5cm (WP3) 

The experiments aim to fulfil two main objectives: the separation between (i) PD 
patients from healthy subjects, and (ii) mild and moderate PD patients. The features 
extracted during the experiments are grouped in three datasets: (i) dataset A with 41 
features, (ii) dataset B with 43 features and (iii) dataset C with 43 features extracted 
from WP1, WP2 and WP3, respectively. Then, a feature selection algorithm is applied 
on the three datasets to select and reduce the number of the features. This led to the 
creation of six new, different feature datasets: dataset with all features included in set 
A, B and C (Case 1, 2 and 3, respectively) and dataset with only the features resulting 
from the feature selection algorithm applied on dataset A, B and C (Case 4, 5 and 6, 
respectively). 

Since 250 iterations of the net training procedure for each case are performed, the 
performance results have been reported in percentage (standard deviation in brackets). 

Objective 1 - Separating PD patients and healthy subjects: 

• for dataset A (WP1-41 features-Case 4), the 6 selected features are: one RMS 
value, 3 ZC values, the mean cartesian velocity and acceleration on X axes; 

• for dataset B (WP2-43 features-Case 5), the 6 selected features are: the mean jerk 
on Y axes, 3 ZC values, the mean cartesian acceleration and velocity on X axes; 

• for dataset C (WP3-43 features-Case 6), the 7 selected features are 2 RMS values, 
one ZC value, the mean cartesian velocity, the altitude STD, the azimuth RMS 
and the mean velocity on X axes. 

The best accuracy value (96.85%) is achieved in case 6 (classification on the data set 
composed of the selection of 7 features from the dataset of 43 features extracted from 
WP3, i.e., the sequence of 8 Latin letter “l” with a size of 5cm). In case 6, three out of 
seven features are related to sEMG signals (RMS and ZC), whereas the other features 
were related to pen tilt and velocity. 

Objective 2 - Separating mild and moderate PD patients: 

• for dataset A (WP1-41 features-Case 4), the 6 selected features are: 2 RMS val-
ues, 2 ZC values, the mean pressure and the mean altitude; 

• for dataset B (WP2-43 features-Case 5), the 5 selected features are: 2 RMS val-
ues, 2 ZC values and the mean cartesian velocity; 

• for dataset C (WP3-43 features-Case 6), the 5 selected features are 2 RMS values, 
one ZC value, the mean cartesian velocity on X axes and the mean pressure. 

The best accuracy value (96.00%) is achieved in Case 4 (dataset A-6 features selected 
over 41 features extracted from WP1, i.e., the spiral WP). In Case 4, four out of six 
features are related to sEMG signals (RMS and ZC), whereas the other features are 
related to pen tilt and pressure. 

The obtained classification accuracy for all three cases for both objectives, instead, are 

reported in  Table 13.  
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Table 13 - Accuracy and standard deviation values obtained for each case 

 Case Objective 1 Objective 2 

 

All Features 

1 90.76% (0.0764) 94.34% (0.0626) 

2 92.98% (0.0523) 87.26% (0.0850) 

3 95.95% (0.0479) 91.86% (0.0830) 

 

Selected Features 

4 93.78% (0.0566) 96.00% (0.0658) 

5 91.58% (0.0526) 86.71% (0.0837) 

6 96.85% (0.0405) 91.66% (0.0858) 

As it can be observed, the obtained accuracy values x for both objectives are high (86 
< x < 97) and present a limited standard deviation d (d < 0.09), thus demonstrating the 
repeatability of the classification performances and the stability of the optimal topology 
ANN architectures. It is worth to observe also that the highest values of resulting accu-
racy have been obtained for both objectives for the classification of the selected fea-
tures. The obtained results confirm the relevance of the sEMG signals not only in PD-
healthy differentiation but also in differentiating mild and moderate PD patients. Fur-
thermore, the results confirm the choice of acquiring signals also related to pen tilt, 
pressure and velocity. 

Gait analysis. 

Two different subgroups for the classification analysis are analysed as follow: 

• Case A: Healthy (14) versus Parkinson’s Disease (16). Dataset consists of a total 
of 30 records, 16 PD patients and 14 older age normal subjects. Right, and left 
sides of each patient are considered separately in the study. So, the final dataset 
is composed of 60 instances. 

• Case B: Mild (9) versus Moderate/Severe (7) Parkinson’s Disease. Dataset con-
sists of a total of 16 records, 9 slight and 7 moderate PD patients. Right, and left 
sides of each patient were considered separately in the study. So, the final dataset 
is composed of 32 instances. 

All the participants were able to complete both clinical and instrumented evaluations. 
The results obtained with both SVM and optimized ANN classifiers are reported and 
compared following. In detail, the comparison is evaluated analysing the average values 
of Accuracy, Sensitivity and Specificity across 250 different training iterations. 
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Table 14 - ANN and SVM performance comparison with only selected features 

  Accuracy Sensitivity Specificity 

Case A 

(9 Features) 

SVM 0.785  0.034 0.817  0.049 0.748  0.055 

ANN 0.894  0.082 0.870  0.127 0.918  0.110 

Casa B 

(6 features) 

SVM 0.887  0.039 0.789  0.060 0.963  0.051 

ANN 0.950  0.071 0.900  0.157 0.990  0.043 

The results showed that the ANN classifier performed the best in both cases and in both 
configurations (all features versus reduced features). In particular, when diagnosing PD, 
the ANN reached 89,4 % (± 8,6 %) of Accuracy, 87,0 % (± 12,7 %) of Sensitivity and 
91,8 % (± 11,1 %) of Specificity with only 9 selected features; while, the ANN reached 
95,0 % (± 7,1 %) of Accuracy, 90,0 % (± 15,7 %) of Sensitivity and 99,0 % (± 4,3 %) 
of Specificity with 6 selected features in classifying mild to moderate PD patients. 
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3.2.4  Blepharospasm Disease 

Blepharospasm (BSP) is adult-onset focal dystonia with phenomenologically heteroge-
neous effects including, but not limited to, blinks, brief or prolonged spasms and nar-
rowing or closure of the eyelids. In spite of the clear and well-known symptomatology, 
rating objectively the severity of this dystonia is a rather complex task as BSP symptoms 
are so subtle and hardly perceptible, that even expert neurologists can rate the gravity 
of the pathology in the same patients differently. Software tools were then developed to 
support neurologists in the rating procedure. Currently, a computerized video-based 
system is available that is capable to determine the eye closure time objectively, but that 
cannot distinguish the typical symptoms of the pathology. Therefore, the main research 
question is: by means of ANN, could blinks, brief and prolonged spasms be recognized 
to support neurologists for evaluating the disease severity? The software described be-
low, based on standard video-recordings from commonly available video cameras, is 
capable not only to measure the per cent time of eye closure but also to recognize blink-
ing, brief and prolonged spasms, that are the typical facial movements taking place in 
patients with blepharospasm. The proposed software is a practical system very suited 
for the clinical context where the environmental conditions cannot be easily standard-
ized; it appears a promising tool for supporting/assisting physicians to rate the blephar-
ospasm severity according to the Blepharospasm Severity Rating Scale (BSRS) [267]. 

3.2.4.1 Materials and Methods 

Participants. Nine patients with BSP are recruited (3 women and 6 men, average age 
69.55-8.94 years). 

The protocol adopted to evaluate the blepharospasm severity consists of an examina-
tion recording with a digital video camera (Canon, Legria HFM306, 3.3MP Full HD 
CMOS, HD Video Lens (up to 18x zoom), DIGIC DV III) at 29.97 frames per second. 
An experienced neurologist, revising the video-recordings, identified dystonic spasms 
and blinks and evaluated the overall Severity Index (SIn) of the recruited patients ap-
plying the Blepharospasm Severity Rating Scale (BSRS). The neurologist classified the 
BSP symptoms observed in the recruited patients, as follows (Figure 37).   
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Figure 37 - Typical symptoms observed in patients with blepharospasm 

1) A sudden Orbicularis Oculi (OO) muscle contraction causing lowering of the eye-
brow and narrowing/closure of the eyelid rim is classified by the neurologist as a spasm. 
In turn, the spasm can be classified into: 

1a) brief spasm, i.e. a spasm-inducing a brief eyelid closure lasting 0.3 to 3 s; 

1b) prolonged spasm, i.e. a spasm-inducing a prolonged eyelid closure with a dura-
tion of more than 3 s.  

2) A bilateral, synchronous short duration (<1 s) OO muscle contraction causing a 
transient eyelid drop, - but without any lowering of the eyebrow -, is classified by the 
clinician as a blink. 

3) Delay in reopening the eyelids after involuntary closure associated with no overt OO 
contraction and raising of the eyebrow above the superior orbital margin was classified 
as apraxia of eyelid opening. 

The following clinical test is performed to determine the severity index SIn, according 
to the BSRS scale, of the patients. Participants were seated on a chair placed in front of 
the video camera with the feet resting on the floor and the hands on the knees (Figure 
38).  
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Figure 38 - Set-up utilized to acquire the facial expressions of the patient during the 

clinical test 

The camera objective is zoomed in so that the resulting field of view was entirely occu-
pied by the patient’s head with her/his shoulders. Video-recordings had an approxi-
mately 5-minute total duration and were performed according to the protocol described 
in a previous study [302]. In the first three minutes, a training phase for the clinician 
takes place; in fact, the neurologist asks the patient to perform some tasks that carefully 
observes, thus acquiring a deep knowledge of the modalities with which the BSP symp-
toms take place in the patient. During the last two minutes of the test, the patient is 
asked to remain at rest with the eyes open and fixing a specific point located in front of 
her/him. In this time interval, the clinician recognizes and counts blinks, brief and pro-
longed spasms, apraxia of the eyelid opening.  

In detail, the adopted clinical test is articulated in the following steps: 

(i) in the first 10 s, the patient is at rest with the eyes open; 

(ii) the patient is asked to voluntarily and forcefully close and to open the eyes 5 
times, one cycle per second, approximately (in reality, the time necessary to 
perform the requested task very often depends on the patient and the severity 
of the dystonia); 

(iii)  again, for 10 s the patient is at rest with the eyes open; 

(iv) the patient is asked to voluntarily and gently close and open the eyes 5 times, 
one cycle per second; 

(v) again, for other 10 s the patient is at rest with the eyes open; 

(vi) the neurologist poses the following questions: Are you capable to avoid clos-
ing the eyes? How? With the sole force of will? Or, do you need to touch eyes, 
face or neck? 

(vii) the patient has 50 s time to give a response to the questions posed; 

(viii)  the patient is asked to write on a sheet of paper a stereotyped sentence (e.g., 
“Today is a nice sunny day”) 3 times; 
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(ix) The patient remains at rest for at least 150 s, with the eyes open and fixing a 
specific point located in front of her/him. In the last 120 s the neurologist 
“manually” counts the number of blinks, brief and prolonged spasms, apraxia 
of eyelid opening. 

The first three (approximately) minutes of the test include the steps (i) to (viii), whereas 
during the last two (approximately) minutes only the step (ix) is performed. It is worthy 
to note that the tasks performed in the steps (ii) and (iv) are of crucial importance for 
the neurologist. In fact, voluntary and forceful closure of the eyes can give useful infor-
mation on how a spasm occurs in the patient. Similarly, voluntary and gentle closure of 
the eyes is a sort of simulation of a blink and therefore can instruct the clinician on how 
this event can take place in the patient. 

A software tool is developed, based on the dlib library [303] and implementing the face 
detector (A) and the face pose estimator (B) algorithms, in order, to measure the dura-
tion of the time interval in which the patient’s eyes are closed and to automatically 
recognize three of the four BSP symptoms described above, namely: 1a) blinks, 1b) 
brief and 2) prolonged spasms; the last symptom, the apraxia of eyelid opening, is ne-
glected in this study phase. The schematic shown in Figure 39 briefly summarizes the 
principal steps followed to develop and validate the software.   
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Figure 39 - Schematic of the steps followed to develop and validate the proposed soft-

ware 
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(A) Face detector algorithm. For each of the acquired frames (during the clinical test, 
Figure 39, Blocks [1], [2] and [3]), the face detector algorithm, which is based on the 
traditional Histogram of Oriented Gradients (HOG) feature combined with a linear clas-
sifier, and a sliding window detection scheme, identifies the bounding box in which the 
patient’s head can be inscribed (Figure 39, Block [4]). Preliminary analyses revealed 
that the face detector is significantly robust with respect to variable head movement and 
variable lighting conditions during the video recording. For each of the recruited pa-
tients, the percentage of frames ɛFD, in which the face detector algorithm is capable of 
reliably identifying the face of the patient, is computed, - with respect to the total num-
ber of frames acquired for the same patient -. The average value of ɛFD computed over 
all the patients is 99.960 % whereas the lowest one resulted in 99.948 %. Table 15 lists, 
for each patient, the number of frames acquired during the last (about) two minutes of 
the clinical test, (i.e. in the time interval where the patient remains at rest with the eyes 
open and fixing a point) and the corresponding value of ɛFD.  

Table 15 - Values obtained for FD, the percentage of video frames where the face of 

the patient is detected with the face detector algorithm 

Patient Total number of 

analysed video-

frames 

Number of video-

frames in which 

the patient’s head 
is detected 

FD 

P1 3897 3897 100.000 

P2 3927 3925 99.949 

P3 3927 3925 99.949 

P4 3837 3835 99.948 

P5 3867 3865 99.948 

P6 3897 3895 99.949 

P7 3927 3926 99.974 

P8 3867 3865 99.948 

P9 3897 3896 99.974 

Average 99.960 

 

(B) Face pose estimator algorithm. The face pose estimator detects the position of 68 
facial landmarks distributed in different points of the patient’s face, such as the edges 
of the mouth, the eyes, the eyebrows, the nose, etc. (Figure 39, Block [5]; Fig. 4 (a)). In 
detail, the pose estimator algorithm first identifies the position of specific face points 
that allow defining the principal facial features, then predicts the location of the 68 facial 
landmarks in real-time [304]. The pose estimator is created by using dlib’s implemen-
tation of the study in [304] and trained on the iBUG 300-W face landmark dataset [305]. 

The two above described algorithms were implemented to process the video frames 
acquired from all the patients. For each of the analysed frames, first the face of the 
patient is detected via the face detector algorithm, then the location of the 68 facial 
landmarks through the face pose estimator. Preliminary analyses revealed that, after a 
training phase, the face pose estimator algorithm is always capable of identifying the 
location of all the 68 landmarks in all the videos recorded. However, due to head 
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movements and variable lighting conditions, the face pose estimator sometimes could 
not predict the location of some facial landmarks (Figure 40(b)) correctly.  

 

Figure 40 - (a) Schematic of the 68 facial landmarks placed by the face pose estimator 

algorithm. Implementation of the algorithm on one of the acquired frames before (b) 

and after (c) applying the correction tool Tcorr. The final results of the implementation 

of Tcorr tool (d) is represented by more stable and more correctly positioned facial 

landmarks. The red and blue points represent the facial landmarks correctly and not 

correctly positioned, respectively. 

A correction tool Tcorr is hence developed that allows the re-training of the pose esti-
mator utilizing the facial landmarks correctly re-located (Figure 39, Block [6]). The 
core of Tcorr is imglab: a dlib simple graphical tool for annotating images with object 
bounding boxes and optionally their part locations. Tcorr requires the clinician to 
choose a random number of frames, - at least thirty,- recorded during the first three 
minutes of the clinical test, retracting the patient with the eyes in several states (eyes 
closed during a spasm, eyes closed during a blink and eyes open). For each frame, the 
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clinician can drag and drop, in a correct position, all the facial landmarks not correctly 
positioned. Implementing Tcorr led to a better face pose estimator algorithm re-training 
thus making it capable of predicting with higher accuracy the location of the 68 facial 
landmarks (Figure 39, Block [7]; Figure 40(b), (c) and (d)). 

To detect the BSP symptoms, an algorithm is developed to crop the Region of Interest 
(ROI) around the eyes of each patient. To do this, specific facial landmarks predicted 
with the facial pose estimator algorithm is utilized to define the rectangular bounding 
box delimiting each eye (Figure 39, Block [8]). Concerning the right eye, the points 36 
and 39 were utilized to determine the horizontal dimension of the rectangle (Figure 41).  
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Figure 41 - (a) Regions of Interest (ROIs) extracted around the right (a) and the left (b) 

eye. Examples of ROIs extracted for the right (open and closed) (c) and the left (open 

and closed) (d) eyes. The five triangles - with one of the vertices on the tip of the nose 

and the others defined by the facial landmarks located on eyebrows – identified (on the 

schematic € and on the face of the patient (f)) to detect the eyebrow movements. 
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In detail, the horizontal dimension of the ROI goes from the point 36’ placed 30 pixels 
at the left of point 36 to the point 39’ placed 30 pixels at the right of point 39 (Figure 
41(a)). The vertical dimension of the rectangle is defined through the points 38 and 41. 
Again, 30 pixels are added above and below the points 38 and 41, respectively, thus 
identifying 38’ and 41’. The same procedure as that adopted for the right eye is also 
utilized for the left eye (Figure 41(b)).  The points utilized to define the horizontal and 
the vertical dimension of ROI are, in this case: 42 and 45; 44 and 46, respectively, to 
which a 30-pixel padding margin is added, as for the case of the right eye. For each 
video frame, two ROIs were extracted, - one for each eyes-, resized to 64×32 pixels and 
saved in grey scale. In general, the dimension of each extracted ROI depends on the eye 
size and therefore is patient-dependent. The resizing procedure allows having all the 
ROIs with the same dimensions, which is an essential requirement for the successive 
computation procedures described below.  

The algorithm to crop the ROI frame by frame was implemented on the video registered 
from all the patients during the first three minutes of the clinical test, i.e., in the time 
interval where the clinician asks the patient to perform some tasks and deeply observes 
her/his “response”. Two folders are then created, one to gather the ROIs with open eyes, 
the other, the ROIs with closed eyes (Figure 39, Block [9]; Figure 41 (c) and (d)). Then, 
the same neurologist that assessed the severity index SIn (according to the BSRS scale) 
of the recruited patients manually classified/labelled the obtained ROIs moving each 
one in the correct folder. It is worthy to note that, although this classification must be 
done for all the ROIs extracted, the described procedure is rather easy to accomplish 
and requires a relatively small amount of time. In the first three minutes of the clinical 
test, the patient gently or forcefully closes the eyes; most of the frames (and hence ROIs) 
with open (or closed) eyes are close in time, and therefore it is rather easy, for the neu-
rologist, to gather frames with the same eye state. For all the ROIs extracted and la-
belled, the co-occurrence matrices of oriented gradients were computed for the classi-
fication of the eye state (Figure 39, Block [10]). Indeed, the typical descriptive feature 
implemented in computer vision for the eye state classification is represented by the 
histogram of oriented gradients (HOG), which is a useful and commonly utilized tool 
suffering from the limit of local gradient information. The co-occurrence matrix of ori-
ented gradients is proved to enhance the capability to describe the global gradient in-
formation of eye images thus allowing to classify with higher accuracy, - compared to 
the classical HOG -, the eye state[306]. This matrix is a 4D array with dimensions lev-
els-of-grey × levels-of-grey × number-of-distances × number-of-angles. The value that 
the co-occurrence matrix assumes for example at the coordinates xx, yy, zz and ww is 
the number of times the grey level yy is present at the distance zz and at the angle ww 
starting from the grey level xx. Following the study reported in [306], a number of grey 
levels equal to 8, a distance equal to 1 pixel (hence, the number of distances is 1) and 
an angle equal to 0 radians (therefore, the number of angles is 1 are fixed. Therefore, 
the dimensions of the computed co-occurrence matrices, - which represent the number 
of features that will be given in input to the artificial neural network described below-, 
are: 8 × 8 ×1 × 1 for a total number of features nFeye-state equal to nFeye-state = 64. 

In order to detect the eyebrow movements related to the spasm events, an algorithm is 
developed that measures the height of the five triangles with one of the vertices on the 
tip of the nose (i.e. the point 30) and the others defined by the pairs of facial landmarks 
symmetric with respect to the sagittal plane and located on the eyebrows (Figure 39, 
Block [11]; Figure 41 (e) and (f)). In detail, to avoid sudden changes of the height of 
the triangle due to possible rotations of the patient's head, the height of the triangles was 
normalized with respect to that of the nose, that is the distance between the points 27 
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and 30 (Figure 41(f)). For each acquired frame k, the normalized height Y(k,j) of the jth 
triangle (j=1, 2, ..., 5), the average normalized height value �̅�(k) and the standard devi-
ation σ(Y(k))  were computed as: 

{   
  
   𝑌(𝑘, 𝑗) = 𝑇(𝑘, 𝑗)𝐿(𝑘)           𝑗 = 1, 2, … , 5�̅�(𝑘) = 15∑𝑌(𝑘, 𝑗)5

𝑗=1𝜎(𝑌(𝑘)) = √∑ [𝑌(𝑘, 𝑗) − �̅�(𝑘)]25𝑗=1 5
   

where, T(k,j) is the eight of the jth triangle, and L(k) is the distance between the points 
27 and 30. Figure 42 and Figure 43 show the average normalized height of triangles 
Y ̅(k) typically registered during a blink and a spasm, respectively.  
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Figure 42 - Typical values of the average normalised height �̅�(k) of triangles registered 

during a blink 
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Figure 43 - Typical values of the average normalised height �̅�(k) of triangles registered 

during a spasm 

It is interesting to see how in case of blinking (Figure 42) the average height of the 
triangles remains practically constant, whereas a large decrease of �̅�(k) occurs during a 
spasm (Figure 43).  

Therefore, the number of features nFspasm, - given in input to the artificial network 
described below - is, nFspasm = 7, i.e., the five normalized heights Y(k,j), the average 
normalized height �̅�(k) and the standard deviation σ(Y(k)). Also in this case, two fold-
ers were created, ‘Spasms’ and ‘No spasms’ (Figure 39, Block [12]). All the frames 
acquired in the step (ii) (in which the patient is asked to voluntarily and forcefully close 
and open the eyes 5 times) where the patient’s eyes are closed are labelled as ‘spasm’; 
on the contrary, the frames acquired before or after step (ii) with the patient’s eyes open 
are labelled as ‘no spasm’. It is worthy to note that, for how it is defined, the spasm 
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event requires the eyes being closed, which is the reason why the frames (acquired dur-
ing the step (ii)) where the eyes are closed are classified as ‘spasms’. The strategy of 
including in the folder ‘No spasms’ the frames with open eyes is justified by the fact 
that when the patient has the eyes open certainly the height of the five triangles does 
not change in time (which is the basic requirement for having the ‘no spasm’ event). 
For instance, preliminary analyses revealed that considering the step (iv) where patients 
are asked to voluntarily and gently close and open the eyes five times, -practically, this 
is sort of simulation of a blink-, the height of triangles can change even significantly. 
Some patients, in fact, due to the pathology, are not able to “gently” close and open the 
eyes and, having difficulties in re-opening the eyes, often moved the eyebrows. To 
avoid these issues, in the folder ‘No spasms’ the only frames recorded in the first three 
minutes of the clinical test with the eyes open are included.     

Two Datasets (DS) were finally generated (Figure 39, Block [13]): the first dataset DS1 
including 30160 entries and regarding the classification of the eye state (in detail, 16576 
entries were labelled as ‘closed eyes’ and 13584 as ‘open eyes’); the second dataset 
DS2 including 11266 entries and regarding the classification spasm/no spasm events 
(4474 entries were labelled as ‘spasm’, the remaining 6792 as ‘no spasm’). It is worthy 
to note that, for each video frame, two entries can be obtained regarding the classifica-
tion of the eye state, - one entry for each extracted ROI -, and one entry regarding the 
classification spasm/no spasm events. Each entry of DS1, in turn, includes nFeye-state 
= 64 features, while each entry of DS2, includes nFspasm = 7 features. Table 16 lists, 
for each patient, the number of entries obtained for each of the two datasets. 

Table 16 - Entries obtained from each patient and given in input to the neural network 

Patient Entries ‘closed 
eyes.’ 

Entries ‘open 
eyes.’ 

Entries 

‘spasm.’ 
Dataset eye 

state: Total en-

tries ‘closed 
eyes’ + ‘open 
eyes’ 

Dataset 

spasm/no 

spasm: Total 

entries ‘spasm’ 
+ ‘open eyes’ 

P1 2666 1950 978 4616 1953 

P2 1544 1634 421 3178 1238 

P3 2930 848 788 3778 1212 

P4 1666 2112 785 3778 1841 

P5 2634 784 341 3418 733 

P6 1162 1596 301 2758 1099 

P7 1068 1750 279 2818 1154 

P8 1736 1022 325 2758 836 

P9 1170 1888 256 3058 1200 

    30160 11266 

The two data sets DS1 and DS2 are given as input to Artificial Neural Networks 
(ANNs), which are models constituted by a large number of processing units (neurons), 
used to solve specific classification or patterns recognition problems. Thanks to their 
capability “to learn” the hidden relationships between the input pattern and the output 
target, ANNs have been widely used to solve problems in different fields, from medical 
to control and manufacturing.  
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ANNs are utilized to classify the blinks automatically, the brief and prolonged spasms 
observed in the nine recruited patients with BSP (Figure 39, Blocks [14] and [15]).  The 
training algorithm chosen for weights (W, Figure 44) and bias (b, Figure 44) update is 
the resilient backpropagation algorithm [307].  

 

Figure 44 - Neural networks with optimised topology utilised to classify the eye state 

(a) (open or closed) and the spasm and the no spasm event (b) 

The parameters utilised in the genetic algorithm are: an initial population with 100 in-
dividuals randomly generated, where, each individual corresponds, practically, to a can-
didate ANN topology; crossover with 2 points, with a probability of 0.8; mutation with 
a probability of 0.2; selection system: elitism. 

In this case, the number of iterations is set to nIT = 200. Training, validation and test 
datasets were obtained from the two input datasets (i.e., DS1 and DS2); in detail, 60% 
of the samples are utilised for training, 20% for validation and 20% for the test.  

The genetic algorithm previously described is implemented to determine the optimal 
topology of two artificial neural networks: the ANN for the classification of the eye 
state and the ANN for the classification of the spasm/no spasm events. The optimal 
ANN topology computed by the genetic algorithm for the eye state classifier included 
(Figure 44(a)) four layers with 235, 108, 34 and 2 neurons for the first hidden, the sec-
ond hidden, the third hidden and the output layer, respectively. Furthermore, the genetic 
algorithm found the following activation functions: tansig for the first and the second 
hidden layer, logsig for the third hidden layer. For the output layer, as stated above, the 
softmax function is utilized. Concerning the optimal topology of the neural network for 
the classification of the spasm/no spasm event, it included four layers with (Figure 
44(b)): 71, 175, 24 and 2 neurons for the first hidden, second hidden, third hidden and 
the output layer, respectively. The activation functions predicted by the genetic algo-
rithm are purelin, tansig and logsig, for the first, the second and the third hidden layer, 
respectively. Again, softmax is utilized for the output layer.  

The average values of accuracy (ACC), specificity (SSPP) and sensitivity (SSEE) with 
the standard deviations computed over the nIT = 200 iterations for the optimal ANN 
topologies are listed in Table 17. 
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Table 17 - Values of av_ACC, av_SSPP and av_SSEE computed ver the nIT = 200 

iterations for the optimal ANN topologies 

 Eye state Spasm/no spasm event 

av_ACC  std 0.9641  0.0015 0.9290  0.0051 

av_SSPP  std 0.9643  0.0002 0.9507  0.0007 

av_SSEE  std 0.9637  0.0026 0.8743  0.0136 

The assessment of the two optimized neural networks is performed with the frames 
acquired in the last two minutes of the clinical test when patients are asked to remain at 
rest with the eyes open and staring at a specific point located in front of them (Figure 
39, Block [16]). For each acquired frame, the ROIs are cropped, the co-occurrence ma-
trix is computed, and the heights of the five triangles are identified. 

In detail, two different Datasets (DDSS) are created (Figure 39, Block [17]): the first 
dataset DDSS1 is given in input to the neural network for the classification of the eye 
state, the second DDSS2 to the neural network for the classification of the spasm/no 
spasm events. DDSS1 includes a number of entries equal to twice the number of frames 
acquired in the two minutes (for each frame, in fact, two ROIs can be extracted), 
DDSS2, the number of frames acquired in the two minutes. Again, each entry of DDSS1 
includes nFeye-state = 64 features (i.e., the dimensions of the co-occurrence matrix), 
whereas each entry of DDSS2 includes nFspasm = 7 features (i.e., the number of trian-
gle heights considered).  Then, the following workflow is implemented: 

- Giving in input DDSS1 to the first optimized neural network for the classification 
of the eye state, the frames containing closed eyes are first identified. Then, for 
each frame, the co-occurrence matrix, for both the right and the left eye, is com-
puted. However, if one of the two co-occurrence matrices is predicted to be ‘closed 
eye’, the other one is automatically hypothesized to be ‘closed eye’. This is be-
cause the BSP is focal dystonia with bilateral and synchronous symptoms that sim-
ultaneously affect the right and the left eyes [308–310]. Therefore, the output of 
this first classification is an array Aeye-state, - with the length equal to the number 
of frames acquired in the two minutes of the clinical tests, assuming, for each 
frame number, one of the following possible values: 0 in the case of open eyes and 
1 in the case of closed eyes (Figure 39, Block [18]; Figure 45).    

- Giving in input DDSS2 to the second optimized neural network, the frames where 
a lowering of the eyebrows takes place, are detected. The output of this second 
classification is an array Aspasm, with the same length of the previous array, 
which assumes, for each frame, one of the two possible values: 1 if an eyebrow 
narrowing occurs, 0 otherwise (Figure 39, Block [18]; Figure 45).    

- Finally, the spasms from the blinks are distinguished. It is worthy to note that the 
requirements for a symptom to be classified as spasm are the eyes closure, the 
lowering of the eyebrows and a duration of at least 300 ms, which corresponds to 
the time necessary to acquire about 10 frames with the camera utilized to video 
record the patients. A symptom with a duration shorter than this cannot  be classi-
fied as a spasm but as a blink [311]. Furthermore, as stated above, a spasm lasting 
less than 3 s (i.e., the time to acquire about 100 frames) must be classified as brief 
spasm, or as a prolonged spasm if its duration is longer than this time. Therefore, 
the frames where Aeye-state assumes the value 1 (i.e. ‘eyes closed’) are considered 
and, in correspondence of these frames, the values of Aspasm are observed too. If 
a set of less than 10 consecutive frames (i.e. a set with a number of consecutive 
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frames nc-frames < 10) is characterized by Aeye-state = Aspasm = 1, then the 
entire set is classified as a blink. Instead, if a set includes more than 10 and less 
than 100 consecutive frames (i.e. 10 ≤ nc-frames <100) with Aeye-state = Aspasm 
= 1, then the set is classified as brief spasm. If the condition Aeye-state = Aspasm 
= 1 is satisfied for a number of consecutive frames greater than 100 (i.e. 100 ≤ nc-
frames), then the set is classified as prolonged spasm. Finally, all the sets of con-
secutive frames with Aeye-state = 1 & Aspasm = 0, are classified as blink (Figure 
39, Block [19]; Figure 45). 

 

Figure 45 - Giving in input the datasets DDSS1 and DDSS2 to the two optimised and 

trained neural networks, two arrays are computed: Aeye-state and Aspasm. Comparing 

the values assumed by Aeye-state and Aspasm the blepharospasm symptoms are classi-

fied 

Validation procedure. 

The last two minutes of the videos registered for the nine patients during the clinical 
test ARE segmented via the developed software into a number of clips lasting 10 to 20 
s. Each clip IS trimmed to include just one of the following symptoms/events: brief 
spasm, prolonged spam, blink and no involuntary eye closure (Figure 39, Block [20]). 
Four folders are then created and named: Blinks, Brief_spasms, Blinks+brief_spasms, 
Prolonged_spasms which included, each, the clips reproducing the symptom corre-
sponding to the name of the folder. Furthermore, in the four folders, clips detected by 
the software and reproducing no involuntary eye closure are also included. Therefore, 
for instance, the folder Blinks included all the clips detected by the software and repro-
ducing blinks as well as some of those reproducing no involuntary eye closures. Simi-
larly, the folder Blinks+brief_spasms included the clips reproducing brief spasms, those 
reproducing the blinks and, finally, some of those reproducing no involuntary eye clo-
sures. These folders are then given to the expert neurologist that watched all the video 
clips, thus identifying the specific reproduced symptoms. The sensitivity SE and the 
specificity SP (Figure 39, Block [21]) of the software are then assessed. In detail, re-
garding the folder Blinks, if ns is the number of clips identified by the software and 
reproducing blinks, nn the number of clips identified by the neurologist and reproducing 
the same symptom, then the sensitivity is given by the ratio SE = nn/ns×100. The same 
procedure is adopted to compute values of SE related to the other symptoms. Similarly, 
with reference to the folder Blinks, if nas is the number of clips detected by the software 
as reproducing no blink symptoms and nans the correspondent number determined by 
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the neurologist, then the specificity SP is given by SP = nas/nans×100. The same pro-
cedure is followed in assessing the specificity SP related to the other symptoms. 

3.2.4.2 Innovative Results 

The values of SE and SP computed for each detected symptoms are diagrammed in 
Figure 46.  

 

Figure 46 - Values of sensitivity SE and specificity SP obtained with the proposed soft-

ware for the different investigated symptoms 

The sensitivity SE of the software is excellent for prolonged spasms and satisfactory for 
brief spasms (Figure 46). Smaller values of sensitivity are, instead, found in the case of 
blinks; a confusion related to the imperceptible difference between blinks and brief 
spasms is probably responsible for this result. A proof of this is given by the satisfactory 
level of sensitivity computed in the case blinks, and brief spasms are combined in the 
same folder. The high levels of specificity SP demonstrate the capability of the proposed 
software to distinguish the non-pathologic conditions.   

The clinimetric properties of the proposed software are assessed as well. In detail, for 
each patient, all the frames, - recorded in the last two minutes of the clinical test - where 
the eyes are closed, are considered. Therefore, to determine the percentage of closure 
time for the investigated symptoms, the frames (with closed eyes) are distinguished 
depending on the symptom and counted. If fblink, fbsp, fpsp is the number of frames 
reproducing blinks, brief spasms, prolonged spasms, respectively, and ftot the total 
number of frames registered in the last two minutes, the percentages of closure time for 
blinks tblink, brief spasms tbsp and prolonged spasms tpsp can be computed as follows: 

{   
   𝑡𝑏𝑙𝑖𝑛𝑘 = 𝑓𝑏𝑙𝑖𝑛𝑘𝑓𝑡𝑜𝑡 × 100𝑡𝑏𝑠𝑝 = 𝑓𝑏𝑠𝑝𝑓𝑡𝑜𝑡 × 100𝑡𝑝𝑠𝑝 = 𝑓𝑝𝑠𝑝𝑓𝑡𝑜𝑡 × 100
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The values of percentage of closure time are computed for all the patients and put in 
correlation with the severity index values SIn evaluated by the expert neurologist ac-
cording to the Blepharospasm Severity Rating Scale (BSRS) scale (Figure 47(a)). 

 

Figure 47 - Correlation between (a) the severity index SIn, determined by the expert 

neurologist and the percentages of closure times for the investigated symptoms; (b) the 

severity index SIn determined by the expert neurologist and the total closure time 

The blepharospasm severity rating scale includes 6 items [302] to each of which a score 
S must be assigned.  

Item A1 concerns the type of eyelid spasm occurring in the patient. 

• If brief spasm (duration < 3 sec) with complete rim closure take place - score S(A1) 
= 1; 

• If prolonged spasm (duration ≥3 sec) with partial rim closure take place - score 
S(A1) = 2; 
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• If prolonged spasm (duration ≥3 sec) with complete rim closure take place - score 
S(A1) = 3. 

Item A2 concerns the apraxia of eyelid opening. 

• If apraxia is present - score S(A2) = 2; 
• If apraxia is absent - score S(A2) = 0; 

Item A3 concerns the spasms occurring during the writing of the stereotyped sentence. 

• If the spasms of the orbicularis oculi occur - score S(A3) = 1 
• If the spasms of the orbicularis oculi do not occur - S(A3) = 0; 

Item A4 concerns the average duration of the prolonged spasms. 

• If the average duration is 3 to 4-sec - score S(A4) = 1; 
• If the average duration is 3.1 to 5-sec - score S(A4) = 2; 
• If the average duration is larger than 5-sec - score S(A4) = 3; 

Item B1 regards the frequency of blinks + brief spasms. 

• If 1 to 18 blinks + brief spasms take place per minute - score S(B1) = 1; 
• If 19 to 32 blinks + brief spasms take place per minute - score S(B1) = 2; 
• If more than 32 blinks + brief spasms take place per minute - score S(B1) = 3; 

Item B2 regards the frequency of prolonged spasms. 

• If 1 to 3 prolonged spasms take place per minute - score S(B2) = 1; 
• If 3.1 to 7 prolonged spasms take place per minute - score S(B2) = 2; 
• If more than 7 prolonged spasms take place per minute - score S(B2) = 3. 

The total score is given by the sum: 𝑆𝐼𝑛 = 𝑆(𝐴1) + 𝑆(𝐴2) + 𝑆(𝐴3) + 𝑆(𝐴4) + 𝑆(𝐵1) + 𝑆(𝐵2) 
For how the software was designed, it is not capable of evaluating the Items A2 and A3. 
Therefore, the measurable severity index SIn_m, that can be automatically determined 
by the software is given by: 𝑆𝐼𝑛_𝑚 = 𝑆(𝐴1) + 𝑆(𝐴4) + 𝑆(𝐵1) + 𝑆(𝐵2) 
Interestingly, high Spearman correlation coefficients are computed for a brief (Spear-
man rho 0.684, p-value 0.042) and prolonged (Spearman rho 0.783, p-value 0.022) 
spasms. A very low correlation coefficient is instead found in the case of the blinks (p-
value n.s.), which indicates that no clear correlation exists between tblink and the se-
verity index SIn  values. In reality, it is worthy to note that the severity index values. 
SIn reported in the diagram, take into account, in addition to blinks, also other symp-
toms. Considering that the weight that blinks have on this severity scale is very small 
compared to the weight of the other symptoms (practically, the only item B1 partially 
depends on the number of blinks) one can understand that blinks only in a very marginal 
way affect the severity index values, which justifies the absence of correlation.  

The values of the severity index (BSRS) are put in correlation also with the percentage 
of total closure time. If ftotce is the total number of frames registered in the last two 
minutes of the clinical tests and characterized from having closed eyes, the percentage 
of total closure time ttot can be computed as:   𝑡𝑡𝑜𝑡 = 𝑓𝑡𝑜𝑡𝑐𝑒𝑓𝑡𝑜𝑡 × 100  
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The values of the severity index (BSRS) are diagrammed in function of ttot; a linear 
regression line is also included in the diagram (Figure 47(b)).  A significant correlation 
coefficient is found between the severity index SIn values and ttot (Spearman rho 0.735, 
p-value 0.038).   

It is worthy to note that the proposed software is not capable of evaluating the index 
severity values SIn according to the Blepharospasm Severity Rating Scale (BSRS). The 
BSRS scale, in fact, includes 6 items, to each of which a score S must be assigned 
according to specific criteria. Among the others, the BSRS includes the item A2 that 
regards the apraxia of eyelid opening and the item A3 that concerns the spasms occur-
ring during the writing of the stereotyped sentence (i.e. the step (viii)). For how the 
system is designed, it is not capable of assigning a score for the items A2 and A3. How-
ever, considering the only ‘measurable’ items, and summing up the scores given to each 
of the measurable items, the software gives in output values of (measurable) severity 
index SIn_m that are consistent with those correspondent determined by the expert neu-
rologist (Spearman rho 0.863, p-value 0.003) (Figure 48).  

 

Figure 48 - Correlation between the measurable severity index SIn_m computed by the 

software and that determined by the expert neurologist 

Significant values of the Spearman correlation coefficients can also be found consid-

ering the score -given to individual ‘measurable’ items -, computed by the software 

and the score determined by the expert neurologist (Table 18). 
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Table 18 - Spearman correlation coefficients between the scores (assigned to the dif-

ferent items) computed by the software and those determined by the expert neurologist 

Item Features Spearman 
rho 

p-
value 

A1 Type of eyelid spasm 0.793 0.019 

A2 Apraxia of eyelid opening – Not measurable by 
the proposed software 

--- --- 

A3 Spasms occurring during the writing of the ste-
reotyped sentence – Not measurable by the pro-

posed software 

--- --- 

A4 The average duration of the prolonged spasms 0.806 0.009 

B1 Frequency of blink + brief spasms 0.676 0.046 

B2 Frequency of prolonged spasms 0.756 0.030 

Total ‘meas-
urable’ se-

verity index 
SIn_m 

 

SIn_m = S(A1) + S(A4) + S(B1) + S(B2) 

0.863 0.003 

The proposed software tool presents some limitations. First, while the software exhibits 
large values of sensitivity SE in distinguishing brief spasms, prolonged spasms and 
blinks + brief spasms, the values of SE computed for blinks are, in reality, smaller. This 
can be justified by the argument that the software sometimes confuses blinks with brief 
spasms. However, it is worthy to note that the difference between the symptom of the 
blink and the symptom of the brief spasm is subtle and, as often occurs in the clinical 
practice, the task of distinguishing the two symptoms is complex to be accomplished 
even for the neurologist. This is true especially in the case the brief spasms have a du-
ration close to the threshold value of 300 ms [311] which represents, de facto, the time 
duration that distinguishes the brief spams from the blinks. During the clinical evalua-
tion, the neurologist does not measure the time physically and hence can do the ‘error’ 
of confusing the two symptoms. The proposed software, instead, taking into account 
the exact number of frames included in the set reproducing the symptom under investi-
gation can measure the time with an accuracy of about 0.03 s. Furthermore, the distinc-
tion of blepharospasm symptoms is often subtle and imperceptible. It is commonly 
known, in fact, that different expert neurologists can assign different severity index SIn 
values to the same patients. Further investigations should be carried out on this topic.   

The second limitation of the study is represented by the time necessary to implement 
the software on the specific patient, which includes: 1) the time necessary to utilize the 
correction tool Tcorr (where the neurologist has to drag and drop the incorrect facial 
landmarks on about thirty acquired frames); 2) the time necessary to re-train the face 
pose estimator after implementing Tcorr; 3) the time necessary to extract, from the ac-
quired frames, all the entries to give in input to the neural networks. Preliminary inves-
tigations revealed that for an experienced neurologist all these tasks require approxi-
mately and averagely 30 minutes. However, considering that an experienced neurologist 
spends about 60-90 minutes per patient to observe all the acquired video clips, one can 
conclude that implementing the software allows saving more than 0.5 hours of time per 
patient. Furthermore, it is worthy to note that the proposed software is not conceived to 
‘replace’ the neurologist but to ‘assist/support’ her/him in the procedures of the 
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definition of the BSP severity. From this point of view, the limitation of the time nec-
essary to implement the software is relatively relevant and is abundantly counterbal-
anced by the important advantage to make objective the process of evaluating the BSP 
symptoms.  

The third limitation of the study is the rather low acquisition frequency (about 30 frames 
per second) of the CCD camera utilized to video-record the clinical tests performed on 
the patients. Certainly, the use of CCD with higher acquisition frequency would allow 
following the facial movements taking place in BSP symptoms with higher detail.  

Despite these limitations, a correlation exists between the total closure time ttot and the 
severity index values SIn (Figure 47), which is consistent with the results of Peterson 
et al. [312]. Furthermore, a very high level of ɛFD, the percentage of video frames where 
the face of the patient is detected with the face detector algorithm, is found. The lowest 
percentage of face-found frames was ɛFD = 99.948 % which is higher than that (93 %) 
found by Peterson et al. [312]. Furthermore, it is worthy to note that, currently the only 
computerized and automatic system capable of rating the blepharospasm severity is rep-
resented by the toolbox CERT [312] that is capable of measuring the eyes closure time 
but that cannot recognize and hence count the specific BSP symptoms. Finally, the im-
plementation of Tcorr led to correctly determine the position of the facial landmarks, 
which allowed the definition of ‘stable’ triangles for the identification of the spasms.   

3.2.5  Discussion and Conclusion 

The proposed model of a Healthcare Network based on Big Data Analytics for Parkin-
son’s and Blepharospasm’s disease should be capable to transform the way healthcare 
providers use sophisticated technologies to gain insight from their clinical and other 
data repositories and make satisfying decisions. Moreover, the use of machine learning 
algorithms contextualized in the proposed Big Data System can support clinicians in 
their decisions and in monitoring the follow up of each patient’s disease. In this para-
graph the attention is focused on the design, development and evaluation of Decision 
Support Systems (DSS) that trained with data from different sources could support phy-
sicians and, in particular, neurologists. It is worthy to note that, this kind of healthcare 
network could be compared with an Industry 4.0 scenario applied to medicine. Whereas 
the (Medical) Cyber-Physical System consists of all the developed DSS, the IoT and 
IoS infrastructure consists of all the components that a network based on Big Data Anal-
ysis should have to improve the quality of service. The previous description is a de-
scription of an Industry 4.0 scenario that often is applied in the manufacturing field. 
However, nowadays, always more often this architecture is applied in different 
application fields in which, an intelligent services digitalisation supports the work of 
experts domain. Although this section is focused only on the implementation of DSS, 
in future, attention will be focused on issues such as guaranteeing privacy, safeguarding 
security, establishing standards and governance, thus improving tools and technologies 
always more. Therefore, the proposed Healthcare Network should be more accurately 
implemented, tested and validated. 
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3.3  CAD Frameworks in Diagnostic Examinations 

In the last decades, the amount of deaths due to cancer has significantly increased, over-
coming the number of deaths caused by heart attacks and stroke, as emphasized in the 
reports of the World Health Organization [313]. In detail, in several industrialized coun-
tries there are specific neoplasias with a high incidence, where an early non-invasive 
diagnosis and staging can luckily prevent bad prognosis in some of these cases. The 
three tumour forms considered have been evaluated among the top ten in the world for 
an estimated number of deaths [314]. This can be well noticed in Figure 49 where, in 
2012, the amount of deaths for a liver tumour has been estimated at the second position 
all over the world, the amount of deaths for a breast tumour is at the fifth position, 
whereas the number of deaths due to leukaemia has the tenth value in the world.  

 

Figure 49 - Estimated number of deaths caused by tumours worldwide in 2012 

On this proposal, a first basic concept can be pointed out: Image Diagnostics is a great 
choice for its high ability to stage the course of each of the considered three diseases, 
without being excessively invasive [315]. In detail by considering: 

• breast cancer: (i) in tomosynthesis it is important to note that doses of ionizing 
radiation far below those released in the conventional Computed Tomography 
(CT) are released [316]; (ii) in Magnetic Resonance (MR) ionizing radiation is 
not considered [317]; 

• hepatocellular carcinoma (HCC): in CT with contrast medium, the contrast me-
dium is very characteristic and therefore able to reduce the frequency of subse-
quent examinations [318]; 

• leukaemia: in the peripheral strips, the method of capturing the images is abso-
lutely non-invasive because it requires only a blood draw [319]. 

Medical imaging is a fundamental methodology for representing the internal organs of 
the human body, allowing non-invasive and accurate diagnosis of several diseases, in-
cluding neoplasias [320]. On this proposal, it should be pointed out that there are dif-
ferent imaging techniques able to highlight the characteristics of the human body, on 
the basis of the sensors used to acquire information and produce the representation of 
each internal organ. Moreover, beside the diagnostic capabilities, medical imaging is 
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also crucial for staging and monitoring the clinical course of each disease under inves-
tigation [321].  

All the previously described advantages led the scientific community to study and 
develop a large number of automatic systems, based on medical imaging, with the aim 
of supporting physicians in diagnosing, staging and monitoring different pathologies. 
On this proposal, a large number of works focused on Computer Aided Diagnosis 
(CAD) systems can be found in the literature. Figure 50 shows the number of publica-
tions per year from 2006 to 2016 in the field of medical imaging, highlighting the pop-
ularity achieved by CAD systems in recent years.  

 

Figure 50 - Number of publications per year from 2006 to 2016. Topic: Computer-

Aided Diagnosis & Medical Images. 

In fact, as reported in [322], CAD systems can support clinicians in diagnosing, of-
fering a cheap and suitable alternative to a double data reading, intended as a mean for 
reducing errors. 

Standard workflow of Computer Assisted Frameworks 

All the CAD systems based on medical imaging share an analogous workflow able to 
classify a particular tumour starting from an acquisition procedure, independently from 
the disease under investigation. The chain represented in Figure 51 shows the essential 
steps needed to perform the classification task.  

 

Figure 51 - Traditional workflow implemented by CAD systems 

It has to be noted that the pipeline is usually composed by the following four phases: 
(1) Image Acquisition, (2) Image Segmentation, (3) Features Extraction, (4) Classifica-
tion. 
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Image acquisition. Thanks to the increasing availability of computational resources, 
new medical imaging technologies have been developed and commercialized during the 
last decades. Valuable tools, such as Computed Tomography, MR imaging, Digital Sub-
traction Angiography, Doppler Ultrasound-imaging, as well as various imaging tech-
niques based on nuclear emission, such as Positron Emission Tomography (PET) or 
Single-Photon Emission Computed Tomography (SPECT), have all been added to im-
aging tools of radiologists' toward an ever more reliable detection and diagnosis of dis-
eases [323]. It can be noted that the optimal acquisition device can be selected on the 
basis of the investigation objective, in order to highlight specific areas of the human 
body. Concerning breast cancer, the tomosynthesis provides for a lower release of ion-
izing radiation if compared to conventional CT, together with Magnetic Resonance im-
aging that does not exhibit any ionizing radiation. Moreover, CAD systems for detecting 
breast tumours can support in differentiating benign and malignant forms with high ac-
curacy and reduced times [316]. As a consequence, they are clinically very useful to 
reduce the number of biopsies of benign lesions and can offer a second reading to assist 
physicians in avoiding misdiagnosis. Concerning with liver cancer, the most modern 
triphasic techniques with contrast medium allow to be given a more accurate ability to 
recognize HCC lesions and stage the evolution of lesions more accurately for analogous 
doses, avoiding to repeat frequently CT examinations [318]. Regarding with leukaemia, 
minimally invasive strategies, such as those related to simple blood sampling supported 
by imaging for more accurate classification of leukocyte forms and their counting allow 
the implementation of innovative CAD Frameworks. 

Image Segmentation. It is well known that segmentation is a crucial task in medical 
image processing, as the accuracy of this step can directly affect other post-processing 
tasks, such as image analysis and feature extraction [324]. After the acquisition of im-
ages, a pre-processing phase is needed for the improvement of their quality, eventually 
using techniques for removal of artefacts [325]. This is a crucial step in order to reach 
an optimal result in the subsequent phases since the outcomes of this phase affect the 
performance of the whole workflow. In fact, as far as medical imaging is concerned, in 

literature, there is a huge number of useful algorithms for the pre-processing of images 
[326], which are frequently coupled with segmentation algorithms, e.g. edge-based or 
feature-based segmentation techniques, for different aims, such as object recognition 
[327]. Although image processing includes different steps, segmentation is the most 
important one in medical imaging, aiming at separating images into regions that are 
meaningful for a specific task, such as the detection of organs or the computation of 
some metrics. Segmentation approaches can be classified into several categories on the 
basis of the involved features and the typology of the implemented techniques. It has to 
be noticed that the features of interest include pixel intensities, gradient amplitudes, or 
measures of texture. Segmentation techniques applied to these features can be broadly 
classified into three categories: region-based, edge-based, or classification techniques 
[328]. On the basis of the previous categorization, region-based and edge-based seg-
mentation techniques explore intra-region similarities and inter-region differences be-
tween features, whereas a classification technique assigns class labels to individual pix-
els or voxels based on feature values by considering the 2D or 3D space, respectively. 
As reported in [329], grey-level thresholding is a simple but effective segmentation 
method. Thresholding may be performed at the global or local level, i.e., thresholds can 
be selected equal to a constant value throughout the image, or spatially varying by com-
puting different thresholds for each subsection of the image. Thresholding methods can 
also be categorized as point-based methods or region-based ones; region-based methods 
compute the value of a proper threshold not only on the basis of the grey-level of an 
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individual pixel but also considering the properties of its neighbourhood. Whether local 
or global thresholds, point-based or region-based ones, they are typically estimated from 
the intensity histograms by means of different approaches. In some cases, a priori 
knowledge could be necessary to perform an efficient segmentation, due to the fact that 
noise, artefacts or other issues could make segmentation a tricky task, not easily achiev-
able using only information coming pixel values. In [330] these problems are overcome 
by considering deformable and active models or atlas-based methods. Classification al-
gorithms are frequently used for segmentation too. Supervised approaches for segmen-
tation requires training data from users to let classifiers to learn how to label each pixel 
of the input images. On the other side, unsupervised classifiers are based on cluster 
analysis to discriminate natural structures in the input images starting from the data used 
for training. In recent years, however, segmentation methods based on Deep Learning 
(DL) strategies have been introduced [331]. The described pre-processing phases are 
preparatory for the extraction of ROIs containing the areas to be classified. In the most 
of cases, the segmentation task provides a binary mask as an outcome, which is then 
superimposed on the input image with the aim to filter-out all the undesired areas [332]. 
The detected ROIs are subsequently processed and classified on the basis of the ap-
proach considered in the subsequent phase. More in detail, a further step for the extrac-
tion of features is necessary in case of traditional approaches for classification, e.g. by 
means of Artificial Neural Networks (ANNs) or Support Vector Machines (SVM), 
whereas, if considering Deep Learning networks, e.g. Convolutional Neural Networks 
[333], a subsequent step for the extraction of features is not necessary, since these ar-
chitectures directly process images as inputs. Medical imaging is essential in many 
fields of medical research and clinical practice because it greatly facilitates early and 
accurate detection and diagnosis of diseases. Processing methods for enhancing mor-
phological features of masses and other abnormalities in medical images are also very 
useful [334]. For example, in [335], the goal of the analysed method consists in enhanc-
ing the morphological features of a region containing a lesion with high suppression of 
surrounding tissues. The described morphological method involves two steps: (1) se-
lective extraction of target features by mathematical morphology and (2) enhancement 
of the extracted features by two contrast modification techniques. The effectiveness of 
the method is evaluated in quantitative terms by means of the contrast improvement 
ratio. Results clearly show that the method outperforms the conventional contrast en-
hancement methods. The effectiveness and usefulness of the proposed method have 
been further demonstrated by the application to three types of medical images: a mam-
mographic image, a chest radiographic image, and a retinal one. As a conclusion, it can 
be affirmed that the proposed method enables the specific extraction and enhancement 
of mass lesions, which is essential for a clinical diagnosis based on medical image anal-
ysis. Thus, the method can be expected to achieve an automatic detection and recogni-
tion of lesions' locations and a quantitative analysis of their morphology. Concerning 
liver segmentation, processing algorithms can be categorized according to the amount 
of the inputs from the involved user: handcrafted, semi-automated and fully automated 
[336]. Handcrafted segmentation is considered as the "gold standard" in clinical practice 
and research, but it is expensive and time-consuming. The increase of automated seg-
mentation approaches has revealed to be quite robust, but in some cases may suffer from 
certain segmentation pitfalls. Thus, emerging applications of segmentation include sur-
gical planning and integration with MRI-based biomarkers. 
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Feature extraction. In this section, the importance of identifying and extracting appro-
priate sets of features from images, capable of characterizing and discriminating classes 
of interest, will be discussed [337]. For example, the segmentation of breast cancer 
could take advantage by combining morphological features with texture ones. In [338], 
the authors have developed a fully automated, three-stage segmentation method that 
includes clustering, active contour, and specularities detection stages. After segmenta-
tion, morphological features describing the shape of a suspected mass are extracted. 
Texture features are also extracted from a band of pixels surrounding such a mass. Step-
wise feature selection and linear discriminant analysis (LDA) are employed in the mor-
phological, texture, and combined feature spaces for designing the classifier. The im-
provement obtained by supplementing texture features with morphological ones in clas-
sification reveals statistically significant. In the analysed work, the leave-one-case-out 
discriminant score from different views of a mass is combined to obtain a summary 
score for classifying a mass as malignant or benign. In [339], a Computer-Aided Diag-
nosis system based on shape analysis is proposed, which proves to be highly accurate 
in evaluating breast tumours. However, the training time of the classifier to diagnose 
breast tumours reveals considerable. The extraction of morphologic features can also 
require a lot of computation. Hence, to develop a highly accurate and quick CAD sys-
tem, texture and morphologic features of ultrasound breast tumour imaging are com-
bined to evaluate breast tumours and reveal that the proposed system reduces the train-
ing time compared to systems based only on the morphologic analysis. According to 
the literature, there are several sets of features that could be used to characterize ROIs. 
From a general point of view, the features may be distinguished between global and 
local, based on the localization of the information used to compute: global features are 
a function of the whole processed image, whereas local features are a function of a local 
image region. By considering global features, the most used are Haralick features [340] 
(Figure 52), Local Binary Patterns (LBP) [341] and Threshold Adjacency Statistics 
(TAS) [342]. On the other side, the most used set of local features are the Speeded-Up 
Robust Features (SURF) [343]. 
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Figure 52 - The statistics that can be calculated from the co-occurrence matrix with the 

intent of describing the texture of the image 

Other kinds of descriptors useful for the characterization of neoplasias or lesions are 
based on the description of shapes that can be computed from Regions of Interest. In 
Figure 53 some examples of tumour classification which starts with shapes in benign 
and malignant cases are represented [344]. 
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Figure 53 - Tumour diagnosis from contours of breast masses: (b) benign masses, (m) 

malignant tumours 

Regardless of their nature, extracted features could be over the number effectively re-
quired for the classification task. This high dimensionality of the created dataset could 
lead to not-negligible problems in the subsequent classification phase, which could af-
fect performance during both the design phase (for both training time and computational 
resources) and the classification phase with a reduced quality concerning the most com-
mon metrics of rating. For these reasons, before proceeding to the design phase of the 
most appropriate classifier for a given task, the dataset is processed to identify a new 
feature space, reduced or transformed with respect to the previous one, while maintain-
ing the same informative contents of extracted data. In this regard, several techniques 
allow to properly process a dataset in order to reduce its dimensionality, leading to a 
general increase in the performance of the subsequent classifier, such as feature selec-
tion methods based on Information Gain [345], or other feature extraction methods, e.g. 
Principal Component Analysis (PCA) or Independent Component Analysis (ICA) 
[346]. 

Classification. In the last years, a relevant number of studies have been proposed, from 
a classification point of view. In most cases, the design of CAD systems is based on a 
supervised learning approach, using Artificial Neural Networks (ANNs) or Support 
Vector Machines (SVMs), as well as Swarm Intelligence (SI) or simpler Linear Discri-
minant Analysis (LDA) classifiers built on radiologists' gold standard labelling [347]. 
In particular, ANNs may be classified in several ways, on the basis of: 

• the task for which each ANN is designed (e.g. pattern association, clustering); 
• the partial/full degree of connectivity of neurons in the network; 
• the direction of the flow of information within networks (recurrent and non-recur-

rent); 
• the type of learning algorithm based on a set of systematic equations that use ob-

tained outputs along with an arbitrary performance measure to update the internal 
structure of the ANN; 

• the learning rule; 
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• the degree of learning supervision needed for training each ANN. 

In particular, supervised learning involves the training of an ANN with the correct classi-
fication (i.e., target outputs) being given for every example, and using the deviation error 
of the ANN solution from corresponding target values to determine the required amount 
by which each weight should be adjusted. On the other side, unsupervised learning does 
not require the knowledge of a correct answer for training examples. In fact, correspond-
ing networks arrange data samples into clusters based on their similarity or dissimilarity 
by exploring the underlying structure in data and the correlation between the various ex-
amples themselves [348]. It is well known that the development of Artificial Neural Net-
works requires partitioning of the parent database into: 

• training set: it should include all the data belonging to the problem domain and is 
used during the training phase to update the weights of the network by evaluating 
the classification error; 

• validation set: it is used after selecting the best network to examine the network 
further or confirm its accuracy before being implemented in the neural system 
and/or delivered to the end user; 

• test set: it is used during the learning process to check the network response using 
data not included in the training set. 

The data used in each set (training, validation and test) should be different from each other. 
There are no mathematical rules, but only some rules of thumb derived from experience 
and analogy between ANNs and statistical regression for the determination of the required 
sizes of the training, validation and test set. In particular, Cross-Validation (CV) is a popular 
strategy for algorithm selection. The main idea is to split parent dataset once or several 
times for estimating the risk of each algorithm. The popularity of CV mostly comes from 
the "universality" of the data splitting heuristics. Nevertheless, some CV procedures have 
been proved to fail for some model selection problems, depending on the goal of model 
selection, estimation or identification. The advent of new competitive imaging modalities 
for the same diagnostic problem has led to performing many studies involving comparisons 
of the information obtained from these imaging techniques. Several papers use Receiver 
Operating Characteristic (ROC) curves for comparison [349]. The intuitive result is that the 
area under the ROC curve represents the probability that a random pair of normal and ab-
normal images will be correctly ranked as to their disease state. In particular, this probabil-
ity only conveys the intrinsic potential for discrimination with equally weighted sensitivity, 
and specificity is emphasized. Other external decision factors that influence diagnostic per-
formance include the real mixture of diseased and non-diseased patients and the relative 
costs of the two types of diagnostic errors. 

In scientific literature, two different classes of ANNs can be identified on the basis 
of the number of hidden layers: Shallow and Deep Neural Networks. In details, ANNs with 
a single hidden layer are named Shallow Neural Networks, whereas a Deep architecture has 
a number of hidden layers greater than one (Figure 54 adapted from Nielsen [350] under 
Creative Commons Attribution-Non Commercial 3.0 Unported License). 
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Figure 54 - Architectural differences between (a) shallow and (b) deep neural network 

Regarding deep architectures, different strategies have been introduced in the literature so 
far; the success of deep networks in image processing is mainly due to the spread of Con-
volutional Neural Networks (CNNs). These kind of architectures are able to classify, i.e. 
make a decision, working directly on a raw image given as input to the network. In fact, a 
CNN is capable of extracting some descriptors (feature learning capability) of an image 
automatically, thus eliminating the development of algorithms for the processing of images 
for the extraction of the so-called "hand-crafted" features [351] necessary for a classical 
classifier, such as ANN or SVM. The general architecture of a Convolutional Neural Net-
work is shown in Fig. 6 [352]; it is a combination (which depends on the specific imple-
mentation) of convolutional layers, REctified Linear Unit (RELU) layers and pooling layers 
followed by a fully connected layer (as in traditional multi-class ANNs). 
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Figure 55 - A representation of the CNN layers 

Thanks to their architectures, convolutional layers in CNNs allow obtaining different sets 
of descriptors for input images, thus obtaining different levels of abstraction for images 
representation based on the depth of the network. According to literature and given enough 
neurons, a sufficiently wide shallow neural network could approximate any function, so 
there is not a specific motivation to prefer Deep Neural Networks at all. In addition, the 
quality of the final generalisation properties of ANNs strictly depends on the significance 
and classes-balance of the available training data [353]. However, it is well known that a 
huge number of neurons in a single layer architecture increases the number of parameters 
to be tuned during the training phase, with the risk of overfitting data. Making ANNs deeper 
by adding multiple layers, enables the classifier to learn features at different levels of ab-
straction depending on the number of hidden layers. This can lead to stronger capabilities 
of generalisation.  

Convolutional Neural Networks are powerful architectures that can be used in three 
different ways: 

• Training from scratch: as for ANNs, Convolutional Neural Networks may be created 
from scratch, designing the overall architecture and providing enough samples as in-
put for training. This process generally takes a lot of time using large datasets with 
several classes. 

• Transfer Learning or Fine-Tuning: this approach enables to use an available pre-
trained model for classification purposes different from the original ones. In details, 
it is possible to fine-tune the classification layer of a CNN to predict new classes 
given as inputs. 

• Feature Extractors: in this case, it is possible to remove the classification layer from 
the CNN and consider outputs as features describing each input image as automati-
cally computed by the network. This process is iterative; thus it is possible to remove 
more intermediate layers on the basis of the desired level of abstraction of the fea-
tures. 
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3.3.1  Research Question 

Computer Aided Diagnosis (CAD) systems can support physicians in classifying dif-
ferent kinds of breast cancer, liver cancer and blood tumours also revealed by images 
acquired via Computer Tomography, Magnetic Resonance, and Blood Smear systems. 
In this regard, this part of the PhD work focuses on papers dealing with the description 
of existing CAD frameworks for the classification of the three mentioned diseases, by 
detailing existing CAD workflows based on the same steps for supporting the diagnosis 
of these tumours. In detail, after an appropriate acquisition of the images, the funda-
mental steps carried out by a CAD framework can be identified as image segmentation, 
feature extraction and classification. In particular, specific CAD frameworks are con-
sidered, where the task of feature extraction is performed by using both traditional hand-
crafted strategies and Convolutional Neural Networks-based innovative methodologies, 
whereas the final supervised pattern classification is based on neural/non-neural ma-
chine learning methods. Then, the performance of three selected case studies are care-
fully reported, designed with the aim of showing how final outcomes can vary according 
to different choices in each step of the adopted workflow. More in detail, these case 
studies concern with breast images acquired by Tomosynthesis and Magnetic Reso-
nance, hepatocellular carcinoma images acquired by Computed Tomography and en-
hanced by a triphasic protocol with a contrast medium, peripheral blood smear images 
for cellular blood tumours and are used to compare their performance. 
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3.3.2  Breast Cancer 

The high incidence of breast cancer, which at the moment corresponds to more than 
25% of female cancers [314], and the ever-increasing life expectancy of the population 
require an accurate assessment of the clinic state of the breast gland with imaging tech-
niques. In this field, mammography represents the gold standard imaging tool [354]; in 
fact, mammographic examinations are used in several screening programs thanks to the 
capability to perform a very early detection, whereas Magnetic Resonance (MR), 
Computer Tomography (CT) or Digital Breast Tomosynthesis (DBT) techniques are 
necessary to perform a more in-depth analysis of risky cases, or for the follow-up of 
treated patients. In recent years, several works have been presented dealing with breast 
lesions detection and classification considering deep strategies for classification [355–
357]. 

 In the following sections, two works for detecting and classifying breast lesions will 
be described. In particular, a supervised approach for detecting and classifying breast 
lesions from MR images will be introduced in paragraph 3.3.2.1, whereas a supervised 
approach based on deep architectures for the extraction of features in order to classify 
using simpler non-neural strategies will be discussed in paragraph 3.3.2.2. 

3.3.2.1 Magnetic Resonance 

In this paragraph, a CAD system for detecting and classifying breast lesions in images 
acquired via Magnetic Resonance is presented. The workflow is reported in Figure 
56Figure 56 - Workflow for breast lesion classification and will be described. 

 

Figure 56 - Workflow for breast lesion classification 

3.3.2.1.1 Materials and Methods 

The acquisition phase is conducted following the standard procedure for breast cancer 
diagnosis, which consists of as follows:  

• Transverse short TI inversion recovery (STIR) turbo spin-echo (TSE) sequence 
(TR/TE/TI = 3.800/60/165 ms, Field of View (FOV) =250x450 mm (APxRL), 
matrix 168x300, 50 slices with 3-mm slice thickness and without gaps, 3 averages, 
turbo factor 23, resulting in a voxel size of 1.5 x 1.5 x 3.0 mm3; acquisition time: 
4 minutes);  

• Transverse T2-weighted TSE (TR/TE = 6.300/130 ms, FOV = 250x450 mm 
(APxRL), matrix 336x600, 50 slices with 3-mm slice thickness and without gaps, 
3 averages, turbo factor 59, SENSE factor 1.7, resulting in a voxel size of 
0.75x0.75x3.0 mm3; acquisition time: 3 minutes); 

• Three-dimensional dynamic, contrast-enhanced (CE) T1-weighted high resolution 
isotropic volume (THRIVE) sequences (TR/TE= 4.4/2.0 ms, FOV = 250x450x150 
mm (APxRLxFH), matrix 168x300, 100 slices with 4-mm slice thickness, spacing 
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between slices: 2 mm; turbo factor 50, SENSE factor 1.6, 6 dynamic acquisitions, 
resulting in 1.5 mm3 isotropic voxels, a dynamic data acquisition time of 1 min 30 
s, and a total sequence duration of 9 min). 

In details, the first step consists in a pre-processing phase of the acquired images; then, 
after a simple rescaling of the grey level of pixels, an algorithm for masking the presence 
of thorax in all the slices is performed, aiming at filtering out all the anatomic structures 
external to the breast. In this regard, as shown in Figure 57, three points are computed to 
generate a parabola having its vertex coincident with the sternum (point A) and passing 
through the side edges of the chest (points B and C).  

 

Figure 57 - Output image of the algorithm for thorax masking. The reference points for 

parabola generation are A, B and C 

A segmentation phase, necessary for the removal of all the uninteresting parts of the im-
age, is subsequently performed. In particular, a thresholding operation is implemented 
considering the 95th percentile of the grey level histograms of the images acquired without 
Contrast Medium (CM). Then, areas with a diameter below 5 mm are removed, and the 
obtained mask is applied to the starting image in order to extract the regions of interest. 
The remaining areas are characterized considering 10 different features describing the 
shape of the extracted ROIs. After the extraction of the features, two Artificial Neural 
Networks can be designed using an evolutionary strategy, as reported in [289]. The first 
ANN is designed to discriminate among lesions and other structures, such as vessels 
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(Figure 58), whereas the second one is used to classify benign/malignant lesions by taking 
the same set of features of the regions classified as lesions in the previous step.  

 

Figure 58 - The classification result for the discrimination between lesions and other 

structures. A indicates a vessel, whereas B a lesion 

In particular, regarding the first classifier, the generated dataset is balanced with a Syn-
thetic Minority Over-sampling Technique (SMOTE) to increase the number of patterns 
characterizing lesions until the number of negative cases to achieve better classifier per-
formance. 

3.3.2.1.2 Innovative Results 

In both cases, performances are measured in terms of Accuracy, Sensitivity and Speci-
ficity. Obtained results in both cases are reported in Table 19 and Table 20, respectively. 

Table 19 - Results obtained for the discrimination between ROIs with and without le-

sions 

 Min Max Mean 

Accuracy 0.9624 0.9849 0.9736  0.0044 

Sensitivity 0.9592 0.9958 0.9791  0.0075 

Specificity 0.9459 0.9892 0.9684  0.0075 
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Table 20 - Results obtained for the discrimination between benign and malignant le-

sions 

 Min Max Mean 

Accuracy 0.7308 1 0.8977  0.0584 

Sensitivity 0.6923 1 0.8908  0.1021 

Specificity 0.7692 1 0.9046  0.0875 

 

 In details, these tables show Accuracy, Sensitivity and Specificity as mean values ob-
tained performing 100 iterations of training, validation and test of ANN, considering a 
different random permutation of the input dataset at each iteration. 

 The reported results show that a supervised machine learning approach for the detec-
tion of breast lesions from MR images and the subsequent classification benign/malig-
nant lesions is consistent, and shows good performance, especially from the perspective 
of False Negative reduction. 

3.3.2.2 Digital Tomosynthesis 

Digital Breast Tomosynthesis (DBT) has been recently introduced for breast cancer 
screening and detection and consists of a promising innovative radiological technique 
for early diagnosis and staging. DBT produces a limited angle cone beam in tomosyn-
thesis of the breast glands and has demonstrated to have a higher accuracy if compared 
to the most commonly used bi-dimensional imaging techniques, such as mammography, 
CT or MR [358]. Thanks to this innovative technology, a 3D model of the breast is 
created, also reducing the effect of tissue superimposition [359], improving the visual-
ization of masses and architectural distortions. In particular, the edges of breast lesions 
are better defined, and this leads to an improvement of the final diagnosis. In this 
paragraph, a CAD system to support the classification of three kinds of lesions is de-
signed. An image-processing step performing segmentation is needed to extract candi-
date ROIs containing suspicious lesions (Figure 59). 
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Figure 59 - Workflow for breast lesion classification 

3.3.2.2.1 Materials and Methods 

The extracted ROIs are labelled according to the classification in 4 classes provided by 
radiologists: 

1. None: segmented ROI not containing any kind of lesion (Figure 60(a)); 
2. Ori: segmented ROI containing an irregular opacity (Figure 60(b)); 
3. Oro: segmented ROI containing a regular opacity (Figure 60(c)); 
4. Ost: segmented ROI containing a stellar opacity (Figure 60(d)). 
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Figure 60 - Images extracted after the segmentation phase: (a) ROI without lesions; 

(b) ROI with an irregular opacity; (c) ROI with a regular opacity; (d) ROI with stellar 

opacity 

The extraction of features describing the segmented ROIs is performed following two 
different approaches: 

• Several pre-trained models of Convolutional Neural Networks are used as auto-
matic features extractors by pruning the CNN architectures at certain levels of 
depth; 

• hand-crafted morphological and textural features are computed using the Grey 
Level Co-occurrence Matrix (GLCM) [360]. 

3.3.2.2.2 Innovative Results 

Since several strategies for feature extraction are used, also the classification step is 
performed following different approaches. In particular, two Artificial Neural Networks 
are designed by considering an evolutionary approach to discriminate among the four 
classes taking the hand-crafted features as inputs. In a first step, the classes named Ori, 
Oro and Ost have been grouped into a single one (P - Positive), whereas the second 
class is None (N - Negative); in this case, a binary classifier is used and obtained per-
formance are reported in Table 21. 

Table 21 - Results obtained for binary classification 

 Accuracy Sensitivity Specificity 

Mean 84.19% 85.90% 82.82% 

Standard Deviation 3.06 5.33 5.17 

Subsequently, the second ANN is used to discriminate among the four classes, but the 
obtained Accuracy reveals lower than the one obtained via a binary classifier (74.84% 
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 4.89). This behaviour reveals predictable and reasonable, considering the way in 
which ANNs are designed and optimized: the extraction process of the most discrimi-
nant features heavily influences the overall capabilities of the classifier. In this case, the 
features used as inputs showed good results to discriminate binary class samples, while 
these did not provide enough information to correctly describe all the different kinds of 
lesions in the multi-class approach.  

Regarding CNNs as feature extractors, several pre-trained models have been developed, 
which are: GoogLeNet, ResNet, AlexNet, VGG-very deep, VGG-F, M and S [361–
364]. In the second approach, the dataset is constituted by the set of features extracted 
by the CNN models. The output of the CNN models, or rather, their  final activations, 
is used to train several non-neural learners, which were: Linear Support Vector Machine 
(Linear SVM) [365], K-Nearest Neighbor (KNN) [366], Naive Bayes [367], Decision 
Tree [368] and Linear Discriminant Analysis (LDA) [369]. 

 In order to improve overall performance, several tests for dataset processing have 
been carried out on all considered CNN architectures; in particular, Activation Normal-
ization and Image Augmentation are explored leading to a slight improvement in all 
architectures. Finally, since VGG-F, VGG-S and VGG-S show the higher mean accu-
racies and the lowest processing time, they are considered for final evaluation. Results 
reported in Table 22 show that Naive Bayes classifier is not recommended in this clas-
sification; Decision Trees enable to improve the mean accuracy in comparison to Naive 
Bayes, but they are far to be considered as reliable classifiers. 

Table 22 - Results of the selected pre-trained CNNs used as features extractor, training 

several networks with normalisation and augmented images 

 KNN LDA LINEAR 
SVM 

NAÏVE 
BAYES 

DECISION 
TREE 

VGG-F 91.63  
0.41 

64.57  
0.66 

67.29  2.02 43.82  
0.59 

59.68  1.07 

VGG-M 90.74  
0.48 

66.25  
0.60 

69.50  2.16 42.85  
0.57 

57.03  0.98 

VGG-S 92.02  
0.48 

65.24  
0.80 

68.84  1.89 44.89  
0.60 

56.16  0.93 

Performances have been furtherly increased via the linear classifiers SVM and LDA, 
but better results have been obtained from KNN classifiers. In this case, mean perfor-
mance has reached significant levels of accuracy, specificity and sensitivity with low 
variability. Furthermore, it is worth to mention that the values of sensitivity and speci-
ficity for positive samples reveal higher than 95% to substantiate the high level of per-
formance in terms of accuracy, as reported in Table 7 where results are calculated using 
a 1-vs-all approach. 
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Table 23 – Sensitivity (SE) and specificity (SP) for the lesions evaluated through a 1-

vs-all approach 

 Ori vs All Oro vs All Ost vs All 

 SE SP SE SP SE SP 

VGG-F 98.67% 97.07% 96.01% 95.98% 97.24% 96.93% 

VGG-M 98.14% 96.64% 95.00% 95.76% 97.18% 96.62% 

VGG-S 98.36% 97.13% 95.61% 96.33% 96.67% 97.25% 
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3.3.3  Liver Carcinoma 

As for breast cancer, liver cancer shows an extremely high mortality worldwide [314]. 
In recent years, several works have been presented dealing with the detection and clas-
sification of hepatic tumours considering different strategies for classification. Different 
machine learning techniques for the diagnosis of liver disease and hepatitis disease are 
developed in [370]. It is observed that Functional Trees (FTs) provide 97.10% of cor-
rectness for a liver disease diagnosis. The implemented feedforward neural network 
correctly classifies hepatitis disease by providing a value of 98% of accuracy. Moreo-
ver, in [371] a Deep Convolutional Neural Network (DCNN) is developed to segment 
liver in CT slices via an automatic procedure. The same model has been subsequently 
employed for the classification of lesions, by considering images from the previous 
classification as inputs. All developed models have been evaluated on the Liver Tumour 
Segmentation Challenge dataset (LiTS) for liver segmentation tasks [372]. In the re-
ported paper, a DICE coefficient [373] equal to 0.67 is reached, but classification per-
formance for lesions are still low. 

 In [374] a novel application of Convolutional Neural Networks is presented to seg-
ment liver tumours. In this work, the method is tested on 30 CT images using a leave-
one-out cross-validation. Reported experiments show that CNN models produce an ac-
curate and robust liver tumour segmentation. If compared to traditional machine learn-
ing methods, such as AdaBoost and SVM, the CNN method seems to perform in a better 
way. Limitations of CNNs are still found on segmenting tumours with inhomogeneous 
density and unclear boundary, principally like under-segmentation in each a tumour 
adjacent to structures with similar densities. 

 In [375], several recent Computer Aided Diagnosis (CAD) systems used in the diag-
nosis of liver diseases have been discussed. This article investigates the various CAD 
systems used for the classification of liver diseases using CT scan images. The reported 
description of the tumour segmentation process focuses on the algorithm used to clas-
sify a tumour and the corresponding results for all considered works. However, this 
article does not consider the most modern deep learning classification techniques. 

 A pilot study for hepatocellular carcinoma grading and the evaluation of microscopic 
vascular invasion is proposed in [376] where a shallow artificial neural network is com-
pared to linear models. The results obtained from ANN in terms of AUC and Accuracy 
are higher than the ones obtained from a linear logistic model in both HCC grading and 
MVI presence evaluation. 

In [377], 164 liver lesions (80 malignant tumours and 84 haemangiomas) are evalu-
ated. The suspicious tumour region in the digitized CT image is manually selected and 
extracted as a circular sub-image. The proposed pre-processing adjustments for sub-
images are used to equalize the information needed for a differential diagnosis. The 
auto-covariance texture features of sub-images are extracted, and a support vector ma-
chine classifier identifies a tumour as benign or malignant. The value of accuracy of the 
proposed diagnosis system for classifying malignancies is 81.7%, the value of sensitiv-
ity is 75%, that of specificity is 88.1%, the positive predictive value is 85.7%, and the 
negative predictive value is 78.7%. 

In the following sections, two specific works for detecting and classifying hepatocel-
lular carcinoma will be analysed and discussed. In particular, a supervised approach 
based on the extraction of hand-crafted features for detecting and classifying HCCs ob-
tained via a triphasic CT protocol and a second approach based on a supervised Convo-
lutional Neural Network. 
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3.3.3.1 Hand-Crafted Features 

In [378] the considered acquisition system is based on CT, which is, as is well known, 
a medical imaging technique that is widely used for Hepatocellular Carcinoma detec-
tion. CT images, as well as MR ones, are always required to determine the disease ex-
tension. In fact, both these techniques are considered as gold standards for non-invasive 
evaluation of focal and diffuse diseases of the liver and biliary tract. The CT scans used 
in the reported work have been acquired with a 320 slices Scanner (Toshiba Aquilion 
One) after an automated injection of 1.5 ml/kg of iodinated contrast medium (Iomeprole 
400 mgI/ml) through a 16G Needle in antecubital vein at a flow rate of 4ml/sec with the 
following protocol: 

1. arterial dominant phase acquired 20 seconds after the aortic peak calculated by a 
bolus tracking system with a ROI positioned in the abdominal aorta at a trigger 
density of 150 Houns field Units (HU) (Figure 61(a)); 

2. portal phase acquired 70 seconds after contrast injection; 
3. equilibrium phase acquired 180 seconds after contrast injection Figure 61(b)). 

 

Figure 61 - CT images acquired in the different phases: (a) Arterial phase; (b) Equi-

librium phase. The square indicates the lesion in both phases 

3.3.3.1.1 Materials and Methods 

A double-step segmentation is carried out, after a pre-processing image phase per-
formed through contrast enhancement, in order to improve the contrast of the CT im-
ages, and a cropping phase to reduce the amount of data to be processed. In particular, 
liver and HCC segmentations are performed. Concerning liver segmentation, the histo-
gram of the slice with the largest connected portion of the liver is analysed to obtain the 
typical liver grey intensity. By means of this evaluation, local thresholding and mor-
phological operations are performed, allowing to remove all the structures external to 
the liver. The segmentation result of the first considered CT slice (generally, the slice 
worth the maximum liver extension is considered) is dilated and used as a binary mask 
both for previous slices and following ones. Those slices are further segmented, and the 
method is then iteratively propagated in both directions until final slices are reached. A 
similar procedure is performed for HCC segmentation. Each Hepatocellular carcinoma 
is subsequently segmented using an innovative two-dimensional region growing algo-
rithm which takes into account images from both arterial and equilibrium phases. Some 
morphological operations are performed to refine the obtained ROIs. Textural features 
are then extracted using grey level co-occurrence matrices to describe ROIs. Each HCC 
is texturally described taking information from the two corresponding slices in both 
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arterial and delayed phases. Three subsets of features are generated from the dataset, 
where: 

1. 44 features are obtained considering ROIs extracted from the two considered phases 
(specifically, 22 features extracted from each phase); 

2. 22 features come from an algorithm of ranking based on the relative entropy, also 
known as Kullback-Leibler distance or divergence [345]; 

3. 5 features of the work of Haralick et al. [340] (Contrast, Correlation, Energy, Ho-
mogeneity and Entropy), which have been used in similar previous work for blood 
vessels and tubules classification and have shown good discrimination capabilities. 

3.3.3.1.2 Innovative Results 

HCC grades are grouped into two classes: grade 1/2 addressed as Negative Class, and 
grade 3/4 addressed as Positive Class. The binary classifier is designed to discriminate 
the above mentioned two groups using a mono-objective genetic algorithm (GA) [289]. 
In Table 8 obtained results, which are expressed for accuracy, specificity, and sensitiv-
ity in terms of mean values ( standard deviation) considering 100 iterations are re-
ported. 

Dataset Accuracy Sensitivity Specificity 

44 features 0.758  0.062 0.755  0.122 0.730  0.141 

22 features 0.763  0.063 0.824  0.089 0.698  0.156 

10 features 0.799  0.073 0.795  0.015 0.804  0.126 

 

These results show that HCC classes can be discriminated by using the proposed set of 
extracted features: the HCC wash-in and wash-out dynamic suggests that this type of 
lesion can be characterized by processing textural differences considering the most im-
portant phases in the HCC dynamics. 

3.3.3.2 Deep Learning Approach 

Also, in this case, the acquisition protocol is a triphasic CT acquisition characterized by 
an hyper-enhancement in the arterial phase followed by portal venous or delayed phase 
washout appearance. For a better understanding of the grading process, the following 
block diagram of the approach proposed is reported (Figure 62). 
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Figure 62 - Block diagram of the proposed approach for hepatocellular carcinoma 

grading with samples of output images at each step 

  



119 
 

 

3.3.3.2.1 Materials and Methods 

As far as liver and HCC segmentations are concerned, the same procedures reported in 
3.3.3.1.1 are applied thus obtaining binary masks that are applied to CT images acquired 
during arterial phases. A Convolutional Neural Network, more specifically the Google 
Inception v3 implementation reported in [379], is used by performing a retrain of the 
model using the created dataset of images as input. The implemented CNN is trained, 
validated and tested 100 times considering different permutations of the input dataset.  

3.3.3.2.2 Innovative Results 

Results reported in Table 24, obtained following the workflow in Figure 62, show that 
the implemented approach shows high generalization performance regardless the input 
permutation; in fact, Accuracy, Sensitivity and Specificity are higher than 90%, albeit 
maintaining a low value of standard deviation. 

Table 24 - Results obtained for CNN classification 

 Accuracy Sensitivity Specificity 

Mean 0.928 0.935 0.921 

Standard Deviation 0.055 0.075 0.089 
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3.3.4  Blood Neoplasia 

The design of CAD systems for supporting the clinical diagnosis of blood neoplasias 
reveals of fundamental importance since, in the most of cases, invasiveness of 
diagnostic procedures is considerably reduced [380, 381]. 

In [382] a Super-Resolution Convolutional Neural Network (SRCNN) is proposed, 
which surpasses the double-cubic baseline with just a few training iterations, and out-
performs the Sparse Coding-based method (SC) with moderate training. Performance 
may be further improved adding training iterations. In the reported work, different net-
work structures are investigated, as well as parameter settings, to achieve a trade-off 
between performance and speed. Moreover, the proposed network is extended to cope 
simultaneously with three-colour channels and show a better overall reconstruction 
quality. Then, a deep learning method for single image super-resolution (SR) is pro-
posed in [383]. The suggested method directly learns an end-to-end mapping between 
the low/high-resolution images and the mapping is represented as a deep Convolutional 
Neural Network that takes the low-resolution image as the input and outputs the high-
resolution one. Moreover, in the same paper, traditional Sparse Coding-based SR meth-
ods are viewed as a deep convolutional network that jointly optimizes all layers, differ-
ently from traditional methods that handle each component separately. The considered 
CNN achieves fast speed for practical on-line usage, besides having a lightweight struc-
ture and presenting state-of-the-art restoration quality. As for the previous work, in 
[383] different network structures are also investigated, together with parameter settings 
to achieve an optimal trade-off between performance and speed.  

 In the following sections, two approaches for detecting and classifying white blood 
cells (leukocytes) from Peripheral Blood Smears (PBS) will be analysed and discussed. 
In particular, the first approach is based on the extraction of hand-crafted features for a 
subsequent neural classifier, whereas the second approach considers CNNs as feature 
extractors. A comparison between SVM classification and CNN classification consid-
ering images as inputs is performed. 

3.3.4.1 Hand-crafted Features 

Observation under the microscope of PBS is fundamental in haematology, as an analy-
sis both of leukocyte formula and of morphological characteristics of blood cells (red 
blood cells, white blood cells, and platelets) provides useful information from a clinic 
point of view. The morphological evaluation of the WBC can help specialists diagnos-
ing haematological pathologies such as leukaemia and non-haematological ones such 
as infectious mononucleosis. In this section, image processing techniques with low 
computational requirements have been designed, together with a CAD system able to 
recognize all the five types of leukocytes (Figure 63), named Neutrophils, Lympho-
cytes, Monocytes, Eosinophils and Basophils. 
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Figure 63 - The five types of leukocytes to be classified: (a) Neutrophils, (b) Eosino-

phils, (c) Basophils, (d) Lymphocytes, (e) Monocytes 

 The workflow followed in this approach is represented in Figure 64. 
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Figure 64 - Workflow for leukocytes classification considering hand-crafted features 

3.3.4.1.1 Materials and Methods 

Blood Smears are digitally acquired using the microscope D-Sight 200 
(www.menarinidiagnostics.it) featuring a 40x optical zoom, with a resolution of 0.25 
µm/pixel and a JPEG 2000 compression. The leukocytes segmentation consists of three 
main steps able to detect leukocytes position, plasma and leukocyte edge, respectively. 
In details, a colour space conversion into a Hue Saturation Value (HSV) space, a thresh-
olding operation and a morphological dilatation allow generating a mask for the detec-
tion of nuclei positions in considered images (Figure 65 and Figure 66). 
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Figure 65 - A representation of steps to obtain the nuclei mask; (a) Sub-image extrac-

tion, (b) S channel of HSV sub-image, (c) Obtained Nuclei Mask 
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Figure 66 - Leukocyte's ROI and window extraction in one sub-image 

A thresholding operation considering the grey-scale histogram of each window contain-
ing a leukocyte allows subsequently to separate plasma (background) from the cell; fi-
nally, leukocytes edges are detected performing morphological operations on a mask 
obtained after a thresholding operation considering the blue channel of the RGB win-
dow. Thus, geometric, chromatic and texture-based features for blood cells representa-
tion have been firstly extracted; an Artificial Neural Network and a Decision Tree have 
been then designed to discriminate among the five classes of leukocytes. 

3.3.4.1.2 Innovative Results 

Results are reported in Table 25 expressed in terms of values of Accuracy, Sensitivity 
and Precision on the test set only for the implemented ANN classifier. 

Table 25 - Accuracy, Sensitivity and Specificity for a leukocyte classification evaluated 

via a 1-vs-all approach 

 Accuracy Sensitivity Specificity 

Neutrophils vs all 96.78% 95.55% 99.73% 

Lymphocytes vs all 96.78% 98.81% 96.06% 

Monocytes vs all 99.61% 92.59% 99.76% 

Eosinophils vs all 99.45% 90% 99.53% 

Basophils vs all 100% 100% 100% 

 

The reason relies on the fact that the value of Accuracy for the Decision Tree is almost 
equal to 70%, that is, a much lower value than the one corresponding to the developed 
ANN. Reported results show that the proposed approach is suitable for a white blood 
cell classification; it has to be noted that performances reveal very high, even though 
the developed image processing procedure is quite simple. 
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3.3.4.2 Deep Learning Approach 

In this section, Convolutional Neural Networks is proposed to perform leukocyte dis-
crimination by means of two approaches. 

3.3.4.2.1 Materials and Methods 

In a first approach, a pre-trained Convolutional Neural Network is deployed to extract 
features from the same set of segmented images of the previous work, and it is subse-
quently combined with an SVM to perform the desired classification. The workflow 
followed in this approach is represented in Figure 67. 

 

Figure 67 - Workflow for leukocyte classification considering CNNs as feature extrac-

tors 

Then, the classification capabilities of the CNN is investigated to classify leukocytes 
using the segmented images as inputs. In this section, the considered model is the 
AlexNet by Krizhevsky et al. [384]. Differently, from previous approaches, the work-
flow represented in Figure 68 where the CNN is used for classification, shows that the 
feature extraction step is skipped. 

 

Figure 68 - Workflow for a leukocyte classification using CNN as a classifier 
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3.3.4.2.2 Innovative Results 

As for the previous work, the following Table 26 and Table 27 report all obtained results 
expressed in terms of Accuracy, Sensitivity and Precision on the considered test set. 
Reported results show that both the proposed approaches based on CNNs seem to be 
very promising; in fact, the reported values of Accuracy are always higher than 95%. 
At the same time, the Sensitivity and Specificity values for both the considered ap-
proaches fluctuate depending on the kind of cells. However, this result is understandable 
by considering the number of samples for particular cells, such as Neutrophils and Lym-
phocytes, which is greater than the number of the other kinds of cells. 

Table 26 - Values of Accuracy, Sensitivity and Specificity for a leukocyte classification 

evaluated via a 1-vs-all approach with an SVM classifier 

 Accuracy Sensitivity Specificity 

Neutrophils vs all 97.89% 98.78% 95.76% 

Lymphocytes vs all 98.59% 97.93% 98.83% 

Monocytes vs all 98.67% 48.15% 99.76% 

Eosinophils vs all 99.38% 66.67% 99.61% 

Basophils vs all 100% 100% 100% 

 

Table 27 - Accuracy, Sensitivity and Specificity for a leukocyte classification evaluated 

via a 1-vs-all approach with a CNN classifier 

 Accuracy Sensitivity Specificity 

Neutrophils vs all 97.73% 97.12% 99.20% 

Lymphocytes vs all 97.73% 99.70% 97.03% 

Monocytes vs all 98.67% 48.15% 99.76% 

Eosinophils vs all 99.61% 66.67% 98.84% 

Basophils vs all 100% 100% 100% 

 

3.3.5  Discussion and Conclusion 

The scientific community is at the moment showing a great interest in identifying diag-
nostic, and staging protocols for periodic monitoring of the course of the three neo-
plasias dealt with in this survey, that is, breast cancer, hepatocellular carcinoma and 
blood tumour, due to their significant incidence in the population. It has to be noted that 
the cited protocols can be widely available due to their reduced invasiveness. In this 
chapter, the investigation of scientific papers and the designed, developed and evaluated 
CAD frameworks, focused on this topic shows that diagnosing through medical imaging 
currently reveals to be the best strategy, as it does not involve surgical interventions, 
besides guaranteeing a satisfactory compromise between invasiveness and specificity. 
Unfortunately, all developed protocols present important drawbacks: 

1. CT-based imaging techniques expose patients to ionizing radiations; 
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2. MR analyses are characterized by huge costs that avoid their availability and diffu-
sion in population; 

3. the processing of peripheral blood stripes requires the use of innovative equipment 
available only into specialized centres. 

However, the specificity and sensitivity values reported for the investigated approaches 
are very promising at the moment, thus leading researchers and clinicians towards the 
investigation of innovative techniques that can increase the reliability of clinical exam-
inations and, at the same time, can reduce the above-mentioned disadvantages. Thus, 
taking into account the reported premises, in this chapter four innovative imaging meth-
odologies have been carefully focused, which offer, each one in its own domain, the 
advantages that will be summarized below. The presented procedures can produce spe-
cific case history useful to extract the necessary information to implement decision sup-
port systems with very high-performance levels, such those presented in the previous 
paragraphs, using analogous and well-established CAD frameworks. Concerning with 
Digital Tomosynthesis for breast cancer, it can surely be affirmed that the herein pre-
sented method for identifying lesions of interest reveals quite innovative, as its accuracy 
and specificity show significant values. Moreover, although the considered technique is 
based on ionizing radiations, it is characterized by a dose release lower than the radia-
tion released by a traditional CT. Therefore, in the near future, Digital Tomosynthesis 
for breast cancer could be assumed as a valid alternative to Magnetic Resonance 
Imaging, which does not exhibit ionizing radiation, but presents huge costs and is less 
specific than tomographic techniques. Then, by considering the experimental results on 
the comparison between a method in which several CNNs are used for extracting a set 
of features vector from an image, and a system based on handcrafted features, it can be 
noted that performance achieved using the first method are higher than those achievable 
by using the latter. Taking into account these results, in this chapter analogous results 
for feature extraction in medical images regarding the comparison between handcrafted 
approaches and automatic ones have been investigated. In particular, two methods have 
been compared for breast cancer: in the first one, two ANNs have been designed via an 
evolutionary approach and all the features extracted by means of a handcrafted proce-
dure are used as inputs for ANNs. The first ANN is designed to discriminate binary 
class samples and has provided values of accuracy, sensitivity and specificity almost 
equal to 85%, to 86% and to 83%, respectively; the second ANN, designed for discrim-
inating all different kinds of lesions in a multi-class approach, has shown a lower value 
of Accuracy almost equal to 75%. In the second method, CNNs have been used as fea-
ture extractors (automatic approach for features extraction); for this purpose, several 
pre-trained models have been considered. Several non-neural classifiers are subse-
quently trained considering an input dataset constituted by the set of features extracted 
by the CNN models. The best results are provided by the use of VGG-F, VGG-M and 
VGG-S as pretrained models and the KNN as nonneural learners. They have shown a 
value of accuracy almost equal to 92% (greater than the accuracy of the best ANN de-
signed via the first method).  

The triphasic CT technique with contrast medium for hepatocellular carcinoma de-
tection and staging represents a novel technique, as it enables to have more observing 
windows due to its high value of specificity. Unfortunately, this technique is character-
ized by ionizing radiation exposure and by preliminary protocols for the administration 
of the contrast medium which result to be nephrotoxic and has to be very carefully sub-
mitted to allergic patients. However, the increasing amount of observing windows re-
duces overall the expected level of exposure to ionizing radiation during the standard 
period of disease monitoring. Regarding the detection and the classification of 
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hepatocellular carcinoma, a supervised approach based on the extraction of hand-crafted 
features and supervised CNN are developed and compared. Obtained results show high 
generalization performance for the supervised CNN approach; in fact, obtained values 
of accuracy, specificity and sensitivity are higher than 90%, while maintaining low the 
value of standard deviation. In comparison, the best result obtained considering the ap-
proach based on hand-crafted features shows values of accuracy, sensitivity and speci-
ficity almost equal to 80% while maintaining low the value of standard deviation. 

Concerning blood tumours, the peripheral blood smear technique is absolutely not 
invasive but requires the presence of instrumentation and specialized personnel that, 
nowadays, is not always available in all the centres. Therefore, it is assumed to be a 
technique that will be used in the immediate future even through remote consulting or 
telemedicine procedures, which are currently increasing in internal medicine and hae-
matology units. Obtained results in terms of accuracy, sensitivity and specificity for 
leukocyte classification evaluated through 1-vs-all approach using hand-crafted features 
and 1-vs-all approach with SVM classifier using CNN as a feature extractor and 1-vs-
all approach with CNN classifier, respectively, are reported and discussed.  According 
to the general results discussed in recent works comparing deep learning and traditional 
approaches for the classification of images or ROIs, also in the case of blood tumours, 
the best performances seem to be obtained by means of deep learning techniques. Ac-
cording to the results presented, the use of a CNN to detect tumours reaches better re-
sults rather than the use of ANN trained with hand-crafted features. As these improve-
ments seem to be consistent across a large variety of domains, and, as it is usually the 
case, the development of a deep learning solution is found to be relatively straight-for-
ward, this can be viewed as a major step forward in the medical computing field. Still, 
a major question remains as to how and when these frameworks can reach a substantial 
leap in performance. Future works in this field could be focused on improving the 
knowledge base for all tumours described. Moreover, since the presented workflow can 
be applied to other types of tumours in different organs, this chapter could be furtherly 
improved by deeply comparing handcrafted and non-handcrafted approaches.  
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3.4  Mixed Reality Systems for Computer-aided Maxillofacial Onco-
logical Surgery 

The field of oral and maxillofacial surgery includes many complex operation procedures 
in complex anatomical areas within oncologic surgery. As summarized by the American 
National Institutes of Health (NIH) (https://newsinhealth.nih.gov/2016/02/technolo-
gies-enhance-tumor-surgery), currently surgeons have no methods to rapidly visualize 
intraoperatively if a tumour has to be resected completely. Surgeons rely on the support 
of pathologists and on local examinations of the removed tissue by means of specialized 
microscopes [385]. These circumstances may involve a longer duration for the surgery, 
implying a more difficult work for the medical staff, a shorter availability of the Oper-
ating Room (OR) for further patients and higher chances of relapses [386].  

The complete surgical removal of the tumour mass is of crucial importance in the 
treatment of head and neck cancer and – as any other manual task – is not exempt from 
human mistakes. Technologies like PET-CT provide vital support in the preoperative 
detection and planning phases. Eventually, all comes down to the surgeon’s qualifica-
tion and ability to operate on the latest techniques once in the surgery room. Despite all 
precautions, errors cannot always be avoided and for this reason a clear, planned surgi-
cal treatment management is of great importance, as it is also described in [387]: for the 
author a “medical mistake” is defined “[…] as a procedure with a wrong plan, an un-
fulfilled plan or no surgical plan at all”. But assuming that every step is properly 
planned, and all the best decisions are taken for the patient’s health, still “lapses” may 
occur. A surgeon could take the wrong instrument or pursue a wrong step because of a 
lack of available information, which could then be seen as a hazard (initializing mistake) 
for bigger and more serious errors, as described with Reason’s Swiss, cheese model: 
the precautions are represented with Swiss cheese slices, and each hole is a possible 
weakness of the procedure. When these holes are even temporarily aligned, even a small 
initial mistake can lead to a failure of the process [388] and must, therefore, be avoided.  

This limitation becomes more critical when compared with numbers: despite the good 
trend shown by the mortality rate falling from 6.2% in 1986 to 3.4% in 2015, the Cana-
dian Cancer Society forecast the number of Head and Neck (H&N) cancer patients in 
Canada to rise by 58.9% in 2028-2032 from 2003-2007 (http://www.cancer.ca/~/me-
dia/can-
cer.ca/CW/cancer%20information/cancer%20101/Canadian%20cancer%20statistics/C
anadian-Cancer-Statistics-2015-EN.pdf?la=en). 

In recent years, spatial-aware augmented reality (AR) is already starting its positive 
trend in the fields of gaming and industrial production, but still, limited and experi-
mental results are reported from the medical field as of early 2018. AR is an integrated 
technique of image processing, and in AR system, real objects and virtual (computer-
generated) objects are combined in a real environment. Furthermore, real and virtual 
objects are aligned with each other and run interactively in real time [389]. Due to the 
advantages of AR visualization, an AR system able to superimpose pre-operative scans 
directly on the body of the patient could help specialists to immediately locate the tis-
sues to be further examined and eventually removed, without relying only on less ob-
jective methods like palpation. A noteworthy study was conducted in 2016 by Wang et 
al. [390]. The study focused on the role of video see-through augmented reality for 
navigation in maxillofacial surgery. Although the authors present a thematic closer to 
orthodontics, the discussion of the requirements and limitations is comparable to the 
ones from oncological surgery. According to their analysis, the main issue, which is 
currently stopping research to go further, is the necessity of more precise registration 
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methods. Different studies have already been published in the recent months, but they 
limit their functionality to a mere visualization, having the specialist position the visu-
alizations manually in the correct position by means of tap or gaze [391] and do not 
focus on H&N cancer.  

As of today, most of the work using mixed reality conducted in the medical field has 
been done for training purposes. Sappenfield et al. [44] used the mixed reality simulator 
to perform training on how to access the subclavian vein. This shows the advantages of 
having a navigable 3D scene to benefit the medical staff. Promising results with regards 
to training are also provided by [66], where CBCT DICOM files are segmented and 
rendered as animated 3D models in a HoloLens environment. The presence of 3D ani-
mations rendered in the real world is believed to boost the medical understanding in 
radiology. The important technical outcome of this work is that not only is possible to 
visualize DICOM content in this environment, but also to apply animations on them 
without affecting the rendering. Initial trials for the introduction of HoloLens in a sur-
gery room have been advanced by [67], where a full MRI scan of a brain is displayed 
through the glasses. In order to track the patient during the operation, also an additional 
tracking sensor was introduced. Although limited, this paper shows great appreciation 
and interest from the specialists towards new visualization techniques and underlines 
how visualization is still a bottleneck for biomedical imaging, as of 2017. The applica-
tion of fiducial marker-based system was analysed by Andress et al. [392], for on-the-
fly augmentation of orthopaedic surgery. Although it was not possible to apply the same 
algorithm to the current study, due to limitations in the acquisition of the dataset, it 
provides interesting consideration about the possibility to reduce the number of x-ray 
images and time needed.  Other papers focus on medical workflow assistance: Hanna 
et al. [393] considers the introduction of HoloLens in radiology-pathology. Particularly 
the devices were utilized to help the specialist locate radiographically-localized metal 
clips during a biopsy. All of the users rated the technology as beneficial with a score of 
at least 4 over 5 and generally it was measured that the overall procedure was on average 
85.5% compared to the same task performed without the electronic assistance. Similar 
results were also achieved by Lia et al. [394] when examining the HoloLens as an edu-
cational tool for surgical suturing. As of Q3 2017 still, no HoloLens-assisted surgical 
operations were documented. It is only with Pratt et al. (Q3-Q4 2017) [395] that they 
were officially and successfully employed during a live operation in London. As for the 
other cases, the technology received very high appreciation among the medical staff, 
but limitations are reported especially with regard to automatic registration of the 3D 
models. During the operation, the doctor had to place the virtual object over the patient’s 
leg manually. Further trials were also conducted in France (Q4 2017), where a team in 
Paris lead by Dr Grégory in collaboration with Microsoft and TeraRecon used HoloLens 
for the first time not only to augment the surgical scene but also to share it with specialist 
around the globe through a Skype call (https://www.aphp.fr/actualite/1ere-intervention-
chirurgicale-au-monde-realisee-avec-une-plateforme-collaborative-de). A recording of 
the operation has also been shared on a YouTube channel at 
(https://www.youtube.com/watch?v=xUVMeib0qek) for press purposes. An interesting 
approach, beneficial also for this study, is disclosed by both Cho et al. [396] for aug-
mented craniofacial surgery, and Adabi et al. [397] for augmented plastic surgery. Both 
the authors also operate the device itself also for error measurement mixing image tri-
angulation and spatial mapping information. [398] also provides a 9-question survey for 
comfort level, ease of use and satisfaction, graded on a 5-point Likert scale. For this 
purpose, given the experience of the advisors with the questionnaire from ISO-9241/110 
[399], an ad-hoc questionnaire is discussed.  



131 
 

 

Despite the different medical applications of HoloLens, no one seems to have yet ana-
lysed the role that it could have for the resection of head and neck cancer, both in the 
surgery room as well as during preoperational planning. A comparable study has been 
performed by Perkins et al., considering breast cancer, where only in the US one-quarter 
of the women who undergo this operation are subject to relapse. An important contri-
bution of this study is the possibility to compare the accuracy of a marker-based system 
with the marker-less approach to improve the interactions between domain experts and 
the system. 

3.4.1  Research question 

The goal of this part of the chapter regarding the new technologies introduced in the 
industrial field but also used in bioengineering field to understand the degree of aid that 
a mixed reality headset such as Microsoft HoloLens can provide to a surgeon during a 
routine surgical operation for tumour removal. A simple way to automatically overlap 
a hologram of the patient’s PET - CT scan is evaluated. Furthermore, the differences 
between marker-based and marker-less automatic registration methods are being ana-
lysed.  Afterwards, the actual application of the technology is analysed with the support 
of experts from both the fields of AR and surgery. To quantify the analysis, a question-
naire based on the standard ISO-9241/110 was dispensed to each specialist. 

3.4.2  Materials and Methods 

The software architecture 

MevisLab v3.0.1 is a rapid prototyping platform for medical imaging; in this work, it is 
used to develop algorithms for tumour segmentation, and PET-CT scans 3D reconstruc-
tion. 

The outputs are used to develop the Microsoft HoloLens Application under the plat-
form of the Integrated Development Environment (IDE) of VS2017 (v151.5.0). The 
operating system is Windows 10 Pro 1709 with Software Development Kit (SDK) 
v10.0.16299.0. The AR scene is designed in Unity3D 2017.1.3f1. All the functions are 
programmed in Microsoft C#, and some famous toolkits are also involved, such as 
OpenCV for Unity (v2.2.7), Dlib FaceLandmarkDetector (v1.1.9) and Microsoft Holo-
Toolkit (v1.2017.1.2). 

Figure 69 shows the system framework and is described as follows: The first three 
steps of the workflow are developed under MevisLab, an open source rapid prototyping 
platform for medical application. The other steps are achieved under Unity and Visual 
Studio 2017 using Microsoft Mixed Reality Toolkit. On the basis of a PET-CT scan the 
patient, the MevisLab application is used to segment the volume of interest and recon-
struct the relative 3D shape based on thresholds and Isosurfaces [133, 400]. The result 
is then loaded to the HMD and, after a proper calibration to the current user, the regis-
tration process is executed: with this step, the positioning of the object will depend both 
on the current position and rotation of the device, hence of the user, and of the target 
patient. 
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Figure 69 - The system framework 

Image segmentation and 3D Reconstruction 

Image Segmentation. Multiple studies have already been conducted on the topic of 
tumour segmentation, including different forms of head and neck cancer. Schinagl et al. 
in [401] compared five different segmentation techniques on this class of tumours wi-
thout finding an algorithm being able to segment the complete volume of the tumours 
generally. For this first study, also considered the limited set of PET-CT scan available 
(2 of which only 1 could be tested in the real world for the augmented reality applica-
tions), it is decided, to consider a colour-based approach which gives sufficient results 
on the study case. Surgeons are required to check the resected area with microscopes, 
and the scope of this study is to provide information about the location and shape of a 
tumour. More detailed information is not necessary as the device would not be able to 
properly position and visualize it. This is due to both the resolution of the device and 
the suggested working distance of at least 1.25m. Under a minimum distance of 1.00m, 
according to documentation, HoloLens does not support stereo-vision. Plus, a more 
complex mesh would reduce the rendering frame rate, adding more displacement error 
(https://docs.microsoft.com/en-us/windows/mixed-reality/hologram-stability).  

To achieve the task, the DICOM file of the PET is loaded into MevisLab, and the output 
is then processed through the Threshold module. For the kind of a tumour in the 
examination, an empirical threshold value of 29.5 provides satisfactory results, as 
shown in Figure 70. 
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Figure 70 - Segmented PET-CT of the patient. In orange, the tumour 

3D Reconstruction 

With the solution of the previous task, it is possible to extract a sub volume from the 
Region of Interest (ROI) of the PET-CT scan. This work is done mainly with two 
MevisLab modules, WEMIsoSurface and SoWEMRenderer. Both are based on the 
Winged-Edge Mesh library. Winged-edge [402] is a data structure typically used for 
mesh representations, in which for each edge also the symmetrical one is saved.  

For the scope of this work only the surficial part of the tumour mesh is needed, therefore 
first the ISO surface is generated [403].  

Figure 71 and Figure 72 show the effect of applying the segmentation algorithm to the 
images.  

 

Figure 71 - Renderer ISO surface of the original PET-CT 
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Figure 72 - Renderer ISO surface of the segmented PET-CT 

The algorithm is applied only to a sub-region, which is also the portion of the volume 
where the tumours in the exam could be located, according to the medical advisor. The 
remaining volumes are used as a control in the mixed reality application, as described 
in the next paragraphs. 

As the last step, WEMSave allows exporting the generated mesh in one of the different 
formats. Due to compatibility issues and to avoid adding further conversion steps, the 
selection is limited to the Wavefront format: strong of being the simplest one, and there-
fore easy to read at runtime. 

Design and Development of AR Scenario 

Axis alignment. The steps described in the previous paragraph define a way to extract 
a 3D model of the head tumours’ surface starting from a generic PET-CT scan. No 
considerations have been taken so far regarding the orientation of the model. This is a 
trivial task, but it helps to keep the holographic app’s logic simple: 

• the origin of the axes matches with the mass centre of the 3D object, 
• the orientation is set accordingly so that the gaze follows the positive direction of 

the z-axis direction. 

This considerably simplifies the object management in the mixed-reality environment. 

As these conditions might not be met a priori, a possible way to elaborate these trans-
formations is the introduction of MeshLab (http://www.meshlab.net/). 

This step is only needed for the automatic detection of the nose-tip in the 3D model, 
useful for the registration algorithm described follow. 

As a first step, the origin needs to be aligned with the mass centre (Figure 73), this is 
easily achievable by using a transform filter for translation. 
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Figure 73 - An example of a 3D model in MeshLab. The origin differs from the centre 

of mass 

The result of the transformation can be observed in Figure 74. 

 

Figure 74 - Effect of the translation transform on the 3D model 

Another step needed, as a convention, is the alignment of the gaze direction with the z-
axis. In the case reported in Figure 74, this requirement is not met. Thus, a further trans-
form is required: Flip and/or swap axis. 

Analysing the case in the exam, both a swap between the Y and Z axes (Figure 75) and 
a flip of the Z axis (Figure 76) is needed. 
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Figure 75 - Example of axes swap with MeshLab 

 

Figure 76 - Example of axis flip in MeshLab 

The model now satisfies both the conditions for the automatic extraction of the head 
features. 

Face and Landmark points detection in a holographic environment. In this work, 
the method suggested by Kazemi and Sullivan [304], already applied in many works in 
the medical field such as [404], is employed. At the origins of the cited algorithm is a 
cascade of regressors. Considered a generic landmark point pi = (xi, yi) of an image I, 
then it is possible to define a further vector  
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S = (piT, piT, …, piT) T 

and with S(t) an estimation of S with the contribution of the t-th regressor: 

S(t+1) = S(t) + rt (I, S(t)) 

The shape S is then cyclically estimated by creating a so-called cascade of regressors. 
Every single regressor makes predictions on different predefined pixel features, using a 
gradient tree boosting algorithm [405]. To learn the regression methods rt, first a train-
ing dataset of face images and shapes – (I1, S1), …, (In, Sn) – is needed. From this 
dataset, it is possible to define an initial shape estimate and the so-called target update 
step for each of the N training elements: 𝑘𝑖 ∈ { 1, … , 𝑛 } 𝑺𝑖(0) ∈ {𝑺1, … , 𝑺𝑛} \  𝑺𝑘𝑖 ∆𝑺𝑖(0) = 𝑺𝑘𝑖 − 𝑺𝑖(0)  
These data are iterated until the cascade of regressors are learnt with a sufficient ensem-
ble accuracy. 

Microsoft HoloLens is equipped with an HD RGB-camera and sensors for environ-
ment understanding. To recognise the presence of a face in the user’s sight, only the 
RGB camera is used. The 1280x720p frames are analysed with the face landmarks de-
tection algorithm offered by Dlib (http://dlib.net/). 

Figure 77 shows the results of the application of the facial landmark detection algo-
rithm. 

 

Figure 77 - Facial landmark algorithm applied to the phantom, in green 

This step only allows understanding if the patient’s face is in the user’s eyesight. Still, 
no information has been obtained about the actual spatial location of the patient, apart 
from the position in the 2-dimensional image. 
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Registration procedure 

From 2D- to 3D-worlds: transformation matrices. The detection algorithm provides 
information about the pixel-location of particular facial features such as the nose tip. 
Called PI = (x1, y1) the point with the estimated pixel-coordinates of this feature, it is 
crucial also to estimate, as reliably as possible, the position of this point in the real 
world. This is achieved using transformation matrices, based on the intrinsic parameters 
of the HoloLens camera. The device internally generates a 3D mesh of the environment 
and allows to obtain distance information by correctly analysing this object. Therefore, 
it is necessary to convert the pixel-coordinates to an application-specific 3-dimensional 
coordinate system. As a first step PI is scaled to be, regardless of the actual image size, 
in a range [-1, 1] for both the axis. This new value, PP, is referred to as projected posi-
tion. This vector is then un-projected to obtain the position related to the camera space. 
For this step, the 4x4 projection matrix pm needs to be introduced as follows: 

Table 28 - The 4x4 Projection Matrix 

Format Values 

M11 M12 M13 M14 fx 0 0 0 

M21 M22 M23 M24 skew fy 0 0 

M31 M32 M33 M34 cx cy A -1 

M41 M42 M43 M44 0 0 B 0 

Where f is the focal length of the camera and c the optical centre. These values can be 
retrieved with the Camera API offered by Microsoft. Having now the representation of 
the projection matrix, and knowing the projected position of the point, it is now possible 
to perform the inverse operation and un-project the position. For calculation reasons, a 
3-dimensional vector is necessary to achieve this step. Hence, a third unitary component 
is added to the PP vector.  

PP3 = (PPx, PPy, 1) 

Following the operations beneath, this vector can now be used to retrieve the camera 
space coordinates using “unproject” method: 
public static Vector3 unproject(Matrix4x4 pm, Vector3 pp3) 

{ 

   Vector3 up = Vector3.zero; 

   var axsX = pm.GetRow(0); 

   var axsY = pm.GetRow(1); 

   var axsZ = pm.GetRow(2); 

   up.z = pp3.z / axsZ.z; 

   up.y = (pp3.y - (up.z * axsY.z)) / axsY.y; 

   up.x = (pp3.x - (up.z * axsX.z)) / axsX.x; 

   return up; 

 } 

The unitary value added for the z-component does not alter the overall result of the 
operation as this value is later corrected by application of a ray-casting algorithm.  
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Another important element to take into consideration is the camera-to-world matrix. 
This is a time-dependent element as its values change over time as the camera moves in 
the space (the headset is not still in the environment). This matrix is already provided 
by the Mixed Reality Toolkit and needs to be refreshed for each photo or frame acquired 
with the device. The multiplication of this matrix by the un-projected vector indicates a 
point Pu in the application-specific coordinates system (https://docs.microsoft.com/en-
us/windows/mixed-reality/locatable-camera).  

As a doped value is used for the depth component of the vector, this value needs to be 
further corrected actually to match the desired position. A possible technique, recom-
mended by Microsoft, implies the utilisation of a ray-casting algorithm on the internally 
generated mesh of the environment. Due to poor results, a further method is then ana-
lysed to compensate for the error introduced by the depth sensors partially.   

Spatial mapping-based automatic positioning. The point obtained in the previous 
step does not match exactly with the position of the facial feature, but it has a particular 
property, which relates it to the real object. It lies on the segment that connects the 
camera position, at the time of acquisition, with the actual target position 
(https://docs.unity3d.com/ScriptReference/Physics.Raycast.html).  

This condition defines a possible way to find the target position by analysing the spatial 
mapping mesh. It is possible to feed a ray-casting algorithm with the camera position, 
C, as the starting point and the difference vector D = Pu – C as a target direction. Fur-
thermore, it is known a-priori that the target is not situated farther than a few meters 
from the user. This allows setting a maximum distance of, e.g. 3 meters as stop criterion 
[406].  

Summing this explanation up, the algorithm discussed here – excluding any possible 
optimisation criteria – looks for the particle closest to a given starting point, which sat-
isfies the criterion of lying in a defined direction. The returned value would be the real-
world position of the facial feature. Generally, the nose-tip feature provides a good 
value for this calculation as it is also generally simple to match it in the 3D model of 
the patient, given the axis orientation is known. Considering a reference system where 
the z-axis is following the head direction, the nose-tip would generally be the point with 
the highest z-value. The actual position of the object needs then to be adjusted by sum-
ming the vector connecting the nose tip to the mass centre of the object, to the one 
provided by the ray-cast algorithm. The result of this step will be a PET-CT placed in 
the right position, but still not with the expected orientation, as the patient could assume 
any position. This approach is recommended by the headset producer, but it is subject 
to the measurement error of the environmental sensors which cannot be ignored (see 
Figure 78).  
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Figure 78 - Example of evident translation error 

To partially reduce this error, the user would have to recalibrate the device every time 
that it is worn. This step might not always be possible during a surgical operation as it 
is time-consuming. 

Camera-based automatic positioning. To avoid or at least compensate the error intro-
duced by the environmental sensors, a further methodology, already known in computer 
vision and optics, has been experimentally evaluated with HoloLens. As the size of the 
patient’s head is previously known from the PET-CT scan, which already provides a 
1:1 scale model, it is worth to consider the application of triangle similarity for distance 
evaluation.  

Defined with W the distance in meters between the eyes of the patient, and with P the 
distance in pixels between two facial landmarks corresponding to the left and right eyes. 
Defined with D the distance from patient. In case of a pin-hole camera it is possible to 
derive an approximation of the perceived focal length F with the relationship F = (P x 
D)/W. 

As the facial landmarks are retrieved by a heuristic algorithm, P is only an approxima-
tion of the actual value. For this reason, this relationship is considered in its simplest 
form.  

Considering the case when P = 10 pixels, D = 1 m, W = 0.1 m, the approximation of the 
perceived focal length would be F = (10 x 1)/0.1 = 100. 

As this value would have to be constant, it is now possible to consider the relation D' = 
(100 x 0.1)/P' where D' is the distance of the same object, assuming the eyes are P’ 
pixels apart[407, 408]. This method only provides information regarding the magnitude 
of the distance from the camera location; no information is given about its direction. 
The direction information is retrieved applying the transformation matrices. This ap-
proximation only provides an alternative to the application of the ray-cast algorithm and 
not rely uniquely on the spatial information. As this method is subject to measurement 
errors due to user’s inexperience, it is considered a good practice to compare the calcu-
lated point with the one provided by the first method. If the difference between the two 
positions lies outside of a certain confidence level of the first method, then it is highly 
probable that either the patient’s image was acquired with a wrong alignment or the 
facial landmarks did not accurately enough match the real positions.  
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Figure 79 shows an example of a completed registration.  

 

Figure 79 - Example of registration with negligible error 

The correct registration can also be noticed on the 2D image thanks to the reference 
points: the red points marked on the printed model are completely overlapped by the 
green points of the hologram. In this case, the two yellow irregular elements indicate 
the location and morphology of the tumours, while the bigger element depicts a section 
of the CT scan to be used as a reference to monitor the location. 

Camera-based automatic orientation. Once the hologram is placed in the right posi-
tion in space, it is necessary to assure that it shares the same facing direction of the 
patient. As of current state of the art, it is not possible to retrieve this information from 
the spatial mapping. Following the results achieved by other commercial holographic 
applications (https://github.com/EnoxSoftware/DlibFaceLandmarkDetector), this step 
is achieved by relying only on 2-dimensional camera information. Generally, the posi-
tion of certain facial landmarks is known a priori in the 3D model, but only a 2D pro-
jection of the patient’s facial landmarks is known. This problem is addressed to as Per-
spective-n-Point (PNP) problem. This approach requires further information regarding 
the intrinsic properties of the camera, such as nominal focal length and distortion, which 
are provided by the Camera API. 

From the hypothesis, the position of a particular point in the world space is known, e.g. 
P3 = (K, J, L). Once the rotation (R) and translation (T) matrices are known, it is possi-
ble to convert the point P3 in camera coordinates, and therefore retrieve its projected 
position. 

[ 𝑋 𝑌 𝑍 ] =  𝑹 [ 𝐾 𝐽 𝐿  ] + 𝑻 = [ 𝑹 | 𝑻 ] [
 𝐾 𝐽 𝐿1  ] 

In this case, it is necessary to solve the linear system to obtain R and T. This would not 
be an issue if it is not for the detail that (X, Y, Z) is generally unknown. It is only 
possible to retrieve the 2D position in the video frame.  

In the case of null distortion, this can be achieved by a simple multiplication such as: 
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[ 𝑥 𝑦1 ] = 𝑠 [𝑓𝑥 0 𝑐𝑥0 𝑓𝑦 𝑐𝑦0 0 1 ] [ 𝑋 𝑌 𝑍 ] 
where fx, fy, cx, and cy are the same constants defined for the projection matrix.  

Limitation in this equation is given by the fact that the optical distortion is not taken 
into account and s, the scale factor, is also unknown. Therefore, it is only possible to 
calculate s ×〖(X,Y,Z)〗^T. An equation of this kind, with an unknown scale factor, 
can now be solved with the Direct Linear Transform (DLT) [409] according to [410]. 

This approach is subject to a so-called re-projection error, due to a wrong estimation of 
the rotation matrix. To reduce this error, a common technique is to add an optimisation 
algorithm that checks if with small changes in the rotation matrix the re-projection error 
decreases. OpenCV, for instance, implements the Levenberg-Marquardt optimisation 
algorithm [411, 412] to reduce this error 
(https://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconst
ruction.html). 

Experiment scenario.  

Although the system is designed for working in any environment, a particular test-bed 
IS reconstructed. The rendering was tested over a 3D-printed version of the unseg-
mented patient’s mesh, which was laid over a green surface to simulate the environment 
of an operating room (see Figure 80). 

 

Figure 80 - A photo of the 3D-printed model placed in the test-bed environment 

To obtain the reproduced phantom, the model was first converted to the STL format (an 
acronym for Standard Triangulation Language) and then opened with the ad-hoc soft-
ware provided by the producer of the printer, MakerBot Print. The STL object can be 
generated both within MevisLab as well as afterwards with MeshLab. The latter was 
chosen in this case as, to save time and material, the mesh went under a manual, post-
processing step. The result was then printed with the MakerBot Replicator+ using a 
PLA filament. 

https://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html
https://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html
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In this way, it is possible to reconstruct a surgical scene at its very beginning. This is 
still only a subset of the whole scenario, as during a maxillofacial surgery the patient’s 
face can be not just rotated, but also cut open considerably. According to the location 
of a tumour, a different area might be interested by the cut, and this not only makes it 
hard to define a general position for markers but also does not guarantee that enough 
facial features could be available all over the operation. Therefore, this study considers 
the initial step of providing support at the beginning of the operation, to avoid initial 
errors and hence reduce the chances of a surgical mistake. 

 

Figure 81 - DDDr. Jurgen Wallner while trying the mixed reality application during 

the showcase 

3.4.3  Innovative Results and Discussion 

Technical Results 

One of the settled goals is to compare the performance of the registration algorithm to 
the results of a marker-based system [399]. The choice of working without markers is 
dictated by the surgical workflow, which often involves an opening of the whole face 
area. Nonetheless, results similar to [399] are expected in case the markers would be 
introduced.  

A particularity of the HoloLens device is that it needs to be recalibrated often, and 
sometimes this would not be possible during operation. For this reason, both the results 
obtained before and after calibration are reported. This is to give a hint of how much a 
non-well-done calibration can affect the registration process. In both cases, the meas-
urements were repeated 4 times at a distance of circa 80 cm from the target. 
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Table 29 - Errors of the marker-based system described in [399] 

Error in up-down dimension 

(mean  standard deviation) 

-1.1  2.0 mm 

Error in right-left dimension 

(mean  standard deviation) 

0.1  1.2 mm 

Error in the back-front dimension 

(mean  standard deviation) 

Not specified 

 

Table 30 - Error of the automatic registration before the calibration 

Error in up-down dimension 

(mean  standard deviation) 

-12.5  2.5 mm 

Error in right-left dimension 

(mean  standard deviation) 

7.0  2.1 mm 

Error in the back-front dimension 

(mean  standard deviation) 

-19.0  2.0mm 

 

Table 31 - Error of the automatic registration after the calibration 

Error in up-down dimension 

(mean  standard deviation) 

-4.5  2.9 mm 

Error in right-left dimension 

(mean  standard deviation) 

3.3  2.3 mm 

Error in the back-front dimension 

(mean  standard deviation) 

-9.3  6.1mm 

 Analysing the errors from Table 30, the calibration results in a necessary step in case 
of automatic registration, as it seems to reduce the error by half when comparing with 
the results of Table 31. Therefore, this step would have to be taken into consideration 
during the preplanning of an operation. 

Furthermore, the utilisation of facial landmarks as markers seems to diminish the accu-
racy of the system, as can be observed by comparing the results from Table 30 with 
those from [399] in   
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Table 29. No comparison can be made regarding the back-front dimension, as this is 
not tested in the reference study. Anyhow, this appears to be the most relevant short-
coming of the device: as of today, it is not possible to rely on depth information on a 
millimetre scale, and this forces the specialist to have to look at the hologram from only 
one direction. A higher average registration error is expected as the face detection algo-
rithm introduces an artificial noise, is it based on a heuristic approach. 

Nonetheless, lower average errors are registered when comparing the study with the 
marker-less video see-through AR system described in [413], this could be thanks to 
the introduction of integrated spatial understanding capabilities in the HoloLens dis-
play, which avoid the necessity to synchronize the display with a third device, an ad-
hoc synchronization that can lead to a higher overall measurement error. 

 

Clinical feedback 

Two trial sessions have been organized, at the Department of Oral and Maxillofacial 
Surgery and the Institute of Computer Graphics and Vision, respectively.  

During the first showcase, 6 medical experts participated, 2 of which are nurses, 3 doc-
tors and one the lead of the department. They all showed interest and appreciation for 
the technology. To quantify this appreciation, a questionnaire based on the standard 
ISO-9241/110 is dispensed to each specialist (Table 32). Each question could be an-
swered with a 6-point Likert scale ranging from 0 (completely disagree) to 5 (com-
pletely agree). 
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Table 32 - ISO-9241/110-based questionnaire and relative answers given by the medi-

cal staff 

Question Average 
answer 

Standard 
deviation 

1. The software is easy to use 4.17 0.69 

2. The software is easy to understand without prior 
training 

4.33 0.75 

3. The software is easy to understand after an initial 
training 

4.50 0.50 

4. The software offers all the necessary functionali-
ties (the minimum requirements are met) 

3.50 0.50 

5. The software successfully automates repetitive 
tasks (minimal manual input) 

4.00 0.58 

6. The way of interaction is uniform through the op-
eration cycle 

4.33 0.47 

7. The introduction of the software considerably re-
duces the overall operation time (or manual tasks) 

3.33 1.11 

8. The introduction of the software can considerably 
increase the quality of the operation (e.g. less risk 
of failures) 

4.16 0.89 

9. The introduction of similar software in a surgery 
room would be beneficial 

4.67 0.47 

10. The software would be helpful for the educational 
purpose 

5 0 

11. The software would be helpful in an ambulatory 
and/or doctor’s office 

4.50 0.76 

12. I am an expert in the medical field 4.66 0.47 

13. I am an expert in the field of human-computer in-
teraction 

2.83 1.57 
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The questionnaire is then proposed also to technical experts (Table 33).  

Table 33 - ISO-9241/110-based questionnaire and answers were given by the experts 

in mixed reality 

Question Average 
answer 

Standard 
deviation 

1. The software is easy to use 4.29 0.45 

2. The software is easy to understand without prior 
training 

4.41 0.69 

3. The software is easy to understand after an initial 
training 

4.71 0.70 

4. The software offers all the necessary functionali-
ties (the minimum requirements are met) 

3.71 1.03 

5. The software successfully automates repetitive 
tasks (minimal manual input) 

4.29 0.70 

6. The way of interaction is uniform through the op-
eration cycle 

4.00 1.07 

7. The introduction of the software considerably re-
duces the overall operation time (or manual 
tasks)* 

4.6 0.49 

8. The introduction of the software can considerably 
increase the quality of the operation (e.g. less risk 
of failures)* 

4.00 0.71 

9. The introduction of similar software in a surgery 
room would be beneficial* 

4.50 0.87 

10. The software would be helpful for the educational 
purpose 

4.43 0.73 

11. The software would be helpful in an ambulatory 
and/or doctor’s office* 

4.20 0.75 

12. I am an expert in the medical field 0.86 1.12 

13. I am an expert in the field of human-computer in-
teraction 

4.28 0.70 

*Not everyone provided an answer to this question 
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Some of them explicitly asked for not answering those medical related questions as they 
were not feeling comfortable with them. This group consisted of 7 persons, one profes-
sor, two senior researchers and four students of the doctoral school. 

 During the presentation, three doctors specified that information regarding the posi-
tion of the bones would be of great help to better address the position of a tumour, this 
reflects on the average value of 3.50 (somewhat agree – agree) given to question four. 
The chief surgeon also suggested adding information regarding the position of the blood 
vessels. 

It is also interesting to analyse questions seven, eight, and nine altogether: although they 
mostly considerably agree on the benefits that this application could bring in an operat-
ing room, they consider it more a quality assurance tool than a time-saving method. 
Noteworthy to mention is also that despite the positioning and rotation errors discussed 
in the previous paragraph, all participants completely agree on introducing this tool dur-
ing training. 

One more consideration can be done by comparing both Table 32 and Table 33: alt-
hough all participants agree that the system is easy to use and understand, it can be 
noticed how it is slightly simpler to use for the engineers, despite the fact that the doctors 
are more confident with the application already before the initial training. This allows 
to confirm that the application is well designed for the medical staff, but generally, they 
need training on how the technology itself works.  
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3.5  Conclusions 

In this chapter, three designed, developed and evaluated use cases are described. For 
each scenario, innovative results are discussed. 

Considering an Industry 4.0 scenario, the described use cases are suitable to support 
human workers (in these cases physicians) in their decisions. The Technical Assistance 
principle that describes how the ability of assistance systems could support humans by 
aggregating and visualising information comprehensively, via immersive and innova-
tive Human-Computer Interfaces, for making informed decisions, solving urgent prob-
lems and conducting a range of unpleasant tasks, is satisfied. In fact, in the innovative 
results paragraphs are discussed, for each use case, the data acquired during the exper-
iments and their elaborations using decision support systems.  Concerning the architec-
ture of an Industry 4.0 scenario, the described systems could be introduced as a part of 
a Medical Cyber-Physical system linked to an IoS and IoT network, to support physi-
cians. In particular, in the first use case, a healthcare network is proposed to link inno-
vative devices uses during the neurological examination, to store all data collected. The 
data are then processed, and several intelligent algorithms (such as SVM, ANN, etc.) 
are used to extract some important information about the patient. A final document is 
then produced to support physicians in the final diagnosis. 

Moreover, the second use case described only the core of a future Medical Cyber-
Physical system that could be implemented in diagnostic examinations. All the acquisi-
tion techniques used in this case are standardised, and the innovative part consists of 
intelligent systems based on machine learning and deep learning approaches, applied to 
medical images in the context of blood, liver and breast neoplasias diagnosis. However, 
a network to link standardised acquisition system and physicians teams should be theo-
rised to improve the quality of the services offered by healthcare institutions. Finally, a 
realised Mixed reality system is described. The results emphasised how these type of 
systems are suitable also in an operating room during a surgical operation. These new 
technologies introduced in the manufacturing environments could also be used in in-
dustrial bioengineering field to support human workers (in this case surgeons) during 
their work. The results are the proof that a combination of CAD frameworks and algo-
rithms used to track features in real-time are suitable to create immersive and intelligent 
systems that could help, in a non-invasive way, during delicate operations.  
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4  Conclusion and Future Works 

The studies conducted in this PhD work aimed to design, develop and evaluate intelli-
gent systems to support human workers both in the industrial manufacturing and indus-
trial bioengineering fields. The main contributions include the design, development and 
evaluation of decision support systems via immersive human-computer interfaces using 
both different innovative and intelligent machine learning and deep learning algorithms 
and mixed and augmented reality technologies and techniques. A set of experiments for 
each scenario demonstrated the high level of system accuracy. Therefore, the systems 
can support human workers following one of the four principles of Industry 4.0: tech-
nical assistance. To satisfy other principles (interoperability, information transparency 
and decentralized decisions) future works should investigate the interconnections be-
tween the systems described in this work and the environment’s infrastructure consist-
ing of the Internet of Things and Internet of Service networks. Although a healthcare 
network is theorised in Section 3.2.2 , further investigations must be completed. How-
ever, the healthcare network’s core is described and evaluated and can be applied to 
other type of diseases in which the physician should interact with machines by means 
of human-computer interfaces. The approach is well-known in the manufacturing field 
in which the Industry 4.0 paradigm was theorised in 2011. Therefore, concerning an 
Industry 4.0 scenario architecture, the described systems could be placed in the cyber-
physical system component (or medical cyber-physical system component if the appli-
cations are contextualised in the industrial bioengineering field), demonstrating the ver-
satility of Industry 4.0 principles, techniques and technologies. In particular, five works 
and relative results were described. 

In the first work, an innovative workbench for adaptive maintenance was described. 
The design and development of a prototype for an effective use of the AR in the indus-
trial world, particularly for manual working stations, was conducted. This prototype 
consists of an aluminium frame with a camera and a projector that dynamically projects 
information on the real object to be maintained on the workbench. The camera, using a 
tracking algorithm, computes (in real time) the position and orientation of the object 
while the projector displays the information always in the desired position, even moving 
the object when necessary. The communication between components is performed by 
means of a database data structure for the management of AR instructions and for in-
teractive access to this information. This work creates the basis for the development of 
an effective AR application for the industrial environment. Further tests and experi-
ments should be performed to create reliable, user friendly and scalable solutions. The 
prototype designed in this work still must be optimized, specifically in regard to the use 
of graphic signs, user interface navigation, frame optimization and the projection of 
information on undercut points. 

The second work presented K2RULA, a real time semi-automatic RULA evaluation 
system based on Kinect v2. This system speeds up the detection of critical conditions 
and reduces subjective bias. K2RULA is able to analyse off-line data and save the re-
sults for deeper ergonomic studies. The system was validated with two experiments, 
using as baseline an optical motion capture system and a RULA expert, proving the 
reliability of K2RULA as a faster alternative to classical visual inspection evaluation. 
Moreover, the system was compared to commercial software, the Jack-TAT, based on 
the Kinect v1 sensor. In conclusion, the proposed system can be effectively used as a 
fast, semi-automatic and low-cost tool for RULA analysis. 

The materials and methods used in the first two works contextualised in the manufac-
turing field can also be used in the bioengineering field to design and implement 
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systems to support physicians in their work. In fact, in the third work, the proposed 
model of a healthcare network based on big data analytics for Parkinson’s and Blephar-
ospasm’s diseases should be capable of transforming the way healthcare providers use 
sophisticated technologies to gain insight into their clinical and other data repositories 
and make satisfying decisions. Moreover, the use of machine learning algorithms con-
textualized in the proposed big data system can support clinicians in their decisions and 
in monitoring follow ups for each patient’s disease. In the future, attention will be fo-
cused on issues such as guaranteeing privacy, safeguarding security and establishing 
standards and governance, thus further improving tools and technologies. The design 
and development of the motor examination-handwriting analysis acquisition system for 
Parkinson’s disease is described in this work and, in the future, the proposed healthcare 
network will be more accurately implemented, tested and validated. 

In the fourth work, an investigation of scientific papers focused on the computer-aided 
diagnosis’s topic indicated that diagnosing through medical imaging is currently the 
best strategy, as it does not involve surgical interventions and guarantees a satisfactory 
compromise between invasiveness and specificity. Unfortunately, all developed proto-
cols present important drawbacks: 

• CT-based imaging techniques expose patients to ionizing radiation; 
• MR analyses are characterized by huge costs that avoid their availability and 

diffusion in the population; 
• The processing of peripheral blood stripes requires innovative equipment avail-

able only in specialized centres. 

However, the specificity and sensitivity values reported in literature for the investigated 
approaches are currently promising, thus leading researchers and clinicians towards the 
investigation of innovative techniques that can increase the reliability of clinical exam-
inations and, at the same time, reduce the above-mentioned disadvantages. Thus, con-
sidering the reports, in this work, four innovative imaging methodologies were carefully 
analysed, each offering, in its own domain, advantages that are summarized below. The 
presented procedures can produce specific case histories useful to extract the necessary 
information to implement decision support systems with high-performance levels, such 
those presented in the previous paragraphs, using analogous and well-established CAD 
frameworks. Concerning digital tomosynthesis for breast cancer, it can be affirmed that 
the presented method for identifying lesions of interest is quite innovative, as its accu-
racy and specificity have significant values. Moreover, although the considered tech-
nique is based on ionizing radiations, it is characterized by a lower dose release than the 
radiation released by a traditional CT. Therefore, in the near future, digital tomosynthe-
sis for breast cancer could be a valid alternative to MRI, which does not exhibit ionizing 
radiation but presents huge costs and is less specific than tomographic techniques. Then, 
by considering the experimental results of the comparison between a method in which 
several CNNs are used for extracting a set of features vector from an image, and a sys-
tem based on handcrafted features, performances achieved using the first method are 
higher than those achievable using the second. Taking into account these results, in this 
work, analogous results for feature extraction in medical images regarding the compar-
ison between handcrafted and automatic approaches were investigated. In particular, 
two methods were compared for breast cancer. In the first, two ANNs were designed 
via an evolutionary approach, and all the features extracted by means of a handcrafted 
procedure were used as inputs for the ANNs. The first ANN was designed to discrimi-
nate binary class samples and provided values of accuracy, sensitivity and specificity 
almost equal to 85%, 86% and 83%, respectively. The second ANN, designed for dis-
criminating different kinds of lesions in a multi-class approach, had a lower value of 
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accuracy, almost equal to 75%. In the second method, CNNs were used as feature ex-
tractors (automatic approaches for features extraction); for this purpose, several pre-
trained models were considered. Several non-neural classifiers were subsequently 
trained considering an input dataset constituted by the set of features extracted by the 
CNN models. The best results were provided by the VGG-F, VGG-M and VGG-S as 
pretrained models and the KNN as nonneural learners. They indicated a value of accu-
racy almost equal to 92% (greater that the accuracy of the best ANN designed via the 
first method). 

The triphasic CT technique with contrast medium for hepatocellular carcinoma detec-
tion and staging represents a novel technique, as it enables more observation windows 
due to its high value of specificity. Unfortunately, this technique is characterized by 
ionizing radiation exposure and by preliminary protocols for the administration of con-
trast medium, with nephrotoxic results, and which must be carefully administered to 
allergic patients. However, the increasing number of observation windows reduces the 
overall expected level of exposure to ionizing radiation during the standard period of 
disease monitoring. Regarding the detection and classification of hepatocellular carci-
noma, a supervised approach based on the extraction of hand-crafted features and a 
supervised CNN were developed and compared. Results suggested high generalization 
performance for the supervised CNN approach; in fact, obtained values of accuracy, 
specificity and sensitivity were all higher than 90%, while maintaining low values of 
standard deviation. In comparison, the best result obtained for the approach based on 
hand-crafted features indicates values of accuracy, sensitivity and specificity almost 
equal to 80%, while maintaining low values of standard deviation. 

Concerning blood tumours, the peripheral blood smear technique is absolutely not in-
vasive, but requires the presence of instrumentation and specialized personnel that, cur-
rently, is not always available in all centres. Therefore, this technique is assumed for 
use in the immediate future even through remote consulting or telemedicine procedures, 
which are currently increasing in internal medicine and haematology units. In terms of 
accuracy, sensitivity and specificity, results for leukocyte classification evaluated 
through a one-versus-all approach using hand-crafted features, a one-versus-all ap-
proach with an SVM classifier using CNN as a feature extractor and a one-versus-all 
approach with a CNN classifier were reported. According to the general results dis-
cussed in recent works, which compare deep learning and traditional approaches for the 
classification of images or ROIs, for blood tumours, the best performance seems to be 
obtained by means of deep learning techniques. According to the results presented, the 
use of a CNN to detect tumours has better results than the use of ANN trained with 
hand-crafted features. As these improvements seem to be consistent across a large va-
riety of domains, and as is usually the case, the development of a deep learning solution 
was found to be relatively straight-forward, which can be viewed as a major step for-
ward in the medical computing field. Still, a major question remains as to how and when 
we can reach a substantial leap in performance. Future works in this field could focus 
on improving the knowledge base for all tumours described in this survey. Moreover, 
since the presented workflow can be applied to other types of tumours in different or-
gans, this study could be further improved by deeply comparing handcrafted and non-
handcrafted approaches. 

 Finally, the work conducted in Austria at the Technology University of Graz was 
described. In the proposed work, a marker less mixed reality application for maxillofa-
cial oncologic surgery support was evaluated. The tests focused on a real case of head 
and neck cancer, under the supervision of a surgeon from the Medical University of 
Graz. To recreate a test-bed, a 3D model of the patient’s head was printed. To generate 



154 
 

 

the 3D holograms to be rendered, the patient’s PET-CT scan was segmented and 
properly transformed using MevisLab and MeshLab. The resulting object was then 
managed with the Unity Engine and the APIs for Microsoft HoloLens. The registration 
of the hologram was achieved automatically by means of a marker less algorithm. Alt-
hough the manufacturer provides a method to perform registration based on the spatial 
mapping API, this approach was not considered for real simulations as it was com-
pletely unreliable along the depth factor. The environmental 3D mesh recreated by the 
device is not sufficient for such high precision applications. To overcome this limita-
tion, a simple complementary algorithm was implemented and examined. This combi-
nation of the standard API and of the additional algorithm provided results that are 
comparable to other studies that applied a marker-based registration method, as the or-
der of magnitude of the error is the same, although still lower in the marker-based sys-
tem. To also understand why having such a system in a medical environment, not only 
surgery rooms but also in ambulatories and during classes, is important, a questionnaire 
was provided to a group of experts from the department of maxillofacial surgery at the 
State Hospital of Graz. The questionnaire was drafted according to the recommendation 
of the standard ISO-9241/110 Ergonomics of Human-Machine Interaction. All ques-
tions could be answered with one of six fixed answers matching a six-point Likert scale. 
The outcome of this survey, which was conducted during a practical showcase at the 
hospital, is that generally doctors have great interest in and appreciation for this tech-
nology, especially for its potential to ensure higher quality standards. Generally, all 
study participants felt comfortable with the application, but they needed initial training 
to understand how the device itself worked. Despite the current limitations with the 
registration, the overall provided feedback was positive regarding the introduction of 
the technology in operating rooms and ambulatories with one additional requirement of 
adding spatial information of bones and blood vessels. The maximum positive feedback 
was unanimously given for the question of whether study participants would introduce 
the application in an educational environment, which makes the technology mature 
enough for this purpose. As an inverse test, the same showcase was then proposed at 
the Institute of Computer Graphics and Vision, to understand the feeling that someone 
not familiar with the medical field, but familiar with the technology, has during the 
fruition of the application. This revealed how a profound knowledge in mixed reality is 
not necessary to correctly and intuitively understand the application, but it is necessary 
to have at least a basic knowledge of the target medical field to understand not only the 
behaviour of the application but also the information provided by its content.  
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