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Part I 

Background Theory 
  



 

1. Introduction  

Infrared thermography is a fast, clean and safe technology that is used in a wide variety 

of applications. Thermography has a number of approaches differing in experiment 

setup, thermographic technique applied and the way the collected data are processed. 

Infrared thermography is highly dependent on the sensor selection and the experimental 

setup. Adequate setup and testing procedures are necessary to avoid questionable results 

in the thermographic investigation. 

This thesis addresses the problems of making the right choices for each specifically 

application.  

The thesis includes the works developed and presented in five different scientific 

papers. 

Paper 1 deals with the use of thermography, specifically lock-in thermography (LT), for 

the identification of defects in adhesively bonded joints. 

Paper 2 describes the use of lock-in thermography for the investigation of dynamic 

thermal behavior of opaque building elements. 

Paper 3, 4 and 5 have explored the use of “short” and “long” pulsed thermography for 

the detection of disbonds and for the measurement of the thickness in two different type 

of coating. 

This introductory chapter provides a motivation for the thesis as well as describes its 

contributions and outline. 

1.1. Motivation 

Infrared thermography, in recent times, has invaded an increasing number of new 

applications in our everyday lives. It is based on the study of temperature distribution 

and its  evolution with time on the surface of the sample of interest. In most cases, the 

term “thermography” refers to the so-called “active” thermographic approach. Active 

thermography assumes the study of those temperature distributions which are induced 

by application of an external thermal impact, in contrast to “passive” thermography 

which generally deals with objects which are heated by natural sources or by other heat 

heat [1].  



This often makes the active thermography the only possible thermographic approach for 

the study of objects with no internal heat sources (e.g., composite and plastic panels for 

automotive and aeronautic applications). Active thermographic inspection requires two 

basic components: (a) thermal sensor and (b) the source of thermal impact. Although 

almost any thermal sensing device is applicable for use in thermographic experiments, 

modern thermography is generally performed with the use of thermal imagers 

(cameras). Thermal cameras allow one to obtain two-dimensional images showing the 

spatial distribution of temperature on the visible surface of the sample under analysis. 

Modern thermal cameras allow for the fast acquisition of such images, which creates 

possibilities for a large spectrum of potential experiments. 

The second component of a thermographic set up is the source of thermal influence. The 

primary function of this component is to bring the object of interest out of thermal 

equilibrium and initiate heat flows and temperature re-distribution in the sample. While 

the temperature is forced to change, the thermal sensor collects information on this 

variation, and necessary conclusions are made from this information either with or 

without additional processing. From the practical point of view, the source of thermal 

influence is usually the source of heat: the most widely used sources are heat guns, 

lasers, and powerful xenon flash lamps. The choice of the source is highly dependent on 

the nature of the sample to be studied. 

In the past few decades, thermography has found applications in numerous scientific 

fields and industries, paving the way from an exotic remote sensing method of non-

destructive evaluation [2,3]. 

Modern thermographic techniques utilize fast and high precision devices for collection 

of data about the surface thermal distribution. At the same time, advanced 

computational processing of collected data is utilized in many modern thermographic 

approaches for extraction of qualitative and quantitative information on structure and 

integrity of studied objects. Among such techniques are well-known the approaches of 

short pulse thermography, lock in thermography, long pulse thermography, laser spot 

thermography and others [4, 5, 6, 7, 8, 9].  

Most of these methods utilize various post-processing techniques in order to extract 

information regarding the structure and properties from the raw data on surface 

temperature distribution. 



Even if the measuring chain is almost the same in real applications, each individual part 

of the measuring chain affects the relation between the source of the infrared radiation 

and the output signal of the measuring system. 

The technological requirements regarding size, design, optical conditions, thermal and 

spatial resolution and many other framework conditions have to be diversified with 

respect to a selected experiment. This results in very complex issues that users must 

solve when trying to design optimum measuring arrangements or conditions. There are 

no simple rules and the problems cannot be solved without a basic understanding of the 

correlations. 

Besides, different algorithms have to be specifically used to extract the right 

information from the collected data.  

In this thesis, the feasibilities of experimentation using thermography are then 

introduced including the experimental setup. Software and data collection and 

processing methods used in the current work are introduced and the importance of 

various variables are studied. From this investigation knowledge of the importance of 

the experimental parameters is obtained and used in the remainder of experimental 

work. 

1.2. Contribution  

This thesis contains the following contributions: 

 A thermographic procedure based on the “lock-in” thermographic technique 

applied to bonded composite joints: Paper A presents the results of an 

experimental activity and discussion to determine the capability and reliability 

of lock-in thermographic techniques as non-destructive testing for the debonding 

evaluation in glass-fiber reinforced plastic joints.  

 European Standards specify the procedures to obtain information about the 

thermal behavior of building in terms of decrement factor and time lag, but these 

procedures are based on a theoretical approach: The results of an innovative 

experimental procedure based on the application of stimulated lock-in 

thermography with the aim of investigating the thermal dynamic behavior of 

walls are presented in Paper B.  

 A new thermal data processing procedure, developed to investigate damages in 

composite materials, has been applied to evaluate adhesion defects of Thermal 



Barrier Coatings (TBC). Moreover, an empirical thermographic method has 

been developed to evaluate the thickness of the thermal coating and to 

discriminate between an unevenness of the thickness and a defect zone. Paper C 

describes two different set up for implementing “short” and “long” pulsed 

thermography on TBC coating and a proper computational processing of 

collected data in order to extract quantitative information. 

 The proposal of a specific thermographic procedure based on the “long pulse” 

thermographic approach for the measurement of the tungsten carbide coating 

thickness is presented in Paper D. To the knowledge of mine this technique has 

been never used for the evaluation of thickness for metal/metal configuration. 

 Automatic Defect Detection from thermographic Non Destructive Testing: 

Paper E introduce a new processing technique of the thermographic data, 

obtained using the stepped thermography, for the detection of possible defects. 

The technique includes a series of enhancements of the linear fit of the log-log 

cooling time history of the specimen surface temperature. Besides, additional 

rigorous parameters will be proposed to accurately evaluate a defect. 

1.3. Thesis Outline  

The thesis is divided into two parts. The rest of Part I presents the background theory 

for Part II, containing edited versions of published and submitted papers. Parts of the 

material presented in Part I has already been published by the author in conference 

articles. 

1.3.1. Outline Part I: Background Theory  

Chapter 2 gives a brief overview of the physical principles related to thermal infrared 

imaging as well as provides information about its wide fields of application. The 

contents of Chapter 2 are relevant for all included papers in this thesis. 

Chapter 3 (Measuring chain: individual parts and their effects) is constituted of two 

sections: Section 3.1 focus on characteristics of the IR camera, the thermal properties of 

tested material and the characteristic of the thermal source; Section 3.2 deals with data 

acquisition and data processing including the description of the most popular 

algorithms.  

Finally, concluding remarks and future work are given in Chapter 4. 



1.3.2. Outline Part II: Included Publications  

Preprint versions of five papers are included in Part II. The full details and abstract of 

these papers are summarized below. 

Paper A: Lock-in thermography for debonding evaluation of composite adhesive 

joints 

Palumbo, D., Tamborrino, R., Galietti, U., Aversa, P., Tatì, A., & Luprano, V. A. M. 

(2016). Ultrasonic analysis and lock-in thermography for debonding evaluation of 

composite adhesive joints. NDT and E International, 78, 1–9. 

https://doi.org/10.1016/j.ndteint.2015.09.001 

Abstract: 

Glass-fiber reinforced thermosetting plastic adhesive joints were characterized through 

ultrasonic imaging and lock-in thermographic analysis for assessing the adhesion 

quality before being subjected to static tensile mechanical tests and to accelerated aging 

cycles. 

The mapping of each sample has been obtained. Visual testing were performed on all 

specimens after the mechanical tests in order to obtain a comparison with ultrasonic and 

lock-in thermography technique. 

A quantitative analysis has been carried out to evaluate the ability of lock-in 

thermography in investigating inadequate bonding and obtaining the validation of the 

technique by the consistency of the results with the well-established ultrasonic testing. 

Paper B: Infrared thermography for the investigation of dynamic thermal 

behaviour of opaque building elements: Comparison between empty and filled 

with hemp fibres prototype walls 

Aversa, P., Palumbo, D., Donatelli, A., Tamborrino, R., Ancona, F., Galietti, U., & 

Luprano, V. A. M. (2017). Infrared thermography for the investigation of dynamic 

thermal behaviour of opaque building elements: Comparison between empty and filled 

with hemp fibres prototype walls. Energy and Buildings, 152, 264–272. 

https://doi.org/10.1016/j.enbuild.2017.07.055 

Abstract: 

https://doi.org/10.1016/j.ndteint.2015.09.001
https://doi.org/10.1016/j.enbuild.2017.07.055


The analysis of the thermal dynamic behavior of buildings is an important tool for 

reducing inefficiencies and then wasted energy. In this field, European Standards 

specify the procedures to obtain information about the thermal behavior of building in 

terms of decrement factor and time lag. However, these procedures are based on a 

theoretical approach that does not take into account the real factors involved in the heat 

exchange phenomena such as the correct knowledge of thermo-physical parameters and 

the presence of non-homogeneous materials or defects in the investigated walls. 

In this work, we propose an innovative experimental procedure based on the application 

of stimulated thermography with the aim of investigate the thermal dynamic behavior of 

walls. In particular, two prototype walls were compared: an empty wall and one made 

with an insulating filler of vegetable nature (hemp fibre). 

The results were then compared with those obtained with a numerical simulation and 

with the Standard procedure EN ISO 13786:2007, highlighting the differences between 

the three approaches. 

Paper C: Coating defect evaluation based on stimulated thermography 

Palumbo D., Tamborrino R., Galietti U.. "Coating defect evaluation based on stimulated 

thermography", Proc. SPIE 10214, Thermosense: Thermal Infrared Applications XXXIX, 

102140X (5 May 2017); doi: 10.1117/12.2267851; https://doi.org/10.1117/12.2267851 

Abstract: 

Barrier Coatings are used to protect the materials from severe temperature and chemical 

environments. In particular, these materials are used in the engineering fields where 

high temperatures, corrosive environments and high mechanical stress are required. 

Defects present between substrate material and coating, as detachments may cause the 

break of coating and the consequent possibility to exposure the substrate material to the 

environment conditions. The capability to detect the defect zones with non-destructive 

techniques could allow the maintenance of coated components with great advantages in 

terms of costs and prediction of fatigue life. 

In this work, two different heat sources and two different thermographic techniques 

have been used to detect the adhesion defects among the base material and the coating. 

Moreover, an empirical thermographic method has been developed to evaluate the 

thickness of the thermal coating and to discriminate between an unevenness of the 

https://doi.org/10.1117/12.2267851


thickness and a defect zone. The study has been conducted on circular steel specimens 

with simulated adhesion defect and on specimens prepared with different thicknesses of 

thermal barrier coating. 

Paper D: A thermographic procedure for the measurement of the tungsten carbide 

coating thickness 

Tamborrino R., D’Accardi E., Palumbo D., Galietti U. 

Under review on Journal of Thermal Spray Technology (Springer) 

Abstract:  

Mechanical components subjected to severe environments are usually coat with cermet 

based WC–Co–Cr thermally sprayed coating. The coating plays a very important role in 

improving a component’s survivability and operational performance. The coatings 

thickness is not only a parameter of the geometrical property of the coatings itself, but 

also an important indicator for evaluating the coatings’ quality, performance and service 

life. The coating thickness needs to be controlled and mastered because it has a great 

influence on the final product performance. Non-destructive measuring techniques are 

indicated for coating thickness evaluation.  

In this paper, a thermographic procedure based on the “long pulse” thermographic 

approach for the measurement of the tungsten carbide coating thickness has been 

proposed and a comparison has been made with the performance of the traditional flash 

excitation technique. A calibration has been performed to evaluate the thickness of the 

coating and a prediction model has been proposed. 

Paper E: Automatic Defect Detection from thermographic Non Destructive Testing 

Dinardo G., Fabbiano L., Tamborrino R., Vacca G. 

Submetted to II National Forum Of Measures  

Abstract: In recent years, thermography has appeared particularly attractive among the 

nondestructive testing (NDT) methods for the detection of defects in materials. It offers 

the advantages of low cost, easy operation, high speed, and wide area coverage. 

The most widely used form of thermographic NDT is the pulsed thermography in which 

the surface of a tested part is heated by a brief pulse of light usually from a high power 



source. Along with pulsed thermography, the step heating technique has recently 

received more attention. It is implemented by applying a thermal stimulation to a 

surface for more than few milliseconds. The time-dependent surface temperature 

response is captured as a series of thermal images by an infrared camera. The 

temperature contrast between the defective and non-defective regions enables the defect 

detection based on thermographic data. However, thermal images usually involve 

significant measurement noise and non-uniform backgrounds caused by uneven heating. 

Hence, different types of thermographic image analysis methods have been proposed for 

signal enhancement.  

In this paper, the authors introduce a new processing technique of the thermographic 

data, obtained using the stepped thermography, for the detection of possible defects. 

The technique includes a series of enhancements of the linear fit of the log-log cooling 

time history of the specimen surface temperature. Basically, the algorithm is directly 

applied to the thermographic images indicating the temperature trend of each pixel. The 

slope (m) of the linear fit of the log-log of the surface temperature time history is going 

to be used as a primary indicator of the location and size of the defects. The idea 

inspiring this work is to significantly enhance the fit, adopting optimization techniques 

to better utilize the spatial information coming from the thermographic data. Besides, 

additional rigorous parameters will be proposed to accurately evaluate a defect. 

1.4. Other Publications  

The following publications by the author are related to the included papers and to the 

conducted research activity . 

Tamborrino, R., Palumbo, D., Galietti, U., Aversa, P., Chiozzi, S., & Luprano, V. A. M. 

(2016). Assessment of the effect of defects on mechanical properties of adhesive 

bonded joints by using non destructive methods. Composites Part B: Engineering, 91, 

337–345. https://doi.org/10.1016/j.compositesb.2016.01.059 

D’Accardi, E., Palumbo, D., Tamborrino, R., & Galietti, U. (2018). Quantitative 

analysis of thermographic data through different algorithms. Procedia Structural 

Integrity, 8, 354–367. https://doi.org/10.1016/j.prostr.2017.12.036 

D’Accardi E., Palumbo D., Tamborrino R. Galietti U. (2018). A quantitative 

comparison among different algorithms for defects detection on aluminium with the 

https://doi.org/10.1016/j.compositesb.2016.01.059
https://doi.org/10.1016/j.prostr.2017.12.036


Pulsed Thermography technique. Metals 2018, 8(10), 859; 

https://doi.org/10.3390/met8100859.  

D’Accardi E., Palano F., Tamborrino R., Palumbo D., Tatì A., Terzi R., Galietti U. 

(2018). Capability of Pulse Phase Thermography in Evaluating Delamination in CFRP 

by Ultrasonic Technique Validation. Accepted by Journal of Nondestructive Evaluation.  
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2. The physics and application fields 
of infrared termography 

Thermal infrared imaging or briefly thermography forms the basis of this thesis. The 

following chapter gives an overview of the applications and of the physics behind 

thermal infrared imaging. An in depth review of the main types of thermography that 

use the addition of energy from light sources is then presented. 

2.1. Infrared thermography application fields 

Infrared thermography (IRT) is a technology dedicated to the acquisition and processing 

of thermal information from non-contact measurement devices [1]. It is based on 

infrared radiation (below red), a form of electromagnetic radiation with longer 

wavelengths than those of visible light. Any object at a temperature above absolute zero 

(i.e., T > 0K) emits infrared radiation [2]. The human eye cannot see this type of 

radiation. Thus, infrared measuring devices are required to acquire and process this 

information [3].  

Infrared measuring devices acquire infrared radiation emitted by an object and 

transform it into an electronic signal [4]. The most basic infrared device is a pyrometer, 

which produces a single output using a single sensor. Most advanced devices include an 

array of sensors to produce a detailed infrared image of the scene. The difference 

between a visible image and an infrared image is that the visible image is a 

representation of the reflected light on the scene, whereas in the infrared image, the 

scene is the source and can be observed by an infrared camera without light. Images 

acquired using infrared cameras are converted into visible images by assigning a color 

to each infrared energy level. The result is a false-color image called a thermogram [5]. 

IRT has many advantages over other technologies [6]. In general, the main advantages 

of IRT are the following: 

• IRT is a non-contact technology: the devices used are not in contact with the source of 

heat, i.e., they are non-contact thermometers. In this way, the temperature of extremely 

hot objects or dangerous products, such as acids, can be measured safely, keeping the 

user out of danger. 

• IRT provides two-dimensional thermal images, which make a comparison between 

areas of the target possible. 



• IRT is in real time, which enables not only high-speed scanning of stationary targets, 

but also acquisition from fast-moving targets and from fast-changing thermal patterns. 

• IRT has none of the harmful radiation effects of other technologies, such as X-ray 

imaging. Thus, it is suitable for prolonged and repeated use. 

• IRT is a non-invasive technique. Thus, it does not intrude upon or affect the target in 

any way. 

Due to all of these advantages, thermography has been established as an effective tool in 

many different applications [7]. However, IRT is not without its drawbacks. Fast and 

affordable hardware has recently become available, but an infrared camera is still an 

expensive device. Some very affordable models with a high enough spatial resolution 

for most applications have recently come onto the market. However, these inexpensive 

models with high spatial resolution provide lower accuracy, which makes them 

unusable for some applications. Infrared images can also be difficult to interpret; in 

general, specific training is required. IRT is also highly dependent on working 

conditions, such as the surrounding temperature, airflow or humidity. Therefore, IRT 

should be used in controlled environments. 

The intensity of the infrared radiation emitted by objects is mainly a function of its 

temperature; the higher the temperature, the greater the intensity of the emitted infrared 

energy. Many different applications can take advantage of this feature [8]. Some of the 

main fields where infrared thermography is used include medicine [9], veterinary 

medicine [10], maintenance and process monitoring [11], building inspection [12] and 

non-destructive testing [13]. 

Maintenance is an area where IRT is successfully applied [14]. The electrical field, the 

mechanical field and insulation are three of the most common areas where IRT is used. 

IRT is used in electrical and mechanical maintenance to detect early signs of 

malfunction, so costly breakdowns can be avoided. In the electrical field, abnormal 

temperature patterns can indicate faulty connections [15], whereas in the mechanical 

field, they can indicate excessive friction due to improper lubrication or material fatigue 

[16,17]. In the insulation field, IRT is used to detect hidden losses of heat that can drain 

performance and increase costs [18]. IRT is also used in other areas of the maintenance 

and process monitoring field, such as monitoring of plastic deformations [19,20], 

evaluation of fatigue damage in materials [21], weld inspection [22] and identification 

of kissing defects in adhesive bonds [23]. 



Another area where IRT is successfully applied is building inspection. The temperature 

distribution on the facade of a building provides very useful information to discover 

many hidden conditions related to the building performance and maintenance [24]. For 

example, it can be used to detect where and how energy is leaking from a building 

envelope. Besides the detection of heat loss, IRT is also used to discover other 

anomalies, such as water infiltration and moisture [25,26]. A wet mass in a wall has a 

differentiated thermal inertia that can be discovered using IRT. Recent applications of 

IRT for moisture detection can be found in [27] and [28], which use IRT for sub-surface 

moisture detection in masonry structures and for moisture mapping in ancient buildings, 

respectively. Moisture detection using IRT is not limited to buildings. It can also be 

applied to paper [29], soil [30] or aircraft structures [31]. 

The presence of water inside aircraft structures may lead to ice formation with a volume 

variation and consequent mechanical stresses [32]. 

Two different approaches are employed in IRT: passive and active. In passive IRT, the 

radiation coming from the target object is measured without any external heat 

stimulation. This information can be used for temperature measurement. On the other 

hand, in active IRT, the specimen is subjected to external thermal stimulation [33]. The 

heat propagation depends on the material’s thermal properties, but also on subsurface 

anomalies, which result in temperature differences on the surface target. In this case, the 

measured radiation comes from the thermal response of the target to the external 

excitation. 

Passive IRT is used in quality control and process monitoring applications. Temperature 

plays a crucial role in any industrial process. Thus, temperature measurement and 

monitoring during and after the industrial process is critical to achieve optimal results. 

However, the computation of temperature from infrared images is not only based on 

measured radiation; it also depends on the internal camera calibration, as well as on the 

emissivity of the object radiating energy. Thus, a calibration setup is required to obtain 

accurate measurements. 

Active IRT is mostly used in non-destructive testing applications, where an external 

stimulus is applied to the specimen in order to induce relevant thermal contrasts 

between regions of interest [34]. It is applied to the inspection of materials for 

subsurface defect detection and also to detect areas of the specimen with different 

properties below the surface [35]. Some subsurface anomalies are very subtle. 

Therefore, the signal levels associated with them can be lost in the thermographic data 



noise [36]. In these cases, different post-processing methods can be used to improve the 

signal-to-noise (SNR) content of thermographic data. 

2.2. Physics of the Infrared Thermography 

Infrared radiation is the energy radiated by the surface of an object whose temperature is 

above absolute zero. There are three ways by which the radiant energy striking an object 

may be dissipated: absorption, transmission and reflection. The fractions of the total 

radiant energy that are associated with each of these modes of dissipation are referred to 

as the absorptivity, transmissivity and reflectivity of the body [37]. Three parameters are 

used to describe these phenomena: the spectral absorptance αλ,  which is the fraction of 

the spectral radiant power absorbed by the object, the spectral reflectance ρλ, which is 

the fraction of the spectral radiant power reflected by the object, and the spectral 

transmittance τλ, which is the fraction of the spectral radiant power transmitted by the 

object. These three parameters are wavelength dependent. The sum of these three 

parameters must be one at any wavelength, as in Equation (1): 

αλ +  ρλ +  τλ = 1                                                (1) 

In the case of opaque materials, Equation (1) is simplified by Equation (2), that is, all of 

the striking energy is either absorbed or reflected. It could also be said that the striking 

energy that is not absorbed is reflected. 

αλ = 1 −  ρλ                                                     (2) 

Materials in which the transmissivity and the reflectivity are null are called blackbodies. 

In these materials, all of the striking radiant energy is absorbed ( αλ = 1 ). 

Electromagnetic radiation emitted from a blackbody (𝑊𝜆𝑏) can be calculated using 

Planck’s law, as in Equation (3), where 𝐶1 and 𝐶2 are constants, λ is the wavelength and 

T is the temperature. The result of Plank’s law is the power emitted per unit area per 

unit wavelength, which is a function of λ and T. 

𝑊𝜆𝑏 =  
𝐶1λ−5

𝑒
𝐶2
λ𝑇−1

                                                  (3) 

Figure 2.2-1 shows the distribution of electromagnetic radiation emitted by a blackbody 

at different temperatures. The curves show how much energy is radiated at each 



wavelength. As it can be seen, the peak of the curve for a hotter object is larger. In 

addition, there is an inverse relation between the temperature and the wavelength of the 

peak of the emission.  

 

Figure 2.2-1 : Planck’s law: electromagnetic radiation emitted by a blackbody in thermal equilibrium at a 

definite temperature. (a) Objects with a high temperature emit most of the radiation in the middle wave 

infrared; (b) Objects with a low temperature emit most of the radiation in the long wave infrared. The two 

parts of the graph are scaled differently on the y-axis [38]. 

The wavelength at which electromagnetic radiation is emitted depends on the 

temperature of the object; the higher the temperature, the shorter its wavelength. The 

distribution is similar, but the wavelength is displaced. The peak wavelength for a 

specific temperature value can be calculated using Wien’s law, Equation (4). Figure 

2.2-2 shows a graphical representation of the relation between peak wavelength and 

temperature using a logarithmic scale. Wien’s law is obtained by differentiating the 

Planck’s law Equation (3) with respect to λ and by finding the maximum radiation 

intensity. 

𝜆𝑝𝑒𝑎𝑘 =  
0.0029

𝑇
                                                   (4) 



 

Figure 2.2-2: Wien’s displacement law: the wavelength of the maximum radiation intensity by a 

blackbody at a given temperature [38]. 

In order to obtain the total hemispherical radiation intensity of a blackbody, Equation 

(3) is integrated through all wavelengths (λ from zero to infinity), obtaining Equation 

(5), where σ is a constant. This is called the Stefan–Boltzmann formula. 

𝑊𝑏 =  𝜎𝑇4                                                     (5) 

The emissivity of a body is defined formally for a wavelength λ by Equation (6), as the 

ratio of the radiant energy emitted by the body to the radiation that would be emitted by 

a blackbody at the same temperature. 

𝜀𝜆 =  
𝑊λ

𝑊λb
                                                       (6) 

A real body emits only a fraction of the thermal energy emitted by a blackbody at the 

same temperature. If the emissivity is constant and independent of the wavelength, the 

body is a greybody. Thus, it can be expressed by Equation (7): 

𝜀𝜆 =  
𝑊λ

𝑊λb
=  

𝑊

𝑊𝑏
= 𝜀                                             (7) 

The emissivity of real objects is not constant nor independent of the wavelength; thus, 

they cannot be considered greybodies. However, it is usually assumed that for short 

wavelength intervals, the emissivity can be considered as a constant. This assumption is 



used to treat real objects as greybodies. Thus, although the emissivity of real objects is 

wavelength dependent, and, therefore, they cannot be considered true greybodies, they 

are treated as such by averaging their emissivity through short intervals, in which the 

infrared sensor works. This average is also possible because the emissivity is a slow 

varying function of wavelength for solid objects. However, this does not apply to other 

cases, such as gases or liquids. 

Combining Equation (7) and (5), Equation (8) is obtained. This equation is the Stefan–

Boltzmann formula for greybody radiators. Figure 2.2-3 shows a graphical 

representation of this formula for different emissivities. 

𝑊 =  𝜀𝜎𝑇4                                                     (8) 

 

 

 
Figure 2.2-3: Stefan–Boltzmann law: power radiated by a greybody with different emissivities [38]. 

If all of the radiation energy falling on an object is absorbed (no transmission or 

reflection), the absorptivity is one. At a steady temperature, all of the energy absorbed 

must be re-radiated (emitted), so that the emissivity of such a body would be one. 

Therefore, the absorptivity in a blackbody is equal to emissivity, which is one. In 

general, according to Kirchhoff’s law, the emissivity and absorptivity of any material 

are equal at any specified temperature and wavelength. This can be expressed as: 

𝜀𝜆 =  𝛼𝜆                                                          (9) 



From Equations (9) and (2), Equation (10) is obtained for opaque materials. 

𝜌𝜆 = 1 − 𝜀𝜆                                                    (10) 

 

Greybodies emit only a fraction of the thermal energy emitted by an equivalent 

blackbody; therefore, emissivity in these bodies is always less than one and reflectivity 

greater than zero [38]. 

The electromagnetic spectrum is divided into several regions or bands according to the 

wavelength. Regions are not sharply defined, and they differ in different disciplines. 

The infrared region is approximately defined from 0.8 μm to 1000 μm, that is, from the 

end of visible light to microwaves. Much of the infrared range of the electromagnetic 

spectrum is not useful in IRT, because it is blocked by the atmosphere. The remaining 

portions define the usable part of the infrared by IRT: 

• Near-infrared (NIR) from 0.8 μm to 1.7 μm. 

• Short-wavelength infrared (SWIR) from 1 μm to 2.5 μm. 

• Mid-wavelength infrared (MWIR) from 2 μm to 5 μm. 

• Long-wavelength infrared (LWIR) from 8 μm to 14 μm. 

Of all of these regions, MWIR and LWIR are the most commonly used in IRT. There 

are two reasons: the band of peak emissions and atmospheric transmittance. The first 

reason is due to the relation between temperature and wavelength. The most effective 

measurement for a particular temperature should be carried out for the wavelength at 

which most intensity is emitted (see Figure 1). Measuring at a different wavelength 

would require a much more sensitive camera to achieve identical performance. Thus, for 

most applications, wavelengths longer than SWIR are required. The second reason is 

related to the atmospheric transmittance. Infrared radiation travels through air, being 

absorbed by various air particles, mostly by CO2 and H2O [3]. The degree to which air 

absorbs infrared radiation depends on the wavelength. In the MWIR and LWIR bands, 

this absorption is low, allowing more radiation to reach the sensor of the camera. 

Figure 2.2-4 shows the atmospheric transmittance for different wavelengths. As can be 

seen, in the visible part of the spectrum, from 0.4 μm to 0.7 μm, only 60% of the 

emitted radiation is transmitted. However, between 5 μm and 7.5 μm, almost no 

radiation is transmitted. The atmosphere absorbs all of this radiation. Therefore, infrared 

measuring devices use either MWIR or LWIR. MWIR devices are used for high-

temperature readings, while LWIR is used for ambient temperatures. 



 
Figure 2.2-4: Atmospheric transmittance at one nautical mile, 15.5 C, 70% relative humidity and at sea 

level [38]. 

2.3. Thermographic tecniques 

For the studies conducted in this research path, active thermography has been used. 

Contrary to passive thermography, active thermography requires an external heat 

sources to stimulate the materials under tests. The common types of active 

thermography are pulsed thermography (PT), stepped or long pulsed thermography 

(ST), lock-in thermography (LT) or called modulated thermography (MT), if a 

classification by heating function is made: 

 Lock-in thermography 

 Pulsed thermography 

 Long pulsed thermography 

PT warms or cools the material with a short duration energy pulse and a measurement 

of the temporal evolution of the surface temperature is performed with an IR camera.  

With ST, a long pulse is used to step heat the sample and the temperature’s rising and/or 

falling process is observed. LT uses periodic thermal excitation in order to derive 

information on reflected thermal wave phase and magnitude even at considerably low 

peak powers. 

Thermal source used in active thermography testing is various, such as optical 

excitation, electromagnetic excitation, acoustic excitation, and stress/strain excitation. 



According to excitation sources, thermography can be classified as: (1) Optical 

thermography using optical excitation such as flash and lamp, which is named laser 

thermography if using laser beam as thermal source; (2) Eddy current thermography 

(ECT), which uses induced eddy current as thermal sources to heat conductive 

materials; (3) Conduction thermography which uses electrical current as sources; (4) 

Magnetic induction thermography, which uses magnetic field as heat source for 

ferromagnetic materials; (5) Microwave thermography (MWT), which uses microwave 

as heat source for dielectric materials; (6) Vibrothermography using mechanical 

variation as excitation, which is named as ultrasound thermography (UT) if using 

ultrasound as excitation; and (7) Thermoelastic stress analysis, which use strain or stress 

as heat sources. Every thermography mentioned above can be applied as PT, ST, LT. 

The reported cases of study regard the use of optical thermography and so the 

description of optical sources will be reported in the measurement chain. 

2.3.1. Lock-in thermography 

Lock-in thermography (LT) also known as modulated thermography [39] is a technique 

derived from photothermal radiometry [40], in which, a small surface spot is 

periodically illuminated by an intensity modulated laser beam to inject thermal waves 

into the specimen. The thermal response is recorded at the same time using an infrared 

detector and decomposed by a lock-in amplifier to extract the amplitude and phase of 

the modulation [41]. Photothermal radiometry was a raster point-by point technique that 

required long acquisition times (especially in the case of deep defects involving very 

low modulation frequencies, see below). Furthermore, extra hardware, i.e. lock-in 

amplifier, is needed in order to retrieve the amplitude and phase of the response. 

Fortunately, it is possible to drastically simplify and speed up the acquisition process for 

NDT applications by replacing: (1) the laser beam with one or several modulated 

heating sources, e.g. halogen lamps, that cover the entire specimen surface instead of 

only a point; (2) the infrared detector with an infrared camera capable of monitoring the 

whole (or a large part of the) surface; and (3) the lock-in hardware with a software 

capable of recovering mathematically the amplitude and phase of the response. This is 

what is called lock-in thermography [42]. 

Sinusoidal waves are typically used in LT, although other periodic waveforms are 

possible. Using sinusoids as input has the advantage that the frequency and shape of the 

response are preserved; only the amplitude and phase delay of the wave may change 



(i.e. sinusoidal fidelity). The periodic wave propagates by radiation through the air until 

it touches the specimen surface where heat is produced and propagates through the 

material. Internal defects act as a sort of filter for heat propagation, which produces 

changes in amplitude and phase of the response signal at the surface. 

Heat diffusion through a solid is a complex 3D problem that can be described by the 

Fourier’s law of heat diffusion (or the heat equation) [43]: 

∇2𝑇 − 
1

𝛼

𝜕𝑇

𝜕𝑡
= 0                                                         (11) 

where 𝛼 = 𝐾
𝜌𝑐𝑝

⁄  [m2
/s] is the thermal diffusivity of the material being inspected, k 

[W/mK] its thermal conductivity, ρ [kg/m
3
] its density and cp [J/kgK] its specific heat at 

constant pressure. 

The Fourier’s law 1D solution for a periodic thermal wave propagating through a semi-

infinite homogeneous material may be expressed as: 

 

𝑇(𝑧, 𝑡) =  𝑇0𝑒𝑥𝑝 (−
𝑧

𝜇
) 𝑐𝑜𝑠 (

2𝜋𝑧

𝜆
− 𝜔𝑡)                                        (12) 

 

where T0 [°C] is the initial change in temperature produced by the heat source, 𝜔 =

2𝜋𝑓[rad/s] is the modulation frequency, 𝑓 [Hz] is the frequency, 𝜆 ≡ 2𝜋𝜇 [m] is the 

thermal wavelength; and 𝜇 [m] is the thermal diffusion length, which determines the 

rate of decay of the thermal wave as it penetrates through the material, defined by [44]: 

 

𝜇 ≡  √
2𝛼

𝜔
=  √

𝛼

𝜋𝑓
                                                        (13) 

 

Figure 2.3-1 depicts a thermal wave as it travels from the surface through a solid. As 

can be seen, after the waveform travels only a distance equal to a thermal diffusion 

length 𝜇, its initial intensity has been already reduced to 1/535.  



 
Figure 2.3-1: Thermal wave propagation by conduction through an aluminum semi-infinite plate at 10 Hz 

[55]. 

From Eq. (13), in order to cover a distance equal to a thermal wavelength l, a thermal 

wave at 𝑓=10 Hz will be able to travel less than 0.4 mm through plastic, slightly more 

than 11 mm through aluminum (see Figure 2.3-1) and almost 16 mm through air. 

Hence, thermal waves propagate deeper in more diffusive materials. On the other hand, 

information about deeper features are available when lower frequencies are used. 

These two aspects are important to know when planning the inspection of a part in order 

to correctly select the working frequency and to determine the depth of internal defects. 

The experimental setup and more details of the acquisition system in more detail will be 

described in the paragraph 3.6.1. 

2.3.2. Pulsed thermography 

In pulsed thermography (PT), the specimen surface is submitted to a heat pulse using a 

high power source. A heat pulse can be though as the combination of several periodic 

waves at different frequencies and amplitudes. After the thermal front hits the 

specimen’s surface, a thermal front travels from the surface through the specimen. From 

that instant, the surface temperature will uniformly decrease in time for a sample 

without internal flaws. On the contrary, subsurface discontinuities (e.g. porosity, 

delaminations, disbonds, detachments, fiber breakage, inclusions, etc.), can be thought 

as resistances to the heat flow so producing abnormal temperature patterns at the 

surface, which can be detected with an IR camera. 



The 1D solution of the Fourier equation for the propagation of a Dirac heat pulse ( i.e. 

an ideal waveform defined as an intense unit-area pulse of so brief duration that no 

measuring equipment is capable of distinguishing it from even shorter pulses [45]) in a 

semi-infinite isotropic solid by conduction has the form [43]: 

 

  𝑇(𝑧, 𝑡) =  𝑇0 +  
𝑄

√𝑘𝜌𝑐𝑝𝜋𝑡
𝑒𝑥𝑝 (−

𝑧2

4𝛼𝑡
)                                         (14) 

 

where Q, is measured in [J/m2], is the energy absorbed by the surface and T0 [K] is the 

initial temperature. 

A Dirac heat pulse is composed of periodic waves at all frequencies and same 

amplitude. Although it is not possible to reproduce such a waveform in practice, a heat 

pulse provided by a powerful source such as a photographic flash having approximately 

a square shape, can be used. In this case, the signal is composed by periodic waves at 

several (3 or 4 generally) frequencies with decreasing amplitudes. The shorter the pulse, 

the broader the range of frequencies is.  

From Eq. (14), the thermal profiles for an aluminum specimen subjected to a uniform 

heat pulse follows the behavior depicted in Figure 2.3-2. 

 
Figure 2.3-2: Thermal profiles at four depths (z = 0, 0.05, 0.1 and 0.25 mm) for an aluminum plate 

subjected to a uniform heat pulse. 

The profiles correspond to 4 depths: z = 0, 0.05, 0.1 and 0.25 mm. Thermal evolution 

for deep defects starts at zero and reaches peak intensity at a given time (longer for 

deeper defects) and then slowly decays approximately as the square root of time. 



Shallower defects show higher peak intensities earlier. At the surface the behavior is 

somehow different starting at a high temperature and monotonically decaying following 

approximately the square root of time. At the surface (z = 0 mm), Eq. (14) can be 

rewritten as follows: 

 

𝑇(0, 𝑡) =  𝑇0 + 
𝑄

𝑒√𝜋𝑡
                                               (15) 

 

where 𝑒 ≡  (𝑘𝜌𝑐𝑝)
1

2⁄
 , measured in m, is the effusivity, which is a thermal property 

that measures the material ability to exchange heat with its surroundings. 

Although Eq. (15) is only an approximation of the complex 3D diffusion problem 

described by Fourier’s law, i.e. Eq. (11), many of the processing techniques have been 

based on this simplification to perform qualitative and quantitative analysis, as will be 

discussed in paragraph 3.7.2 The experimental setup is discussed first in paragraph 

3.6.2. 

2.3.3. Long pulsed thermography 

Long Pulse Thermography also known as Square Pulse Thermography is defined as 

Pulse Thermography with relative long heating excitation period, typically at least a 

couple of seconds of heating compared to the traditional Pulse Thermography. The 

technique was introduced to extend the Pulse Thermography analysis of results. Long 

Pulsed Thermography is suitable for materials that required long pulsation such as 

buildings, plastics and thick composites. It can also be used to detect subsurface defects 

such as cracks, delamination, impact damage and moisture ingress or content in the 

aerospace and aircraft industries [46]. Generally, the technique can be processed to 

improve defect visibility and perform qualitative studies of defects.  

Many workers in the field are aware that this long pulse excitation technique can be 

effective for some favourable applications. The technique has a long history [47–49] 

and it is offered by some commercial companies [50,51]. However, there appears to 

have been little detailed study of the capabilities of thermographic NDE employing this 

“long pulse” mode of thermal stimulation. Here we must distinguish between long pulse 

thermography and step heating thermography that has received more attention [52–54]in 

the last years . In long pulsed thermography, heating is applied for a selected period of 

time, i.e. 5 s, and then thermal images are collected as the test sample cools down. In 



step heating thermography, thermal images are collected whilst the test specimen is 

heated up. 
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3. Measuring chain: individual parts 
and their effects 

This chapter presents a brief overview of the radiation detector principles used in 

thermal imaging systems. It gives the background knowledge of the operation 

principles, the limiting factors for the detector performance, and the imaging systems. 

The acquisition procedure and the processing algorithms are then introduced for 

interpretation of the thermal data to extract the features of interest and discussed.  

Background material for all  produced papers  is mainly presented in this chapter. 

3.1. Infrared cameras 

The basic component of an infrared measurement chain is an infrared camera.  

The essential elements of an original form of infrared imager are illustrated as a block 

diagram in Figure 3.1-1. They are: 

• An optical system that can form an image of an external scene using radiation in 

the infrared wavelength range. 

• One or more detector elements that can convert this radiation into electrical 

signals proportional to the radiation falling onto them. 

• Some systems require a scanning mechanism that scans the infrared image in a 

regular pattern across the detector element(s), although most modern imagers do 

not require this, since they use large detector arrays that completely cover the 

field of view of the imager (the detectors are arranged in a matrix of columns 

and rows: focal plane arrays (FPA)). 

• An electronic processor that processes the detector outputs and converts them 

into a video signal. 

• A display unit that generates a visual image from the video signal [1]. 

The understanding of the complete camera operation requires a more detailed discussion 

of these main camera components and their interaction in the measurement process. 



 

Figure 3.1-1: Block diagram illustrating the main subunits that make up a thermal imaging camera [1] 

3.1.1. Optical Systems 

The optical systems used in thermal imagers are designed and function in the same way 

as optical systems for visible wavelengths. The main difference is that most of the 

materials used for thermal wavelengths are different from those used for visible 

wavelengths, and in fact, there are differences between optical materials used in the 3–5 

μm band and those used in the 8–14 μm band. 

Table 3.1-1 lists some of the optical materials that are used and their suitability for each 

of these bands. 

An important aspect of some of the lens materials is their relatively high refractive 

index compared with those of the glasses used for visible wavelength optics. This has an 

important effect: uncoated surfaces have a high reflectivity. The high reflectivity means 

that these materials must be used with an antireflection coating, in order to both obtain 

good transmission through the optical system and reduce levels of unwanted glare 

radiation caused by multiple reflections between optical surfaces. Unwanted reflections 

at optical surfaces are usually the cause of the narcissus effect in a thermal imager, 

where a cooled detector element virtually sees an image of itself. This usually results in 

a dark or bright halo in the center of the image. Developing efficient coatings for some 

of these materials has been an important aspect of thermal imaging. 

In many applications it is desirable to have a plane-parallel-sided window between the 

thermal imager and the scene being imaged. Such a window will be designed to protect 

the imager from the external environment. The same materials listed above (Table 

3.1-1) will of course be suitable for windows, but the choice of material and its coating 

will depend on the particular application and very specifically the conditions it will have 

to withstand. 



 

Table 3.1-1: Commonly Used Materials for Optical Systems Working at Thermal Wavelengths [2] 

Material Useful Wavelength 

Range in μm 

Refractive Index Comments 

Silicon 

 

1.4–7 and 20–25 3.43 at 4 μm 

3.42 at 10 μm 

Has significant 

absorption bands from 

approximately 7 to 20 

μm; 

however, it can be used 

in the 8–12 μm range in 

thin sections 

 

Germanium 1.6–20 4.02 at 4 μm 

4.01 at 10 μm 

Most commonly used 

material for 

lenses and windows in 

the 8–14μm band 

 

Zinc sulfide 0.4–12 2.25 at 4 μm 

2.20 at 10 μm 

 

 

Zinc selenide 0.5–20 2.43 at 4 μm 

2.41 at 10 μm 

Used extensively in 

conjunction with Ge in 

multielement objectives 

for the 8–14 µm band 

 

Calcium fluoride 0.13–12 1.41 at 4 μm 

1.31 at 10 μm 

 

 

Sapphire (aluminum 

oxide) 

0.17–6.5 1.67 at 4 μm Very hard and abrasive 

resistant 

 

KRS5  

(thallium bromoiodide) 

0.5–40 2.38 at 4 μm 

2.37 at 10 μm 

Note that thallium salts 

are very toxic 

 

Sodium chloride 0.17–18 1.52 at 4 μm 

1.49 at 10 μm 

Very hygroscopic, but 

can be coated with 

protective films 

 

3.1.2. Radiation detectors 

Possibly the most important part of a thermal imager is the detector or detector array. It 

largely determines the potential level of thermal and spatial resolution that can be 

achieved as well as the complexity that is required to fulfill this potential. 

There are basically two types of thermal infrared (IR) detectors. The first depends on 

the IR radiation heating the detector element, with the resulting temperature rise then 

triggering some other physical mechanism that is taken as a measure of the radiation 

falling onto the element. This type of detector is generally known as a thermal detector. 

The second type of detector is one where the photons, which are the incident radiation, 

interact at an atomic or molecular level with the material of the detector to produce 



charge carriers that generate a voltage across the detector element, or a change in its 

electrical resistance or current. The mechanism usually involves an electron absorbing a 

photon and, as a result, moving from one quantum energy level to another. The signal is 

generated by the direct interaction of photons with charge carriers such as electrons, to 

change their energy state. The energy of the photon must be greater than the quantum 

level change that produces the effect. 

This level determines the long-wavelength cutoff of the detector. Since the energy of 

a photon is given by hc/λ, where h is Planck’s constant, c is the velocity of light, and λ 

is the wavelength of the photon, we have that the cutoff wavelength is given by 

equation (16): 

𝜆0 = ℎ𝑐
𝐸𝑔

⁄                                                           (16) 

 

where 𝐸𝑔 is the energy gap corresponding to the quantum level change. We note that 

since the signal response in this type of detector depends on the number of incident 

photons and not on the total photon energy, the responsivity of the detector (expressed 

as signal output per unit radiant energy input) will therefore fall off linearly as the 

wavelength decreases, in theory. 

This type of detector is usually referred to as a photon or quantum detector.  

Photon detectors are mainly semiconductors with suitable doping to achieve the desired 

characteristics. They usually operate either as photoconductors, where the incident 

radiation varies the electrical conductivity of the detector element, or as photovoltaic 

devices, where the radiation actually generates a voltage, usually across a p-n junction. 

A third mode of operation consists in generating the voltage across a metal -

semiconductor junction known as a Schottky barrier. Most photon detectors operating at 

thermal wavelengths need to be cooled (at least if they are to have a good responsivity). 

For the 3–5 μm band a temperature of the order of 195K is usually satisfactory, and this 

can be achieved by means of three-stage thermoelectric devices requiring only a few 

watts of power to provide the necessary cooling. For the 8–12 μm band temperatures of 

the order of 77 K are required. 

In general, photon detectors provide greater sensitivity than thermal detectors. However, 

to achieve this better performance they usually need to be cooled to permit the charge 

carriers to populate the quantum energy levels where they can have the desired 

interaction with the incident photons. The need to cool detectors of this type is a major 



factor in both the design and application of thermal imagers that use photon detectors, 

and there are different methods of cooling. 

Thermal detectors have the great advantage that they do not normally require cooling, 

although some types of thermal detectors require their temperature to be controlled to 

ensure that they operate under optimum conditions. 

These detectors are also called energy detectors, or photon absorbers, because they 

absorb the incident energy and warm up; their temperature changes are measured 

through the variation of a temperature-dependent property of the material such as the 

electrical resistance. The main advantage is their response at room temperature and over 

a large band of the IR spectrum. The main disadvantage is their relatively slow response 

time (of the order of milliseconds), which makes them not suitable for high frequency 

events. An example of detector that belong to this family is the 

bolometer/microbolometer. 

The microbolometer technology is based on the resistance change with temperature of a 

resistor element and is the mostly employed in handheld IR systems. Basically, a 

microbolometer consists of two platinum strips, covered with lampblack; one strip is 

shielded from the radiation and the other one is exposed to it. The two strips form two 

branches of a Wheatstone bridge; the resistance in the circuit varies when the strip, 

which is exposed to IR radiation, heats up and changes its electrical resistance [3]. 

These thermal imagers meet the demands of most practical applications and are much 

less expensive than photon detector cameras. Microbolometers are characterized by 

relatively low sensitivities/detectivities, broad/flat spectral response curves, and slow 

response times of the order of 10 ms. Microbolometer detectors are mostly temperature 

stabilized by a Peltier element. Because of their operation as thermal detectors, 

bolometers do not offer the possibility to fix the integration time. Rather, the 

‘‘integration time’’ is given by their thermal time constant. The frame rate of these 

cameras cannot be changed by the user. 

In selecting the type of detector to use in a thermal imager there are several factors to 

consider, mainly : 

• The wavelength band in which it operates 

• The frequency response; i.e., can it operate at sufficiently high frequencies to 

provide standard video frame rates or even higher frame rates for some 

applications? 



• The thermal sensitivity and spatial resolution that can be achieved 

• Cooling requirements and the associated complexity, cost, and possible 

inconveniences 

• Reliability and cost 

3.2. Performance parameters for an infrared camera 

An user of such technology must have some background knowledge of the limiting 

factors for the camera parameters such as temperature accuracy, temperature resolution 

(NETD, noise equivalent temperature difference), spatial resolution, and so on. 

The system performance evaluation of thermal imagers is well standardized and much 

work of research has been done on characteristics and testing of imaging systems [4-8]. 

In general, it is, however, difficult for most practitioners to relate the relevance of the 

system performance parameters to their applications and the measurement results.  

The performance of a thermal imaging system is described by several parameters such 

as thermal response, detector and electronic noise, geometric resolution, accuracy, 

spectral range, frame rate, integration time, and so on. These parameters can be divided 

into two groups: objective and subjective parameters (Table 3.2-1). 

The temperature resolution given by NETD and the spatial resolution given by IFOV 

are important objective performance parameters. They both significantly affect the 

image quality. 

An evaluation of the quality and performance limits of thermal imagers more oriented to 

practical applications requires a combination of these parameters. 

Additionally, the subjective factor (the ability to detect, recognize, and identify 

temperature differences while using the camera system) due to the human observer must 

be taken into consideration. The minimum resolvable temperature difference (MRTD) 

and the minimum detectable temperature difference (MDTD) combine the objective and 

subjective parameters and are directly related to applications. 

For any practical thermal imaging, the following question must eventually be answered: 

Is the camera suited to my application based on its performance parameters? 

The accurate knowledge of the most important performance limits of the thermal 

imaging system used and their relevance to the application is crucial for correct 

temperature measurements and interpretation of the results. Therefore, camera 



performance parameters and their influence on practical measurement results are 

discussed in more detail in the following paragraphs. 

Temperature Accuracy 

The specification of accuracy (or, more precisely, inaccuracy) gives the absolute value 

of the temperature measurement error for blackbody temperature measurements. For 

most thermocameras, the absolute temperature accuracy is specified to be ±2 K or ±2% 

of the temperature measured. The larger value is valid. The temperature measurement 

errors arise because of errors in radiometry connected with the calibration procedure, 

the long- and short-term variability of the camera sensitivity, the limited accuracy of 

object radiation calculation from the measured radiant power and so on. For the short-

term reproducibility of a temperature measurement, a value of ±1% or ±1 K is typical. 

Field of View (FOV) 

The object field is transformed into an image within the FOV of the camera. The FOV 

is the angular extent of the observable object field (Figure 3.2-1). Sometimes the FOV 

is also given as the area seen by the camera.   

The FOV can be easily constructed by the geometrical optics. Rays passing through the 

center of a (thin) lens are not refracted. Therefore, rays that finally hit the four edges of 

the detector array limit the FOV. 

 

 

 

 

 

 

 

 

  



Table 3.2-1: Camera performance parameters [9]. 

 Name Definition, description Unit Significance 

Objective 

parameters 

Temperature 

accuracy 

Absolute error of blackbody 

temperature measurement 

K,◦C,◦F Absolute 

measurement 

accuracy 

NETD (noise 

equivalent 

temperature 

difference) 

Minimum temperature 

difference for 

SNR = 1 

K,◦C,◦F Temperature 

resolution 

FOV (field of 

view) 

Angular extent of camera 

observable object field 

degree,° Detected object 

field 

IFOV 

(instantaneous 

field of view) 

Angular extent of object field 

from which radiation is incident 

on the detector 

mrad Spatial 

resolution 

Frame rate Frequency at which unique 

consecutive images are 

produced 

1/s, Hz Time 

resolution 

Integration time Period of signal integration S Time 

resolution, 

Sensitivity 

MTF 

(modulation 

transfer 

function) 

Fourier transform of the camera 

response when viewing an ideal 

point source. 

 Spatial 

resolution 

Subjective 

parameters 

MRTD 

(minimum 

resolvable 

temperature 

difference) 

Minimum temperature 

difference at which a 4 bar 

target can be resolved by a 

human observer dependent on 

the spatial frequency of the bar 

target. 

K,◦C,◦F 

(dependent on 

spatial 

frequency) 

Recognition of 

temperature 

difference 

MDTD 

(minimum 

detectable 

temperature 

difference) 

Minimum temperature 

difference at which a circular or 

square object can be detected by 

a human observer dependent on 

the object size. 

K, ◦C, ◦F 

(dependent on 

object size) 

Detection of 

small size 

objects 

with low 

temperature 

difference 

 

  



 

Figure 3.2-1: Calculation of the cameras angular field of view (a) and the area seen by the camera (b). 

Two-dimensional cross section (c) [9]. 

 

The FOV depends on both the camera lens and the FPA dimensions. For a camera lens 

with focal length f and FPA with the linear dimension b, the FOV can be calculated as 

follows: 

𝐹𝑂𝑉 = 2 arctan (
𝑏

2𝑓
)                                             (17) 

The object area with the length 𝑥 seen by the camera at a given object distance D can be 

calculated from: 

𝑥 = 2𝐷𝑡𝑎𝑛 (
𝐹𝑂𝑉

2
)                                               (18) 

The rectangular shape of the FPA causes different horizontal field of view (HFOV) and 

vertical field of view (VFOV). 

The smaller the FOV of the camera, the better the spatial resolution of the IR image is. 

The knowledge of the camera FOV is necessary to estimate the smallest object that can 

be detected and to ensure a correct temperature measurement. From the FOV, IFOV can 

be determined by dividing the FOV by the number of FPA pixels in a line (horizontal or 

HIFOV) or in a column (vertical or VIFOV; see Section on Spatial resolution). 



Narcissus Effect 

In IR imaging, an optical reflection effect occurs which is unknown from imaging in the 

visible spectral range. The so-called narcissus effect occurs if there is a reflection from 

the camera lens, a window, or an object such that the camera detects the reflection of 

itself. The narcissus effect becomes pronounced if the reflecting object is in the focus of 

the camera. This effect results in a dark (cold) or a bright spot (warm) in the infrared 

image depending on the detector temperature. One possibility to avoid this effect is to 

change the viewing angle to a value such that there is no incident reflected radiation 

from the camera detector area on the camera objective. 

Calibration 

The infrared camera as a radiometer allows to measure some radiometric quantities such 

as radiance or radiant power. The purpose of calibration is to determine the accurate 

quantitative relations between camera output and incident radiation. For the calibration 

procedure, black bodies (emissivity close to unity) at different temperatures are used, 

since their radiometric quantities and their spectral quantities are well defined. 

Therefore, the calibration process gives a relation between camera signal and blackbody 

temperature. During camera calibration, the signal of each pixel depending on the 

blackbody temperature is determined. After the camera calibration, all pixels will give 

the correct temperature information of the object.  

During calibration, the camera aperture is completely covered by the black body. The 

distance between the camera and the black body is small so that an atmospheric 

transmittance of unity can be assumed [9]. 

Noise Equivalent Temperature Difference (NETD) 

This is the difference between the temperature of the observed object and the ambient 

temperature that generates a signal level equal to the noise level. It is also called the 

temperature resolution. NETD is defined as the ratio of the RMS noise voltage 𝑈𝑛 to the 

voltage increment ∆𝑈𝑠 generated by the difference in temperature between the 

measurement area of a technical black body (or test body) 𝑇𝑜𝑏 and background 

temperature 𝑇𝑜, divided by such a difference: 



𝑁𝐸𝐷𝑇 =
𝑈𝑛
∆𝑈𝑠

𝑇𝑜𝑏−𝑇𝑜

=
𝑇𝑜𝑏−𝑇𝑜

∆𝑈𝑠
𝑈𝑛

 , K                                     (19) 

The temperature of a technical black body measurement area is usually equal to 30 °C, 

with a background temperature of 22 °C, and the difference 𝑇𝑜𝑏 − 𝑇𝑜 should be within 

5–10K (Figure 3.2-2). 

There is also another, slightly different definition of the NETD parameter: it is defined 

as the difference of temperatures 𝑇𝑜𝑏 and 𝑇𝑜 observed by the detector, which results in a 

change in the output signal equal to the noise of the detector. NETD is determined from 

observation of the area of a technical black body, whose temperature 𝑇𝑜𝑏 is close to the 

background temperature 𝑇𝑜 (Figure 3.2-2a). An example of a signal coming from a 

detector along line N is presented in Figure 3.2-2b. The value of NETD is determined 

when signal 𝑈𝑠 is equal to noise level 𝑈𝑛. 

 

 

Figure 3.2-2: Interpretation of determination of the NETD parameter [10] 

In both cases NETD is defined as the minimum increment of the temperature difference, 

or as the minimum difference of temperatures 𝑇𝑜𝑏 and 𝑇𝑜  that can be distinguished by a 

point (single) detector (or a linear or array detector) for a given amplifier bandwidth. 

According to the theory presented in [11], narrowing of the amplifier bandwidth results 

in a decrease of the noise voltage (i.e. a decrease of NETD), but on the other hand it 

deteriorates the spatial resolution (e.g. for a constant scanning speed). Circular or 

rectangular test fields of stabilized temperature 𝑇𝑜𝑏 can be used in measurements instead 

of a technical black body measurement field. The presented definitions of NETD do not 

take into consideration the size of an object, physiology of human perception or 

properties of the display system. 

A greater value of NETD indicates a lower sensitivity of the camera. Therefore, in the 

technical data of IR cameras, the NETD parameter is called ‘thermal sensitivity’ or 



‘temperature resolution’. The catalogue value of the temperature resolution should be 

accompanied by the value of 𝑇𝑜𝑏 at which NETD was evaluated. 

NETD is one of the most popular parameters for assessing the metrological properties 

of an IR camera [12]. 

Spatial Resolution – IFOV 

The IFOV gives the angle over which one detector element of the focal plane array 

senses the object radiation [5] (Figure 3.2-3). Using the small angle approximation, the 

minimum object size whose image fits on a single detector element for a given distance 

can be calculated as: object size = IFOV · distance (Table 2.5). 

For example, a focal length of f = 50 mm and a single pixel size of 50 μm give an IFOV 

of 1 mrad. At a distance D = 5.5 m, this IFOV refers to a minimum object size of 

5.5mm. 

It is important to have in mind that the IFOV is only a geometric value calculated from 

the detector size and the focal length of the optics (Figure 3.2-4). The IFOV can also be 

determined by dividing the FOV by the number of pixels, for example, the IFOV 

amounts to 1 mrad for 20◦ FOV and 320 pixels. 

 

 

Figure 3.2-3: Angular IFOV for a detector pixel [9]. 

 



 

Figure 3.2-4: Spatial resolution, two-dimensional definition of IFOV [9]. 

 

Image Quality: MTF, MRTD, and MDTD 

The minimum resolvable temperature difference (MRTD) measures the compound 

ability of a thermal imaging system and an observer to recognize periodic bar targets 

within the image shown on a display. It is the minimum temperature difference between 

the test patterns and the blackbody background at which the observer can detect the 

pattern. This capability is governed by the thermal sensitivity (NETD) and the spatial 

resolution (IFOV) of the imaging system but strongly depends on other influencing 

variables such as the used palette, the ability of the observer to distinguish between 

different colors, and so on. The MDTD measures the compound ability of the thermal 

imaging system and an observer to detect a small size object. It is the minimum 

temperature difference between a circular or square object and the background 

necessary to detect the object.  

ASTM standards MRTD and minimum detectable  temperature difference (MDTD) test 

methods have been described in [13, 14]. 

Time Resolution – Frame Rate and Integration Time 

The accurate analysis of transient thermal processes requires a sufficient time resolution 

of thermal imaging compared to the characteristic thermal time constant of the process 

to be investigated. Most practitioners use bolometer cameras that do not offer the 

possibility of a selectable integration or exposure time in contrast to photon detector. 

In data sheets of imaging systems equipped with bolometer focal plane arrays, the time 

resolution is usually just characterized by the frame rate as the relevant camera 

parameter. Mostly this value is assumed to be related to the time resolution for the 



imaging analysis [9]. A detector with a high integration time responds more slowly to 

temperature changes; as a consequence, the maximum signal is much lower than the 

correct 100% signal. If the detector time constants are much lower (nanoseconds to 

microseconds), these detectors respond much faster and the temperature of an object can 

be correctly determined. 

3.3. Camera Software – Software Tools 

IR cameras without an analysis software would just provide qualitative false color 

images of objects. However, whenever quantitative results are needed like temperatures, 

line plots, or reports, software tools are indispensable. 

All manufacturers of thermal imaging systems provide a variety of software tools 

ranging from general-purpose software packages including, for example, thermal image 

analysis and generation of infrared inspection reports to sophisticated software packages 

which, for example, offer camera control functions, real-time image storage at 

selectable integration times, and frame rates or radiometric calculations. 

The general-purpose software mostly contains the following key features: 

• level and span adjustment; 

• selectable color palette and isotherms; 

• definition of spot analysis, lines, and areas with temperature measurements for 

maximum, minimum, and average temperatures; 

• adjustment of object parameters (emissivity) and measurement parameters (e.g., 

humidity, object distance, ambient temperature); 

• creation of professional customized reports with flexible design and layout (e.g., 

export to other software such as Microsoft Office, including visible images). 

For a very detailed analysis of static or transient thermal processes sophisticated 

software especially designed for R&D is available. Beyond the features of the general-

purpose software, such software usually includes more complex data storage, analysis, 

and camera operation tools: 

• remote control of the camera from the PC (most or all camera parameters can be 

controlled by the PC); 

• high-speed IR data acquisition, analysis, and storage; 

• digital zoom of the infrared image, use of subframes; 

• raw data acquisition and analysis, radiometric calculations; 



• automatic temperature vs time and three-dimensional temperature profile 

plotting, additional graphic, and image processing tools; 

• different data format export, automatic conversion to, for example, JPEG, BMP, 

AVI, or MATLAB-format; 

• data export to other common software applications such as Microsoft Office; 

• thermal image subtraction; 

• definition of different regions of interests (ROIs) with different shapes, separate 

emissivity, and so on. 

• customized camera calibration 

3.4. Optical excitation sources  

The excitation source is crucial for the thermographic measuring chain. Its performance 

has a decisive effect on the detection results. 

Optical thermography has gained increasing attention because of its non-destructive 

imaging characteristics with high precision and sensitivity [15]. 

Optical heaters include lasers, LEDs, Xenon flash tubes, halogen lamps, and common 

(incandescent) electrical bulbs. Such heaters are well controlled and may deliver a 

considerable amount of energy onto the surface of a test object. The most powerful heat 

sources are high power CO2 and diode lasers used for materials processing [16]. The 

drawbacks of optical heaters are the presence of reflected radiation during 

heating/cooling, which may be significantly reduced in the case of lasers and LEDs, and 

a need for high material absorptance in the spectral range of their output. The optical 

heaters typically used in active thermography are Xenon flash tubes, which provide up 

to 0.5 millionWm
2
 per pulse and halogen lamps which provide up to 30 kWm

2
 (halogen 

lamps) [17]. 

In PT, the sample surface is stimulated by a short pulse with a high-power light lamp. 

The thermal wave propagates from the sample surface into the inner part by diffusion. 

The resultant sequence of infrared images has potential to indicate defects in the sample 

at different depths [18]. The non-uniform application of heat and variation of surface 

emissivity might affect the results [19]. 

In LT, the sample is heated using a mono-frequency sinusoidal thermal excitation. The 

magnitude of the periodic temperature change at the surface and its phase with respect 

to the applied modulated heating is extracted by using post-processing algorithms for 



defect detection [20]. This method has as advantages a better signal-to-noise (S/N) ratio 

and an adjustable depth range for inner defect visualization. However, it demands a 

selection of a suitable frequency to avoid the blind frequencies and repetitive 

experiments are required to resolve the defects location at different depths [22]. 

ST based on temporal temperature analysis caused by step excitation in time domain is 

similar to PT in heating excitation mode which has longer heating time. 

Those methods usually use flash lamps, halogen lamps or laser beam as heating source 

powered by an excitation source such as power amplifier with signal generator. 

Figure 3.4-1 shows the diagram of an optical thermography system. Halogen lamps, 

flash lamps or laser beam are driven from pre-set current which is generated by 

excitation source. Generally, a synchronous trigger receives the “start” command from 

the PC and then triggers the IR camera and the excitation source to work synchronously. 

According to the different pre-set excitation current, it can work in LT mode, PT, ST 

mode.  

 

 

Figure 3.4-1: Diagram of the optical thermography [22] 

In LT mode, the pre-set current is an amplitude-modulated current 𝑖𝑒𝑥 , obtained by 

combining a low-frequency sinusoidal signal with a high-frequency signal which can be 

expressed as: 

 

𝑖𝑒𝑥 =  𝐼𝑚𝑠𝑖𝑛(2𝜋𝑓𝑙𝑜𝑐𝑘𝑡)𝑠𝑖𝑛(2𝜋𝑓𝑐𝑎𝑟𝑟𝑡)                          (20) 

 

where 𝐼𝑚 is the maximum of the amplitude. 𝑓𝑙𝑜𝑐𝑘 and 𝑓𝑐𝑎𝑟𝑟 are lock-in frequency and 

carrier frequency, respectively. The excitation current profile is shown in Figure 3.4-2. 

 



 

Figure 3.4-2: Profile of the lock-in excitation current [22] 

According to the theory of thermal wave, the probing depth of defects depends on the 

length of the thermal diffusion which can be given by:  

 

𝜇𝑡ℎ =  √
𝛼

𝜋𝑓𝑙𝑜𝑐𝑘
=  √

𝑘

𝜋𝑓𝑙𝑜𝑐𝑘𝜌𝑐𝑝
                                  (21) 

 

where 𝛼 is thermal diffusity (m
2
/s), 𝑘 is the thermal conductivity of the material 

(W/mK), 𝜌 is the density (kg/m
3
), 𝑐𝑝 is specific heat (J/(kg⋅K)) at costant pressure. For a 

specific material, the value of 𝜇𝑡ℎ is determined by the lock-in frequency. Thus, the 

sample is heated periodically and the temperature on the surface of the sample varies 

periodically as well. Due to fact that the variation of frequency is nearly equal to the 

lock-in frequency, the interference such as non-uniform heating, environmental 

reflections and surface emissivity variations can be suppressed extensively by using 

Fourier analysis [23]. Thus, the lock-in frequency of the excitation source should be set 

manually for the specific sample with different structure and characteristics. The range 

of lock-in frequency is usually adjusted between 0.01 Hz to dozens Hz and the carrier 

frequency range is dozens to hundreds Hz [20,21]. 

In PT and ST mode, the pre-set current 𝑖 (𝑡) can be expressed by the equation (22) and 

its profile is shown in Figure 3.4-3. 

 

𝑖 (𝑡)  =  𝐼𝑚 · 𝑠𝑖𝑛(2𝜋𝑓𝑡)                                           (22) 



 

Figure 3.4-3: Profile of the pulsed excitation current [20] 

where 𝐼𝑚 and 𝑓 are the current amplitude and frequency, respectively. A pulse of 

energy is generated by the lamps or flashes which is driven by the excitation current. 

The duration of the pulse is variable from μs to s depending on the thickness of the 

material to be probed and its thermal properties. 

The excitation source is an important element for the optical thermographic measuring 

chain whose performances directly influence the accuracy of the detection results. Thus, 

it is necessary to use a high efficiency and lower cost excitation source. 

3.5. Properties of tested materials 

A tested material can be described by a few specific properties: emissivity, reflectivity, 

transmissivity, effusivity and diffusivity. 

The emissivity (𝜀) is the relative ability of its surface to emit energy by radiation. It is 

the ratio of energy radiated by a particular material to energy radiated by a black body at 

the same temperature. A true black body would have 𝜀 =  1 while any real object 

would have 𝜀 <  1. Emissivity is a dimensionless quantity. In general, the duller and 

blacker a material is, the closer its emissivity is to 1. This is a surface property and 

surfaces with high emissivity are the most attractive for thermography as the optical 

energy applied is fully absorbed, after which the surface can emit thermal radiation. 

Accurate emissivity measurement is particularly important in low-emissivity materials. 

In objects with high emissivity, slight variations in the chosen emissivity value cause 

only minor changes in the resulting surface temperatures. However, in low-emissivity 

objects, such as polished steel or aluminum, temperature measurement is particularly 

complicated, because small variations in emissivity lead to large variations in the 

resulting temperatures. 



The thermal reflectivity (𝑟) determines the amount of energy which can be reflected by 

a material with respect to the total incident energy. A low value of this parameter 

indicates that a large fraction of the incident energy is absorbed. 

The transmissivity (𝜏) indicates how much energy passes through a material. Almost all 

materials tested by transient thermography are significantly opaque to energy being 

applied so they do not transmit radiation (transmissivity 𝜏 = 0). 

The relation among thermal emissivity, reflectivity and transmissivity of a surface has 

been described in the paragraph 2.2. 

Many surfaces reflect a high proportion of the incident illumination. Therefore, only a 

small proportion of the incident light is absorbed and converted to heat (ɛ << 1). The 

emissivity can be not only much less than unity but its value can also vary across the 

same surface. As a solution to both these issues, surfaces which are inspected by using 

transient thermography are very often covered by black paint. This paint increases and 

equalizes emissivity and therefore it substantially reduces the reflectivity of the surface. 

The thermal diffusivity 𝛼 (m2
/s) is a measure of the material thermal inertia and is 

described by: 

𝛼 =  
𝑘

𝜌𝑐𝑝
                                                      (23) 

 

where 𝑘 is the thermal conductivity (W/mK), 𝜌 is the density (kg/m
3
), 𝑐𝑝 is the heat 

capacity (J/kgK). 

The higher the value of thermal diffusivity, the shorter time energy takes to diffuse 

through a material. This parameter affects the required sampling rate of the IR camera 

(discussed above in the paragraph 3.2) which needs to be high for highly diffusive 

materials. The total sampling time required to allow for diffusion to the back wall of a 

layer is specified by: 

𝑡𝑒𝑥𝑝 =  
𝐿2

𝜋𝛼
                                                 (24) 

 

where 𝐿 is the thickness of the layer and  𝛼 is the thermal diffusivity [24, 25]. 

The thermal diffusivity is a measure of the thermal energy diffusion rate through the 

material. The diffusion rate will increase with the ability to conduct heat and decrease 

with the amount of thermal energy needed to increase the temperature. Large values of 

diffusivity mean that objects respond fast to changes of the thermal conditions. 

Therefore, this quantity governs the timescale of heat transfer into materials. If a 



material has voids or pores in its structure, then both the thermal conductivity and 

density decrease, so the thermal diffusivity changes. This implies a variation of the heat 

transfer within the material is affected, leading to observable changes of surface 

temperatures in the vicinity of the defects. 

Thermal effusivity (𝑒) (J/m
2
K

2
s

0.5
) is a measure of the ability of the material to 

exchange thermal energy with its surroundings and is described by: 

𝑒 =  √𝑘𝜌𝑐𝑝                                              (25) 

This quantity will govern how much the temperature of an object changes if invested 

with thermal energy. Low values of effusivity lead to high surface temperatures after the 

pulse deposition [26]. 

The effusivity also has another effect on heat transfer within a material. Considering a 

thermal contact between two materials with different effusivities 𝑒1 and 𝑒2  one often 

characterizes the thermal behavior with the thermal mismatch factor 𝛤:  

𝛤 =  
𝑒1−𝑒2

𝑒1+𝑒2
                                                       (26) 

𝛤 =  0, that is, equal effusivities, implies that there is no thermal mismatch (the 

interface of the two materials cannot be detected by a temperature measurement at the 

surface). For a perfect thermally conducting first material, 𝛤 =  1 and for a perfect 

thermally insulating material,  𝛤 =  −1. 

If the transient thermal behavior of a composite material is analyzed, the thermal 

mismatch factor will describe the change in thermal transit time compared to a 

homogeneous material. The effusivity, in this respect, behaves like, for example, the 

refraction index in optics when describing the reflection of optical waves being incident 

onto the interface between two media. An optical interface cannot be detected if the two 

indices of refraction are identical. In this case, the wave just passes the interface 

undisturbed without changing its speed. In an even more general scheme, any wave is 

characterized by a wave resistance or impedance, which depends on the material 

properties. If the wave hits an interface to another material, reflections can only be 

observed if there is a change in impedance. 



3.6. Data acquisition 

According to relative position of excitation and camera, there are two possible 

configurations for acquiring the data: (1) reflection mode, where excitation and camera 

are located on the same side, and (2) transmission mode, where excitation and camera 

are located on the opposite sides. Usually, there is no direct access to both sides of the 

components. Hence reflection mode configuration is more practical. And, for surface 

heated by optical sources (optical thermography), defect depth can be quantified under 

reflection mode while not under transmission mode. However, transmission mode 

generally yields more accurate results than reflection mode for some components (like 

thin plate). Another advantage of transmission mode is that the excitation does not 

block the camera view to sample surface[27]. 

Various deployments are possible:  

• point inspection (example: laser or focused light beam heating); 

• line inspection (example: heating with line lamps, heated wire, line of air jets 

(cool or hot), scanning laser);  

• surface inspection (example: heating using lamps, flash lamps, scanning laser); 

either in reflection (thermal source and detector located on the same side of the 

inspected component) or in transmission (heating source and detector located on 

each side of the component).  

After the set up configuration is completed a sequence of thermograms can be acquired. 

A thermogram is a thermal map or image of a target where the grey tones or color hues 

represent the distribution of infrared thermal radiant energy emitted by the surface of 

the target. 

Thermographic data result in sequences of IR images that reflects the evolution of 

temperature (after the conversion of the energy detected into a temperature value) in 

time: 𝑇(𝑥, 𝑦, 𝜏). Mathematically, such a sequence can be regarded as a 3D matrix of 

temperature: 𝑇(𝑖, 𝑗, 𝑘), where 𝑖, 𝑗 are surface coordinates, and 𝑘 is the discrete time. 

3.6.1. Experimental setup and data acquisition for lock-in 

experiments 

Figure 3.6-1 depicts a lock-in thermography experiment (reflection mode). Two lamps 

are shown although it is possible to use several lamps mounted on a frame to reduce the 

non-uniform heating and/or to increase the amount of energy delivered to the surface. It 



is also possible, as previously remarked, to use different optical sources. The lamps 

send periodic waves (e.g. sinusoids) at a given modulation frequency 𝜔, for at least one 

cycle, ideally until a steady state is achieved, which depends on the specimen’s thermal 

properties and the defect depth, see Eq. (13) in the paragraph 2.3.1. In practice, 

however, only a few cycles are needed to adequately retrieve phase and amplitude data, 

much before attaining steady state conditions. 

 

 

Figure 3.6-1: Experimental set-up for lock-in thermography (re lection mode) [28] 

 

Figure 3.6-2 shows an example of the raw output signal for a sinusoidal input at two 

different points (pixels). As can be seen, noise is omnipresent and processing is required 

not only to extract the amplitude and/or phase information but also to de-noise the 

signal. 

A complete LT experiment is carried out by inspecting the specimen at several 

frequencies, covering a wide range from low to high frequencies, and then a fitting 

function can be used to complete the amplitude or phase profiles for each point (i.e. 

each pixel). Nevertheless, there exists a direct relationship between depth and the 

inspection frequency that allows depth estimations to be performed from amplitude or 

phase data without further processing. Furthermore, the energy required to perform an 

LT experiment is generally less than in other active techniques, which might be 

interesting if a low power source is to be used or if special care has to be given to the 

inspected part [29]. 



 

Figure 3.6-2: Lock in raw data output signal [28] 

3.6.2. Experimental setup and data acquisition for pulsed and 

stepped/long pulsed thermography 

When compared to LT, data acquisition in PT/ST is fast and straightforward as 

illustrated in Figure 3.6 3. 

Two photographic flashes are used to heat up the specimen’s surface, and the thermal 

changes are recorded with an infrared camera. A synchronization unit is needed to 

control the time between the launch of the thermal pulse and the recording with the IR 

camera. Data is stored, as described above, as a 3D matrix. Temperature decreases 

approximately with the square root of time (at least at early times), as predicted by Eq. 

(15), except for the defective areas, where the cooling rate is different. 

Although heat diffusion is a complex problem, the relationship between defect depth 

and time, simplified through Eq. (15), has been exploited by many researchers to 

develop qualitative and quantitative techniques.  These techniques were considered to 

be some of the most promising ones among many others and they are currently 

subjected to extensive investigation [28]. 



 

Figure 3.6-3: Experimental set-up for PT/ST thermography (reflection mode) [28] 

3.7. Data processing 

More recently a new research line began to gain great importance. This new line deals 

with data processing algorithms, which are used not only to improve the level of 

detection of the IRT technology, but also to characterize the detected defects in order to 

automate the inspection process [30].  

The first part of this section focuses on signal processing, the second one is concerned 

with image processing. 

3.7.1. Lock-in data processing 

Contrary to PT for which a great variety of processing techniques are available, as 

described below, only a few signal processing techniques are commonly used for LT 

data. A four-point methodology for sinusoidal stimulation is frequently cited [31, 32] as 

a tool to retrieve amplitude and phase. Another possibility is to fit the experimental data 

using least squares regression, [33] and to use this synthetic data to calculate the 

amplitude and the phase. Alternatively, as for the case of PT, the discrete Fourier 

transform (DFT) can be used to extract amplitude and phase information from LT data 

[34]. 

The four point methodology for sinusoidal stimulation is  illustrated in Figure 3.7-1. 

 



 

Figure 3.7-1: Four point methodology for amplitude and phase delay estimation by lock-in thermography. 

The sinusoidal input signal I is represented on top of the Figure 3.7-1, the response 

signal S is depicted at the bottom. As mentioned before, input and output have the same 

shape when sinusoids are used, there is only a change in amplitude and phase that can 

be calculated as follows [33]: 

 

𝐴 =  √(𝑆1 − 𝑆3)2 + (𝑆2 − 𝑆4)2                                    (27) 

 

𝛷 = 𝑎𝑟𝑐𝑡𝑎𝑛 (
𝑆1−𝑆3

𝑆2−𝑆4
)                                         (28) 

 

The 4-point method is fast but it is valid only for sinusoidal stimulation and is affected 

by noise. The signal can be de-noised in part by averaging of several points and/or by 

increasing the number of cycles. The possibility is to fit the experimental data using 

least squares regression and to use this synthetic data to calculate the amplitude and the 

phase. This two alternatives contribute to reduce the calculations.  

The discrete Fourier transform (DFT) can also be used to extract amplitude and phase 

information from LT data, as mentioned before. Initially proposed for pulsed 

thermography data [35] (see pulsed phase thermography below), the DFT can be written 

as [28]: 

 

𝐹𝑛 =  ∆𝑡 ∑ 𝑇(𝐾∆𝑡)𝑒𝑥𝑝(
−𝑗2𝜋𝑛𝑘

𝑁⁄ ) = 𝑅𝑒𝑛 + 𝐼𝑚𝑛
𝑁−1
𝑘=0                     (29) 



where 𝑗 is the imaginary number ( 𝑗2 = −1), 𝑛 designates the frequency increment 

(𝑛 = 0,1, … 𝑁); ∆𝑡 is the sampling interval; and 𝑅𝑒 and 𝐼𝑚 are the real and the 

imaginary parts of the transform, respectively. 

In this case, real and imaginary parts of the complex transform are used to estimate the 

amplitude and the phase [35]: 

𝐴𝑛 =  √𝑅𝑒𝑛
2 + 𝐼𝑚𝑛

2                                                    (30) 

 

𝛷 = 𝑡𝑎𝑛−1 (
𝐼𝑚𝑛

𝑅𝑒𝑛
)                                                    (31) 

 

The DFT can be use with any waveform (even transient signals as in pulsed phase 

thermography) and has the great advantage of de-noising the signal. Although very 

useful, Eq. (29) is time consuming. 

Fortunately, the fast Fourier transform (FFT) algorithm is available [36] to be 

implemented and it can be found (integrally or simplified) in common software 

packages. 

3.7.2. Pulsed and stepped/long pulsed data processing 

PT is probably the most extensively investigated approach because of its ease of 

deployment. Raw PT data however, are difficult to handle and analyze. There are a 

great variety of processing techniques that have been developed to enhance the subtle 

IR signatures [35, 37, 38]. A brief discussion is provided for most common applications. 

Thermal Contrast Based Techniques 

Thermal contrast is a basic operation that despite its simplicity is at the origin of most of 

the PT analysis. Various thermal contrast definitions exist, but they all share the need to 

specify a sound area 𝑆𝑎, i.e. a non-defective region within the field of view. For 

instance, the absolute thermal contrast ∆𝑇(𝑡) is defined as [39]: 

∆𝑇(𝑡) =  𝑇𝑑(𝑡) − 𝑇𝑆𝑎
(𝑡)                                         (32) 

with 𝑇(𝑡) being the temperature at time 𝑡, 𝑇𝑑(𝑡) the temperature of a pixel or the 

average value of a group of pixels, and 𝑇𝑆𝑎
(𝑡) the temperature at time 𝑡 for the 𝑆𝑎. No 

defect can be detected at a particular 𝑡 if ∆𝑇(𝑡) = 0. 



The main drawback of classical thermal contrast is establishing 𝑆𝑎, especially if 

automated analysis is needed. Even when 𝑆𝑎 definition is straightforward, considerable 

variations on the results are observed when changing the location of 𝑆𝑎 as is well-

known [40]. 

Pulsed Phase Thermography 

Pulsed phase thermography (PPT), is another interesting technique, in which data are 

transformed from the time domain to the frequency spectra using the one-dimensional 

discrete Fourier transform (DFT), i.e. Eq. (29). The use of the DFT, or more precisely 

the FFT on thermographic data was first proposed by Maldague and Marinetti in 1996 

[35]. Since then, it has been applied to other thermographic data, such as lock-in, 

described in section 3.7.1. As for the case of LT, the amplitude and the phase can be 

computed from Eqs. (29) and (30). The frequency components can be derived from the 

time spectra as follows: 

𝑓 =  
𝑛

𝑁∆𝑡
                                                      (33) 

where 𝑛 designates the frequency increment (𝑛 = 0,1, … 𝑁), ∆𝑡 is the time step and 𝑁 is 

the total number of frames in the sequence recorded. 

Phase 𝛷 is of particular interest in NDE given that it is less affected than raw thermal 

data by environmental reflections, emissivity variations, non-uniform heating, surface 

geometry and orientation. These phase characteristics are very attractive not only for 

qualitative inspections but also for quantitative characterization of materials.  

The FFT is typically used to extract amplitude and phase information.  

Thermographic Signal Reconstruction 

Thermographic signal reconstruction (TSR) is an attractive technique that allows 

increasing spatial and temporal resolution of a sequence, reducing at the same time the 

amount of data to be manipulated. TSR is based on the assumption that, temperature 

profiles for non-defective pixels should follow the decay curve given by the one-

dimensional solution of the Fourier Equation, i.e. Eq. (12), which may be rewritten in 

the logarithmic form as: 

𝑙𝑛(∆𝑡) = 𝑙𝑛 (
𝑄

𝑒
) −

1

2
𝑙𝑛(𝜋𝑡)                                       (34) 



Next, an 𝑛-degree polynomial is fitted for each pixel [41]: 

𝑙𝑛(∆𝑡) =  𝑎0 + 𝑎1𝑙𝑛(𝑡) + 𝑎2𝑙𝑛2(𝑡) + ⋯ + 𝑎𝑝𝑙𝑛𝑝(𝑡)                  (35) 

Typically, 𝑛 is set to 4 or 5 to avoid “ringing” and to insure a good correspondence 

between data and fitted values. Synthetic data processing brings interesting advantages 

such as: significant noise reduction, possibility for analytical computations, 

considerably less storage is required since the whole data set is reduced from 𝑁 to 𝑝 + 1 

images (one per polynomial coefficient), and calculation of first and second time 

derivatives from the synthetic coefficients are straightforward. 

Slope and correlation coefficient R
2
 

By plotting the equation (34), the trend is the following (Figure 3.7-2): 

 

Figure 3.7-2: Trend of cooling curve in a double logarithmic scale 

If there is a defect in the depth (sub-surface) (2), the decay of the temperature variation 

is "deviate" from the homogeneous condition without defects and, in general, the slope 

is different from (−1/2). In the presence of a defect, it is possible to notice a deviation 

of the cooling curve from a linear trend in a double logarithmic diagram, such as shown 

in Figure 3.7-2. A measure of this deviation is the square correlation coefficient R
2
 [42]. 

Principal component thermography  

As explained above, the Fourier transform provides a valuable tool to convert the signal 

from the temperature-time space to the phase-frequency one by the use of sinusoidal 

basis functions, which may not be the best choice for representing transient signals, that 

are the tipical temperature profiles found in pulsed thermography. Singular value 

decomposition (SVD) is an alternative tool to extract spatial and temporal data from a 



matrix in a compact or simplified manner. Instead of relying on a basis function, SVD is 

an eigenvector-based transform that forms an orthonormal space. SVD technique is 

close to the principal component analysis (PCA) with the difference that SVD 

simultaneously provides the PCAs in both row and column spaces. 

The SVD of an 𝑀𝑥𝑁 matrix 𝐴 (𝑀 > 𝑁) can be calculated as follows [43]: 

 

𝐴 = 𝑈𝑅𝑉𝑇                                                        (35) 

where 𝑈 is a 𝑀𝑥𝑁 orthogonal matrix, 𝑅 being a diagonal 𝑁𝑥𝑁 matrix (with singular 

values of 𝐴 present in the diagonal), 𝑉𝑇 is the transpose of an 𝑁𝑥𝑁 orthogonal matrix 

(characteristic time).  

Hence, in order to apply the SVD to thermographic data, the 3D thermogram matrix 

representing time and spatial variations has to be reorganized as a 2D 𝑀𝑥𝑁 matrix 𝐴. 

This can be done by rearranging the thermograms for every time as columns in 𝐴, in 

such a way that time variations will occur column-wise while spatial variations will 

occur row-wise. Under this configuration, the columns of 𝑈 represent a set of 

orthogonal statistical modes known as empirical orthogonal functions (EOF) that 

describes the spatial variations of data [43, 44]. On the other hand, the principal 

components (PCs), which represent the time variations, are arranged row-wise in matrix 

𝑉𝑇. The first EOF will represent the most characteristic variability of the data; the 

second EOF will contain the second most important variability, and so on. Usually, 

original data can be adequately represented with only a few EOFs. Typically, a 1000 

thermogram sequence can be replaced by 10 or less EOFs. 

3.7.3. Evaluation of thermal images 

Image processing for automation or other purposes can be divide into three major parts: 

first, preprocessing of images (noise reduction); second, segmentation (locate relevant 

information); and third, feature extraction and reduction. 

Preprocessing - Noise Reduction 

The most important part in any image processing for pattern recognition or image 

classification is the preprocessing of the raw data. On the one hand, it is necessary to 

reduce noise and eliminate pixel artifacts in the images; on the other hand, phenomena 

like distortion, twisting, scaling, or translation can occur regarding the object geometry. 

This requires the input images to be transformed geometrically. 



Noise in IR images is given by random changes of pixel signals caused by single pixel 

noise as well as fixed pattern noise. The filters used to reduce noise are characterized as 

low-pass filters. The frequency information  refers to the spatial frequency of the 

system. Fixed pattern noise is characterized by a spatial periodicity referring to the pixel 

size, which can be regarded as analogous to the wavelength λ. Then, 2π/λ is referred to 

as wave vector or spatial frequency. A small value λ implies high spatial frequency and 

vice versa. Obviously, the pixel size is the smallest possible spatial periodicity in IR 

images, that is, it resembles the highest possible frequency 𝑓𝑚𝑎𝑥. Therefore, fixed 

pattern noise (as well as single pixel errors) refers to high spatial frequencies. 

Consequently, it may be reduced by applying low-pass filters, which suppress high 

frequencies, while at the same time preserving edges and contours. The easiest low-pass 

filters are just averaging pixels with their neighbor pixels, for example, fixed pattern 

noise (as well as single pixel errors) refers to high spatial frequencies. 

Geometrical Transformations 

For comparing a processed object with a reference object (e.g., manufactured products), 

both must have identical geometrical properties (position and orientation). But before 

that, it is appropriate to start with the challenging and exciting part of defect detection 

and image classification. Mathematically, the possible geometric variations are 

described by projective and affine transformations. 

Affine transformations consist of a multiplication of the original Cartesian coordinates 

by a (2 × 2) matrix and a vector addition to represent a translation. 

Segmentation 

Typically, the first step after preprocessing is the segmentation of the input data, that is, 

searching for ROI (region of interest). The main goal is to determine the zones in the 

image where the relevant information are located. There are several possibilities for the 

image segmentation like region-growing segmentation, histogram-based segmentation, 

and edge detection. The decision on which type of segmentation procedure must be 

applied depends on the concrete goals of the image-processing procedure. In some 

cases, only a segmentation between foreground and background zones is necessary by   

using a histogram method; in others, one may need to locate certain objects by edge 

detection algorithms. 

All pixels that are classified as belonging to a ROI have one or more similar properties.  



Feature Extraction and Reduction 

After the segmentation, that is, defining ROIs in the image, the procedure of feature 

extraction can start. Pixels in the signal matrix that represent noncontinuous jumps 

represent existing structures or edges in the image. To emphasize these discontinuities 

with sizes of the order of 1 pixel a high-pass filtering is needed by applying several 

local pixel operators. 

Most of the different methods used may be grouped into two categories: gradient and 

Laplacian. The gradient methods detect edges by looking for extreme values (maxima 

and minima) of the first derivative of the image. In principle, the Laplacian method, 

which searches for positions where the second derivative of the image becomes zero, is 

equivalent. 

The most important goal of image processing is to find optimal edge detection 

algorithms. The most popular edge detection procedure is the so-called Canny 

algorithm, which claims to combine good detection, good localization, and minimal 

response. This means, that as many existing edges as possible should be marked exactly 

at the correct position and independent of noise. In addition, no false edges should be 

detected due to noise or pixel errors. 

Pattern Recognition 

In some applications, the acquired images contain specific patterns or geometrically 

parameterizable objects like, for example, straight lines, parabola, circles, and so on. In 

these cases, a coordinate transformation from the original x-y-space to a so-called 

Hough space can be applied to extract these patterns. All pixels in the gradient matrix 

(result of feature extraction) with intensities above a certain threshold are used for the 

transformation. The simplest case is to search for collinear points or nearly straight 

lines. 

The paragraph has been built based on the references [45–51]. 
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4. Concluding Remarks  

In Part I, the background of the material included in this thesis has been provided. 

Chapter 1 motivates the research and presents the included publications.  

Chapter 2 gives an introduction to the principles of thermal infrared imaging and its 

applications.  

Chapter 3 gives an overview of the radiation detector principles used in thermal imaging 

systems:  the background knowledge of the operation principles, the limiting factors for 

the detector performance, and the imaging systems. The acquisition procedure and the 

processing algorithms have been also introduced for interpretation of the thermal data to 

extract the features of interest from and there discussed. 

The results are presented in the papers in Part II. Discussions from papers are 

summarized in Section 4.1 and conclusions are provided in Section 4.2. 

4.1. Results and Discussion 

Case study: Quality assessment of composite bonded joints 

The ability of the infrared thermography to characterize defects in adhesively bonded 

composite joints has been demonstrated in various works [1, 2]. It has been assessed 

that in general the optical techniques, PT and LT, performed well and were able to 

detect most defects with acceptable resolution and reliability. 

In paper A [3], it has been analyzed, the results of an experimental investigation aimed 

at determining the capability and reliability of the lock-in thermography as a non-

destructive check method for assessing the integrity of glass-fiber reinforced 

thermosetting  plastic (GFRP) adhesive joints used for the construction of wind rotor 

blades.  

The used specimens have been single lap adhesive joints which have been prepared as 

per ASTM D 3165 standard using glass fiber reinforced thermosetting plastic (vinyl 

ester GFRP) as substrate and a two part epoxy adhesive: AME6000 INF (Ashland 

Composite Polymers) and ADH 90.91 (Altana Electrical Insulation). Adherends were 

characterized by multiple layers of quadriaxial 0 ° / +45 ° / 90 ° / -45 ° fabric glass fiber 

and were obtained from a laminate fabricated using the technique of infusion of the 

resin under vacuum (VARI). The thickness of the adherends is set to a value of 2.5 mm, 

while the thickness of the adhesive is equal to 0.76 mm 



The configuration chosen to implement the lock-in technique is the reflection one: the 

excitation source and the infrared camera are located on the same side. The inspection 

has regarded the entirely surface of the specimens. The set-up used (Figure 4.1-1) is 

coherently with what described in section 3.6.1,  Figure 3.6-1. In particular two 500W 

halogen lamps provided the heating flux emitting sinusoidal of 0.00125Hz frequency.  

A preliminary test has been carried out to assess the optimum value of the modulation 

frequency, the value that ensure the right thermal diffusion length to reach the defects, 

according to theoretical explanation reported in section 2.3.1  and resumed in Equation 

(13).  

 

Figure 4.1-1: Top view of set-up used for lock-in thermography (β = 30°, DT = 30 cm, DL = 20 cm) [3] 

The FLIR T640 infrared camera has been used in the experiment, equipped with a focal 

plane array (640 x 480 pixels) uncooled microbolometer detector. The spectral range is 

from 7.5 to 14μm. 

Its temperature measurement range is from -40 °C to 2000 °C and the NEDT < 0.035°C 

at 30°C enables quick and accurate imaging of targets. 

A rule of thumb for lock-in acquisition is to acquire almost 100 frames per cycle and for 

the reported experimental study the number of cycles was three, so with a simple 

calculation the acquisition rate to be use was between 2 and 3 Hz. Since the maximum 

frame rate of the chosen camera is fixed at 30 Hz, it surely allowed to perform the 

required acquisition frequency [4].  

The small FOV (25° x 19°) of the camera, for a 24.6mm focal length of the lens, allows 

a good spatial resolution of the IR image necessary to compare the thermographic 

results with the ultrasonic results. 

The discrete Fourier transform (DFT) has been used to extract amplitude and phase 

information from LT acquired data. In the extracted phase images the defects appear 



with a different phase signal respect to the homogeneous material, moreover the phase 

of thermal wave is related directly to defects depth (Figure 4.1-2). 

Finally, a simple segmentation algorithm, based on a threshold derived from a statistical 

analysis of data, has been implemented to search for ROI (region of interest) and to 

determine the defected zones in the phase images. 

In Figure 4.1-2, pictures of the broken specimens are reported and compared with the 

non-destructive results (thermographic investigation and ultrasonic one). Mechanical 

tests were conducted according to ASTM D3039. For samples whose images give a 

response symptomatic of the absence of imperfections in bonding (white areas), the 

observation of the optical photos after the breakup confirms the goodness of the 

bonding, as in the case of samples that show the presence of defects (black areas), 

which appear located in the identified positions and with correct shapes and size. The 

dotted red lines, drawn in Figure 4.1-2, help to recognize the bonded/debonded area. 

 

Figure 4.1-2: Phase images, UT images and images of the broken joints of three investigated samples [3] 



The goodness of the choices made in implementing the thermographic technique is 

proved by the agreement of lock-in thermographic results with the results of the well 

established UT C-scan inspection and those from the mechanical tests. 

 

Case study: Investigation of dynamic thermal behavior of opaque building 

elements 

In Paper B [5], the thermography technique is proposed to study the thermal behavior of 

opaque walls by adopting an innovative set up based on an active/stimulated 

thermography. In literature, a passive approach technique was already applied for 

thermal behavior evaluation of opaque building walls, but exclusively with regard to 

thermal transmittance and not for dynamic regime analysis. The aim of paper B is to 

evaluate the effectiveness of stimulated thermography on studying the dynamic 

behavior of opaque elements, delegating to a successive work the optimization of the 

experimental technique for in situ application.  

The proposed procedure is based on the application of a periodic heat source on one 

side of two walls: one made with an insulating filler of vegetable nature (hemp fibre) 

and one without this insulation. The stimulation applied returns that one of the 

thermographic lock in technique. The schematic representation of proposed 

experimental set-up is shown in Figure 4.1-3. 

Two thermal camera have been employed: Flir T620 and  Flir A20 thermocameras. 

The first camera has a focal plane array uncooled microbolometer detector (640 × 680 

pixels image resolution)  and it is sensitive in the spectral range from 7.8 to14 μm. Its 

thermal sensitivity is less than 0.04°C at 30°C; the range of measurements is from 

−40°C to 650°C and it is calibrated within an accuracy of  +/– 2°C or +/– 2% of 

reading. The maximum frame rate is fixed at 30 Hz. The FOV is (25° x 19°), for a 

24.6mm focal length of the lens [4]. 

The second one, Flir A20, has a focal plane array uncooled microbolometer detector 

(160 × 120 pixels image resolution, spectral range from 7.5to 13 μm, thermal sensitivity 

less than 0.05°C at 30°C, range of measurements from −40◦C to 150◦C with an 

accuracy of ±5°C . The FOV is  19° x 14°/0.3 m (with 17 mm lens). Its maximum frame 

rate is equal to 60 Hz [4]. 

 



 

Figure 4.1-3: Schematic representation of experimental set-up proposed to study the thermal behaviour of 

the wall [5]. 

The performance parameters of the two cameras are quite different. In particular, the 

thermal camera Flir T620  seems to be more performant regarding  the thermal 

sensitivity and achievable the spatial resolution. However, this experimental study 

doesn’t need a high performance thermal imaging system because the interest is versus 

mean measurements of the involved quantities. Hence, the cost of the investigation can 

be reduced by choosing a cheaper infrared sensor. 

Two 1000W halogen lamps have been provided the heating flux, emitting a periodic 

square wave signal for three cycles. In this case, each cycle consisted in 4h working 

period and 4h pause period of the lamps; therefore the overall duration of wall 

stimulation has been 24 h.  

Simultaneous acquisitions, on the front and rear side of the wall, of the thermal signal 

has been made by means of  the two infrared cameras with a same frame rate of 0.033 

Hz for both of them. 

The thermographic data acquired have not been processed by using the usual algorithm 

dedicated to lock in analysis as the knowledge of the time lag, the time shift between the 

maximum temperature peaks, and the decrement factor, the ratio between the oscillation 

amplitude of the temperatures, are necessary for evaluating the dynamic behavior of the 

walls. The values of the temperatures have been directly obtained by the thermal 



sequences. In particular, the emissivity of surfaces has been taken equal to 0.92 with a 

good approximation. 

In Figure 4.1-4 are shown the results obtained with the proposed experimental 

procedure in terms of temperature evolution in front and rear side of the two considered 

walls. In particular, the trend of the max value of temperature on the heating area at the 

center of the wall has been considered Figure 4.1-5. 

 

Figure 4.1-4: Comparison among temperatures for both the sides of prototype walls [5]. 

 

 

Figure 4.1-5: Thermographic images of the wall (Temperatures in◦C): Temperature map on the side of 

input stimulation (a) and temperature map on the side of output response(b) [5]. 

The presence of the hemp fibres determines an increasing of time shift between the 

temperature waves with respect to the shift for the empty brick (19 min) and a 

decreasing in the decrement factor (32%, defined as the difference between the 

decrement factors on the filled and the empty walls, with respect to the empty one), 

therefore improving the thermal behavior of the wall. 



 

Case study: Adhesion quality and thickness measurement on Thermal 

Barrier Coating (TBC) 

The thermographic techniques used to achieve the outcomes in paper C [6] are the both 

pulsed thermography and stepped/long pulsed one. The outcomes are the detection of 

the adhesion defects among the base material and the Thermal Barrier Coating (TBC), 

and the thickness of TBC evaluated by an appositively developed empirical 

thermographic method to discriminate between an unevenness of the thickness and a 

defect zone. 

A TBC system contains two thermally different solid materials in which Zirconia is a 

thermally resistive ceramic and a nickel supper alloy which is a thermally conductive 

metal. The thermal conductivity of nickel–super alloy is 7 times greater than Zirconia. 

Differences in thermal conductivity between TBC and the substrate cause significant 

changes in the surface cooling. This difference can be advantageously used for the 

application of transient thermography to TBC systems. Moreover, the propagating heat 

front in a thin and thick coating will have different distance to reach the highly 

conductive substrate. The applied signal processing techniques have been thought in 

order to take advantage of this thermophysical difference to investigate damages in the 

adhesion and to evaluate the thickness of the coating by analyzing thermal profile 

during the cooling stage. 

The specimens used are ten discs with metallic bondcoat and a ceramic topcoat which is 

yttria stabilized zirconia (YSZ), deposited by High Velocity Oxy Fuel (HVOF) 

technique. They have different thickness. Two of these have been realized with an 

adhesion defect (2mm and 5mm of diameter). 

The two thermographic techniques have been implemented by using three different set 

up. 

The configuration chosen for all the set up’s is the reflection one: the excitation source 

and the infrared camera are located on the same side. The inspection has regarded the 

entirely surface of the specimens.  

 



 

a 

 

 

 

b 

 

Figure 4.1-6: Experimental set up for thermographic data acquisition. a. Set up referred to flash heating 

source; b. Set up referred to laser heating source (used with two different diameter of the spot and power) 

[6] 

The three set up’s differ for the excitation source, while the thermal detector used is the 

same. They are shown in Figure 4.1-6. 

A flash source (2 flash lamps of power 1500W) generating a pulse of 5ms has been used 

for implementing the pulsed thermography technique and a 1064 nm wavelength 

Ytterbium pulsed fiber laser generating a pulse of 500ms for  implementing the stepped 

thermography. The energy and the diameter of the heating shot were fixed equal to 30W 

and 25mm, to cover the entirely surface of the specimens, respectively. This two 

different excitation modes (flash lamps and laser beam) have been use for investigating 

the detachment defects. 

The excitation source employed for evaluating the coating thickness is again a 1064 nm 

wavelength Ytterbium pulsed fiber laser. This time it pulses beams of 100ms, 200ms 

and 500ms. The energy and the diameter of the heating shots have been fixed equal to 

7.5W and 8 mm, respectively: while heating the entirely surface of the specimens is not 

necessary for evaluating the coating thickness, focusing the laser beam to 8mm needs a 

reduction of the power to avoid the damage of the material. 



The infrared camera used for this study is the same for all the set up: FLIR X6540sc. 

It has a focal plane array cooled indium-antimonium detector (image resolution 640 × 

512 pixels)  and it is sensitive in the spectral range from 3 to 5 μm. Its sensitivity is less 

than 25mK (18mK typical value); it is calibrated within an accuracy of  +/– 1°C or +/– 

1% of reading. The maximum image frequency (full frame) of the camera is 126 Hz, but 

it is possible adopting a windowing (reduction of the size of the frame) to change the 

frame rate up to very high frequency [4]. This last is a useful characteristic for this study 

in which it has been necessary to acquire with a frame rate of 300Hz for the pulsed 

technique an 150Hz for the stepped/long pulsed technique.  

As above cited, the presence of the defects determines a modification of thermal profile 

during cooling stage with a typical non-linear behavior. In particular, the sound areas 

show a different behavior of the temperature decay curve respect to the defective areas: 

indeed, the cooling curves of the defective areas are more linear. Thermal data have 

been processed using the algorithms described in section 3.7.2 in order to obtain slope 

and R-Square images, which describe objectively the trend of the cooling curve. The 

thermal images obtained have been also post processed using a segmentation algorithm 

to quantify the dimension of the defected area. The results are reported in Figure 4.1-7 

and Figure 4.1-8. 
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Figure 4.1-7: Maps of slope and R-Square obtained by thermographic data coming from flash-pulsed 

investigation for the two defected sample (diameter of defects 2mm and 5mm) [6]. 
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Figure 4.1-8: Maps of slope and R-Square obtained by thermographic data coming from laser-stepped 

investigation for the two defected sample (diameter of defects 2mm and 5mm) [6]. 

Also the variation of thickness emerges by processing the thermal sequence with the 

algorithm to extract the slope of the cooling curves. The slope results a good indicator 

to discriminate the different thickness. It has been demonstrated that a quadratic 

relationship exists between the coating thickness and the slope of the cooling curves 

(Figure 4.1-9). 



 

Figure 4.1-9: the second order polynomial model of the TBC thickness as a function of the slope values 

[6]. 

The proper use of  infrared thermography allows for evaluating defects and thickness in 

TBC. 

 

Case study: Thickness evaluation of tungsten carbide coatings (WC-Co-Cr) 

The approach used in paper C for evaluating TBC thickness has been applied also in 

paper D [7] for evaluating the thickness of tungsten carbide coatings (WC-Co-Cr) on 

steel substrates. The metal/metal configuration of this systems is very difficult to 

investigate by using thermographic techniques because the substrate and the coating 

have very similar thermophysical properties. 

The samples considered in this study are disks composed by a steel substrate with 9.75 

mm thickness coated with WC 86% - Co10% - Cr 4%. 

A comparison has been made with the performance of the traditional flash excitation 

technique and the long pulse excitation one: two different setup have been realized.   

The first test bench for implementing the pulsed Infrared thermography consists of a 

flash source (2 flash lamps 1500 W) generating a pulse excitation of duration 5ms and a 

cooled IR camera (Flir X6540 SC) with an indium-antimonium detector and resolution 

of 640-512 pixel of resolution, sensitive in the range of 3-5 µm with Noise Equivalent 

Temperature Difference (NETD) <25mK (Figure 1) [4]. The distance between the 

camera and the sample is 70 cm. The lamps have been placed as close as possible to the 

sample. The camera has been used with a lens of 50mm to reach a small spatial target 

and hence to obtain sufficient spatial resolution.  



The use of such a high performance thermal imaging camera has allowed to obtain a 

reduced window (64x80 pixels) for the observation of the phenomenon, achieving a 

mm/pixel ratio of 0.19. The windowing is necessary to reduce the acquired data and 

allow the use of a higher frame rate (980Hz). 

The other test bench for implementing the “long pulse” Infrared thermography consists 

of a 1064 nm wavelength Ytterbium pulsed fiber laser generating a pulse excitation of 

duration 500ms. The collimated laser spot has a diameter of about 8 mm.  The 

acquisition system of the equipment is an A655 FLIR ‘‘long waves” (7.5–14 µm 

spectral range) infrared camera selected for its good ratio price/performance. This 

camera uses an uncooled microbolometeric detector and records the infrared thermal 

images that have a size of 640 × 480 pixel. Its NETD equals about 30mK. The distance 

between the camera and the sample is 100cm. The laser source has been placed at a 

distance of 15cm from the sample and the laser beam hits the sample perpendicularly. 

The camera has been used with a lens of 13.1mm to reach a spatial resolution of 0.37 

mm/pixel. Though the used camera allow to reduce the window of observation, it has 

been and forced to acquire the thermal sequences at a frame rate of 50Hz, avoiding the 

windowing. The aim has been to acquire at the most slow frame rate. The two test 

benches are shown in Figure 4.1-10. 

The apparent thermal effusivity algorithm, based on the 1D solution of the Fourier 

equation for the propagation of a Dirac heat pulse reported in section 2.3.2, has been 

applied to the thermal sequences obtained by implementing the pulsed thermographic 

technique. This approach fails because it can not be able to discriminate thickness that 

are too thin or to thick. Indeed, the apparent effusivity profiles, extracted for the 

different thickness and  reported in Figure 4.1-11, overlap for both thin and thick 

coating. 
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Figure 4.1-10: Pulsed Infrared thermography setup (a) and “Long pulse” Infrared thermography setup (b) 

[7] 

 

 

Figure 4.1-11: Influence of the variation of the thickness of the coating on the apparent effusivity profiles 

[7]. 

In the long pulsed thermographic approach, the premise of heating by a Dirac pulse falls 

and the role that the thermo-physical properties (thermal conductivity, density, specific 

heat capacity) of the whole sample has in determining the capability of the technique in 

estimating the coating thickness becomes notable (see section 3.5). The propagation of 

the heat wave into the test-piece is governed by the thermal properties of the entire test-

piece because the long heat excitation involved both the materials constituting the 



sample (coating and substrate). In this regard, the thickness variation of coating must 

result in a change of the cooling rate of the material.  

By analyzing the cooling curves on a logarithmic scale graphic (Figure 4.1-12), it can be 

notice that the central portion of the temperature decay has a linear behavior. The value 

of the slope of the different lines has a correspondence with the different coating 

thickness. Also, for this kind of coating, it has been demonstrated that a quadratic 

relationship exists between the coating thickness and the slope of the cooling curves 

(Figure 4.1-13). Besides, this approach is capable to evaluate all the investigated 

thickness. 

 

Figure 4.1-12: Mean temperature decay referred to the pixel with maximum temperature of the training 

samples [7]. 

 

Figure 4.1-13: Data dispersion plot (thickness vs slope) with the estimated regression line (second order 

polynomial model) [7]. 



Case study: Thermographic algorithms optimization 

Finally, an attention has been dedicated to the long pulse technique and on its capability 

of accurately detecting defects.  

Many workers in the field are aware that this long pulse excitation technique can be 

effective for some favourable applications. 

Thermal images providing by long pulse data acquisition usually involve significant 

measurement noise and non-uniform backgrounds caused by uneven heating. As a 

result, it is difficult to recognize the defective regions clearly by naked eyes. 

It has been shown how the processing tools, commonly used for pulse-heating, can be 

applied to step/long-heating, less popular than pulse-heating. 

All the algorithms are efficient. In paper E [8], the defect detection efficiency of the 

slope (m) and the linearity R
2
 of the log-log cooling decay will be significantly 

enhanced adopting an optimizated algorithm to better utilize the spatial information 

coming from thermographic data. Besides, the fit standard deviation (Sρ) and fit 

intercept (q) of the log-log cooling curve have been introduced as new indicators of a 

defective pixel. The performance of the indicators can be appreciate in the images 

derived by the application of the algorithms to the thermal sequences (Figure 4.1-14). 

The obtained results have been compared with those deriving from the Thermographic 

Signal Reconstruction algorithm, TSR (see section 3.7.2) (Figure 4.1-15).  

The study has been conducted using experimental data from a campaign of 

measurements carried out on thermal barrier coatings (TBCs). The defect on which it 

has been focused the attention is the debonding between the coating and the substrate 

simulated in cylindrical specimens. The defects have three different diameter: 2mm, 

3mm and 5mm. 

The test bench for implementing the long pulsed Infrared thermography consists of a 

1064 nm wavelength Ytterbium pulsed fiber laser generating a pulse excitation of 

duration 500ms, and of a cooled IR camera (Flir X6540 SC) with an indium-

antimonium detector and resolution of 640-512 pixel sensitive in the range of 3-5 µm 

with Noise equivalent temperature difference (NETD) <25mK. The camera temperature 

measurement accuracy is ±1°C or ±1% of reading [4]. The distance between the camera 

and the sample is 70cm. The laser source has been placed at a distance of 70cm from the 

sample and the laser beam hits the sample perpendicularly. The camera has been used 



with a lens of 50mm to reach a small spatial target and hence to obtain enough spatial 

resolution. 

 

Figure 4.1-14: Linear fit coefficients, according to the proposed technique (diameter of defect 2mm) [8]. 

 

Figure 4.1-15: Coefficient maps from TRS algorithm (diameter of defect 2mm) [8] 

 

Basically, the algorithm is directly applied to the thermographic images indicating the 

temperature trend of each pixel. 

The optimized algorithm not only improves the detection resolution, but also facilitates 

automated selection of the suspected regions avoiding manual selection. 

Further details are discussed in the publications derived from each case study and 

attached to this thesis. 



4.2. Conclusions  

Infrared thermography is a fast, clean and safe technology that is used in a wide variety 

of applications. 

A group of active techniques is available for a wide variety of applications. The 

selection of the most adequate approach depends on the application and the available 

experimental and expertise resources. 

These thesis has implemented infrared thermography in the important fields of non-

destructive testing.  

The principles and essential theoretical background in this field have been reviewed. 

This background information are useful in a better understanding of the problems. 

Infrared thermography has experienced a great evolution in a relatively short time. 

Important improvements were achieved in different fields. However, there is a variety 

of limitations that need to be considered. Infrared thermography is highly dependent on 

the sensor selection and the experimental setup. It may be affected by the 

instrumentation and by the environment. These problems can be minimized, but only 

with adequate setup, testing procedures and processing algorithms, which mostly 

depend on the operator’s skill. 

Infrared thermography is a mature technique for varius testing. The case studies show 

that, with an opportune choice of the experimental parameters,  this technology can be 

employed to detect many types of defects and investigates many type of materials.  
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A Lock-in thermography for debonding evaluation of 

composite adhesive joints  
 

Abstract 

 

Glass-fiber reinforced thermosetting plastic adhesive joints were characterized through 

ultrasonic imaging and lock-in thermographic analysis for assessing the adhesion 

quality before being subjected to static tensile mechanical tests and to accelerated aging 

cycles.  

The mapping of each sample has been obtained. Visual testing were performed on all 

specimens after the  mechanical tests in order to obtain a comparison with ultrasonic 

and lock-in thermography technique.  

A quantitative analysis has been carried out to evaluate the ability of lock-in 

thermography in investigating inadequate bonding and obtaining the validation of the 

technique by the consistency of the results with the well-established ultrasonic testing. 

 

Keywords: Glass-fiber reinforced plastic (GFRP), adhesive joints, ultrasonic C-scan, 

lock-in thermography 

 

1. Introduction 

 

Wind turbine blades are made from polymer composites to provide high specific 

stiffness, strength, and good fatigue performance. However, large composite structures 

are prone to manufacturing defects such as delamination and adhesive failure, which 

can lead to crack initiation and propagation [1]. 

Adhesive bonding failure is a key manufacturing defect typical of blade joined using 

adhesives paste of several millimeters thick. In fact, they can be expected to experience 

significant static and fatigue loads under various environmental conditions over their 

service life. National renewable energy laboratory, USA statistics shows in Fig.1 that 

manufacturing defects and in-service damages are the main reason for early blade 

failure [2]. 

 



 

Figure 1. Blade damages at manufacturing and operational stage [2]. 

 

Despite great attention given to maintain quality in manufacturing processes, the data 

available for joints of this class with composite adherents indicate significant sensitivity 

to adhered properties and surface preparation, adhesive composition (chemistry, 

additives, mixing, curing), adhesive thickness, temperature, and moisture, as well as 

joint geometry [3]. 

Many researchers have done extensive work to identify different types of defects in 

adhesive joints and have suggested suitable non-destructive test methods to evaluate 

them [4–8]. 

Although, the influence of overlapped reflections, scattering and attenuation of the 

reflected ultrasonic waves from the multi-layered structure appears and the scattering 

effect also has a negative impact to the propagating ultrasonic waves and requires to use 

lower frequencies [9], ultrasonic methods have been widely used in the non-destructive 

testing and inspection of adhesive joints showing a high sensitivity to the defects 

commonly found in wind rotor blade. 

The propagation characteristics of ultrasonic waves are used to determine material 

properties throughout the volume of turbine blade and to detect and characterize the 

surface and subsurface flaws and also are suitable for quality control and for estimation 

of the adhesion level between composite layers. The ultrasonic C-scan imaging can be 

used for the area mapping of the component [10]. C-scan is 2D image representation 

using ultrasonic wave signal acquired point-by-point as A-scan signal from the 

structure. For automated inspection, C-scan system consists of motorized scanner to 

move ultrasonic probe over the structure. Manual A-scan provides qualitative 

information whereas C-scan provides quantitative information about damage extent, 

type of damage, etc [11].  



Thermal techniques can be also used to investigate defects in adhesively bonded 

components [12], [13]. Stimulated Thermography is able to detect defects in 

homogeneous materials thanks to different thermal behavior that they have if subjected 

to a thermal stimulation. This behavior is due to the different thermal- physical 

properties involved in the heat transmission phenomena such as the thermal 

conductivity, the heat capacity at constant pressure and the density of material [12], 

[13]. 

In literature many works regard the application of stimulated thermography for the NDE 

of FRP strengthening system bonded on concrete structures [14-16]. In these works it 

was shown the capability of thermography for the estimation of defects and the strong 

and weak points with respect to other NDT techniques were highlighted.  

The ability of thermography to characterized defects in adhesively bonded composite 

joints was demonstrated in various works [17], [18]. In particular, Genest et al., [19] 

used flash thermography and a novel signal processing to improve the debond visibility 

and reduces the influence of the repair edges. The new technique was demonstrated 

considering simulated and real debonding in CFRP bonded patches. Quantitative 

analysis shows results in good agreement with ultrasonic and destructive technique. 

In the work of Schroeder et al., [20] Pulsed Thermography was used to evaluate large 

automotive assemblies, composite parts and bonded joints. All tests were carried out 

with Flash Thermography technique that requires short cycle time and then can be used 

for on-line tests for part validation. 

Johnson [21] proposes a new approach based on TSA (Thermoelastic Stress Analysis) 

technique to characterized the damage initiation and progression in FRP single lap shear 

joints. This technique allows to obtain information about the damage extent of material 

and can be used for the monitoring of damage during the fatigue test.   

In this paper we analyze, the results of an experimental investigation aimed at 

determining the capability and reliability of the lock-in thermography [12], [13], [22], 

[23] as a non-destructive method of assessing the integrity of glass-fiber reinforced 

thermosetting plastic (GFRP) adhesive joints used for the construction of wind rotor 

blades.  

Different tests were carried out on single lap adhesive joints designed according to 

ASTM D 3165 [24], using lock-in thermography and ultrasonic C-scan technique. It 

was carried out a quantitative analysis in order to evaluate the ability and the advantages 



of lock-in thermography with respect to the ultrasonic C-scan technique that is 

considered well established in literature for the debonding detection of joints. 

2.Materials and methods 

 

2.1 Specimens 

 

Single lap adhesive joints were prepared as per ASTM D 3165 [24] standard using glass 

fiber reinforced thermosetting plastic (vinyl ester GFRP) as substrate and a two part 

epoxy adhesive: AME6000 INF (Ashland Composite Polymers) and ADH 90.91 

(Altana Electrical Insulation). Adherends were characterized by multiple layers of 

quadriaxial 0 ° / +45 ° / 90 ° / -45 ° fabric glass fiber and were obtained from a laminate 

fabricated using the technique of infusion of the resin under vacuum (VARI). Surface 

preparation was carried out according to ASTM D 2093 [25] standard for surface 

preparation of plastics. The panels, properly cleaned and treated, were placed inside a 

tool for bonding where they were lined up by reference pins. After spreading a thin 

layer of adhesive, the assembly was closed and the pressure was applied. As regards the 

conditions of care, they are observed as indicated by the manufacturer of adhesive.  

The planar and three-dimensional geometry of the joints are shown in Figure 2. 

The single-lap samples were cut from the panels according to scheme imposed by 

ASTM D 3165.  

Since the legislation provided for the use of metals, while the present study is based on 

adherends in composite materials, changes have been made, in the thickness of the 

adherends, which are set to a value of 2.5 mm, while the thickness of the adhesive 

remains equal to 0.76 mm.  

A total of 12 single lap joints were used for the experimental tests and they were 

denoted by the initials VA followed by a sequential cardinal number and the indication 

of the production lot.  

 

Figure 2. Planar and three-dimensional geometry of the joints 



 

 

2.2 Hygrothermal aging 

The aging cycles for testing were determined on the basis of the monthly average of 

maximum temperature, minimum temperature, and moisture percentage of the last thirty 

years in Alpine and Apennines Italian region at about 1500 meters above sea level. The 

cycle time was 4 months. Within 24 hours there were 3 sub-cycles, which had been 

assigned a specific weight according to their average duration in a year. The sub-cycles 

were:  

 

 Cool: the temperature was set to the average of the minimum of the months 

January, February, March, October, November, December, which was -6 ° C; 

 Mild: the temperature was set to the average of the maximum of the months of 

April and September, corresponding to 5 ° C; 

 Warm: the temperature was set to the average of the maximum of the months of 

May, June, July, August, or 15 ° C. 

 

Figure 3 shows the daily cycle of aging. 

 

 

Figure 3. Daily hygrothermal aging: cool, mild and warm sub-cycles within 24 hours 

 

The described accelerated aging was implemented in a climatic chamber. 

The 12 adhesive joints studied in this paper were aged for  4 months. 

 

2.3 Ultrasonic testing 

 



Before carrying out thermographic and mechanical testing, all single-lap joint sample 

were subjected to a volumetric UT scanning analysis procedure. The ultrasonic 

inspections were performed with an automatic acquisition system developed in the 

laboratories of ENEA and available in the Brindisi Research Center. The system, by 

means of a management software implemented in LabVIEW
TM

, acquires the radio-

frequency signal (RF) coming from the instrument through the UT oscilloscope and 

controls a movement system (two axes at a time) in order to associate the RF signal 

with the spatial position. At the end of scan, UT data are saved in files containing the 

whole set of complete UT waveforms. From the UT file, UT images for any portion of 

the material thickness can be obtained and analyzed. The software allows the 

visualization in the A-Scan, B-Scan, C-Scan mode.  

The experimental apparatus consists of the following elements: 

 

 digital oscilloscope generating the voltage pulses, acquisition, visualization and 

digitalization of UT pulses;  

 transmitter/receiver UT probe; 

 PC for UT data processing and mechanical displacement control;  

 mechanical displacement system, consisting of a 3-axis for UT probe motioning 

and control; 

 immersion pump for coupling ultrasound with driven jets of water. 

 

The UT inspection technique chosen for this study was the "pulse - echo" and the 

coupling of ultrasound has been realized with driven jets of water. This choice was 

necessary to avoid the specimen to stay in the water for not altering the physical and 

chemical characteristics and for preventing the absorption of water in the material. The 

probe for this application was a focused immersion transducer of 1 MHz frequency. 

Water and GFRP material UT speed were 1483m/s and 2578m/s, respectively. The 

correct focal distance, to focus the UT beam at mid joint, has been established 

experimentally evaluating the maximum amplitude of the reflected signal. 

For each single lap joint sample, a 80 mm x 24 mm area over the bonding was scanned 

with a 0.2 mm scan step (Figure 4). 

The UT scanning was performed before aging the joints and after 4 months aging. 

 



 

Figure 4. Scan direction and scanned area 

 

2.4 Lock-in thermographic analysis 

 

Lock-in thermography is based on the generation of thermal waves inside the specimen, 

for example, by depositing heat periodically on the specimen surface [12], [13]. The 

resulting oscillating temperature field in the stationary regime can be recorded remotely 

through its thermal infrared emission by an IR camera. Thermal wave can be 

reconstructed by measuring temperature evolution over the specimen surface: by a 

suited algorithm, information about magnitude (A) and phase (φ) of the thermal wave 

can be obtained. 

Phase data are relatively independent of local optical and infrared surface features and 

phase signal allows to penetrate deeper into the material than the analysis of the 

magnitude signal. 

In the phase image, the defects appear with a different phase signal respect to the 

homogeneous material. Moreover, the phase of thermal wave is related directly to depth 

z [13]: 
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where k is the thermal conductivity, ρ is the density, cp is the specific heat at constant 

pressure, ω is the modulation frequency and α is the thermal diffusivity. 



Eq. (1) indicates that higher modulation frequencies restrict the analysis in a near-

surface region, while low-frequency thermal waves propagate deeper but very slowly 

[13]. 

Lock-in thermography tests were performed by IR camera Flir 640 with thermal 

sensitivity (NETD) < 30 mK and based on a microbolometer detector with 640×512 

pixels. 

The set-up used is shown in Figure 5 (β = 30°, DT = 30 cm, DL = 20 cm). In particular 

two halogen lamps with power 500 W were controlled by MultiDES
®
 system in order to 

heating specimens with a series of sinusoidal waves. Thermal data were processed by 

IRTA
®
 software in order to obtain amplitude and phase images.  

 

 

Figure 5. Top view of set-up used for lock-in thermography (β = 30°, DT = 30 cm, DL 

= 20 cm) 

2.5 Mechanical tests 

 

 

Mechanical tests were conducted according to ASTM D3039 [26]. The tests were 

carried out at room temperature on the electromechanical machine MTS model Alliance 

RT/50 available in the laboratory of mechanical tests ENEA. In mechanical testing, 

bonded joints are loaded to the point of breaking. The rupture of the specimens allowed 

to validate the results of non-destructive investigations. The broken joints have been  

visually inspected to locate correctly the defects highlighted with non-destructive 

controls. Anyway, mechanical tests, so accurately conducted, and their quantitative 

results will be the subject of a future work. 

3. Results and discussion 

 



3.1 Ultrasonic C-scan results 

 

The 1 MHz probe have allowed  the complete UT signal penetration of the single-lap 

joints and the bonded area is reliably observed in the UT images . 

All UT images are obtained selecting the distance of the slice from the probe, calculated 

by the software using the wave propagation speed and the time of flight, corresponding 

to the joint adhesive layer immediately over the first interface. 

C-scan images of the section of interest show, according to the scale, areas with a great 

amplitude of the reflected signal, and areas with low amplitude of the signal. 

The first are indicative of areas in which the bonding has occurred, then the adhesive 

layer is present. The signal, despite having undergone reflections to the first interface 

adhering/ adhesive and despite having attenuated crossing the composite material, 

propagates to adhesive thickness reaching the second adhering/adhesive interface where 

it was reflected. The signals having low amplitudes indicate areas associated with 

defects in the adhesive layer. Indeed, in this case the signal has been completely 

reflected at the first interface adhering/adhesive.  

The images make us appreciate significant bond defects in all investigated sample.  

In Figure 6, UT images from C-scan of no aged (UT0) and aged (UT4) single-lap joint 

samples are reported. 

Comparing the images, before and after the aging of the same sample, does not appear 

any variation in the bonding. The comparison suggests that the adhesives yield the same 

bond quality. 

 



 

Figure 6. UT images from C-scan of no aged (UT0) and aged (UT4) single-lap joint 

samples 

 

3.2 Lock-in thermography results 

 

Lock-in tests were carried out considering only one side of specimen and then defect 

was detected at the first interface adhering/adhesive. Different preliminary tests were 

carried out on a reference sample specimen, called VA0, in order to assess the optimum 

value of the  modulation frequency for lock-in thermography tests. Debonded area it 

was simulated by means of a teflon foil inserted between the adhesive and  the adherent. 



As example, in Figure 7 is shown the phase image obtained with a modulation 

frequency of 0,0125 Hz on the sample specimen VA0. 

The optimum modulation frequency was chosen as the one that gave higher phase 

contrast |∆φ| determined as follows:  
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where A1 and A2 are respectively defected and sound areas and  φmA1 and φmA2 are the 

mean values of the phase on areas A1 and A2, Figure 7. 

 

 

Figure 7. Evaluation of the maximum phase contrast by tests carried out on sample 

specimen VA0. A1 and A2 are respectively defected and sound areas considered for the 

evaluation of phase contrast. 

 

As shown in Figure 7, 6 different modulation frequencies were used and the max value 

of phase contrast was obtained in correspondence of 0,0125 Hz. This frequency was 

then used for all lock-in thermography tests. 

Figure 8  shows the phase images obtained by IRTA
®
 software of all specimens before 

the aging. Black areas indicate the presence of bond defects while green lines delimitate 

the area of interest. Almost all specimens seem affected by debonding.  



 

Figure 8. Phase images obtained with the modulation frequency 0,0125 Hz. 

 

 

4. Discussion of results 

 

4.1 Quantitative data analysis  

 

The quantitative thermographic and UT data analysis was carried out in order to identify 

the defects using a decision threshold values criterion [27]. In this way, the detectable 

and undetectable defects are expressed as 1 and 0 (hit/miss data), respectively and it is 

possible a comparison between techniques. 

In this work, the threshold value Th was defined through a statistical analysis of data 

considering the following equation [27]: 
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where µ is the average value of signal measured in the healthy area of material, σ is the 

standard deviation of the signal measured in the sound area of material and n is a integer 

number that indicates the width of the confidence intervals. 

From the previous paragraphs, both techniques detect, in section of interest between the 

two grooves, on the specimen VA11, entirely non defected area, thus it was considered 

as reference for Th evaluation.  Figure 9 shows the total area At used to evaluate mean 

value and standard deviation of phase and UT data (square dotted line). In particular, 

indicating with 1 the detected defect and 0 the undetectable one, the hit/miss response is 

obtained by the following relations: 

 









0

1





nTh

nTh

 for phase data,  








0

1





nThs

nThs

 for UT data         (6)                         

 

where φ is the phase signal (degree) and s is the UT signal expressed as % signal 

amplitude.  

The area At was also considered  to quantify the equivalent damage due to debonding 

defects. In fact, if different debonded areas are present within the total area At, an 

equivalent debonded area can be assessed by hit/miss phase data as follows: 
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where N and M represent the number of rows and columns of the pixel matrix related to 

the area At. In these terms, an expression of equivalent debonded area normalized with 

respect to At area can be provided: 
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while the equivalent normalized bonded area can be defined as: 
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Equations (7), (8), (9) can be written in similar way for UT data substituting φ with s. At 

is composed by 8064 pixels for phase data and by 12000 pixels for UT data, Figure 9. 

For both techniques n value was assessed as the smallest number that gives a null defect 

for the specimen VA11.  The n values that provide an Ab% area close to 100% for phase 

and UT data are respectively 3 and 2. 

 

 

Figure 9. Area (At) considered to evaluate the equivalent debonded defect area on phase 

(left) and UT (right) data. 

 

4.2 Comparison between Lock-in thermography and UT technique 

 

The comparison of images of both NDT techniques, grouped in figure 6 and figure 8, 

shows a good visualization of  defects, allowing us to know their shape and dimensions. 

Lock-in Thermographic results agree with the ultrasonic inspection, thus its capability 

to locate and identify defects into bonded joints caused by environmental exposures or 

manufacturing process can be qualitatively assessed.  

As always in NDT, the thermographic (lock-in) technique must be quantitatively 

validated by a rigorous mathematical argument. Phase images and ultrasonic images 

processed using the chosen threshold value criterion show almost the same equivalent 

normalized bonded area (Figure 10).  



 

 

Figure 10. Comparison of equivalent normalized bonded area calculated for both 

techniques 

 

A further validation of the results of both non-destructive investigation comes from 

visual inspection of the broken specimens. In Figure 11, pictures of the broken 

specimens are reported in comparison with the non-destructive results. For samples 

whose images give a response symptomatic of the absence of imperfections in bonding 

(white areas), the observation of the optical photos after the breakup confirms the 

goodness of the bonding, as in the case of samples that show the presence of defects 

(black areas), which appear located in the identified positions and with correct shapes 

and size. The dotted red lines, drawn in Figure 11, help to recognize the 

bonded/debonded area. The specimen VA01 has a large bonded area in the middle, the 

specimen VA07 is almost completely sound, the specimen VA08 shows a debonded 

area close to the edge. The small difference in percentage of equivalent normalized 

bonded area in Figure 10, as well the difference between the images of Figure 11, can 

be attributed to measurement errors, to the use, however, of different techniques and to 

the choice of the confidence intervals of different width (n) for the definition of the 

threshold. 

 



 

Figure 11. Binarized phase images, binarized UT images and images of the broken 

joints of the samples VA01, VA07, VA08 

 

 

5. Conclusions 

In the present work the results of an experimental activity have been presented and 

discussed to determine the capability and reliability of lock-in thermographic techniques 

as non-destructive testing for the debonding evaluation in glass-fiber reinforced plastic 

joints. 



Different tests were carried out either with lock-in thermography and UT, on single lap 

adhesive joints designed according to ASTM D3165, before and after a cycle of 

accelerated aging. Both techniques confirm the presence of defects which were found 

without an appreciable change in their size and shape.  

Ultrasonic C-scan tests were also used in order to validate thermographic results. In this 

regard, a quantitative analysis was carried out using a decision threshold values 

criterion. Lock-in thermography provides results in good agreement with UT C-scan 

inspection and besides, visual inspection, after the rupture of the sample, provides 

evidence of the results of non-destructive investigations. 

Lock-in thermography has shown itself to be an excellent NDT tool to evaluate the 

condition of an initial, as-manufactured, bonded composite assembly, as well as an 

effective tool to follow part performance under various environmental conditions. Lock-

in thermography can provide information with respect to the ‘correctness’ of the 

manufacturing process and can give indication of where the process might be improved. 
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B Infrared thermography for the investigation of dynamic 

thermal behaviour of opaque building elements 
 

Abstract 

The analysis of the thermal dynamic behaviour of buildings is an important tool for 

reducing inefficiencies and then wasted energy. In this field, European Standards 

specify the procedures to obtain information about the thermal behaviour of building in 

terms of decrement factor and time lag. However, these procedures are based on a 

theoretical approach that does not take into account the real factors involved in the heat 

exchange phenomena such as the correct knowledge of thermo-physical parameters and 

the presence of non-homogeneous materials or defects in the investigated walls. 

In this work, we propose an innovative experimental procedure based on the application 

of stimulated thermography with the aim of investigate the thermal dynamic behaviour 

of walls. In particular, two prototype walls were compared: an empty wall and one made 

with an insulating filler of vegetable nature (hemp fibre). 

The results were then compared with those obtained with a numerical simulation and 

with the Standard procedure EN ISO 13786:2007, highlighting the differences between 

the three approaches.  

Keywords: infrared thermography, dynamic thermal behaviour, decrement factor, time 

lag, hemp fibres 

Nomenclature 

Hereinafter the nomenclature used in this paper (alphabetic order). 

cp  specific heat at constant pressure (J·kg
-1

·K
-1

) 

f  decrement factor 

q (or Q) specific heat flux (W·m
-2

) 

𝑞̂  amplitude of the specific heat flux (W·m
-2

) 

T  period of oscillation (h) 

U  thermal transmittance (W·m
-2

·K
-1

) 

Y  thermal admittance (W·m
-2

·K
-1

) 

Z  heat transfer matrix 



 

Greek symbols 

δ  periodic penetration depth (m) 

ε  emissivity  

Δt  time shift (h) 

𝜃  amplitude of the temperature (K) 

𝜃  amplitude of the temperature (K) 

λ  thermal conductivity (W·m
-1

·K
-1

) 

ν  frequency (s
-1

) 

ξ  ratio between the thickness of the layer and the penetration depth 

ρ  density (kg·m
-3

) 

σ  Stefan-Boltzmann constant (W·m
-2

·K
-4

)  

φ  phase (°) 

ω  angular frequency (s
-1

) 

 

Subscripts 

eb  brick 

fb  filled brick 

h  hemp fibre 

m  mortar 

1  internal wall side 

2  external wall sides 

1. Introduction 

The energy efficiency of existing buildings plays a strategic role in achieving the 

objectives of "almost zero consumption" indicated by the European Directive 

2010/31/EU [1]. For this, the analysis or the energy audit of buildings are an effective 

tool, and even rapid, for new building designs or to take action on the energy renovation 

of existing buildings, which generally are characterized by inefficiencies that lead to 

wasted energy. An element on which the energy audit of a building primarily focuses 

the attention is the wall: an adequate analysis to the adequacy of opaque elements as 

thermal barriers and the effectiveness of their response to the periodic variation of the 

temperature and humidity conditions, are mandatory. 



On this aspect, the European standard EN ISO 13786:2007 [2] specifies and describes 

the method for the evaluation of thermal behaviour of building envelopes in dynamic 

regime, in particular with regard to decrement factor and time lag.  

This method is based on the definition of the geometry of the investigated wall and on 

the knowledge of some physical parameters of the layers of which it is composed 

(mainly the density, the thermal conductivity and the specific heat). Unfortunately, this 

theoretical approach does not take into account some factors as inhomogeneous layers 

with anisotropic thermal properties or the presence of defects inside the wall, which will 

inevitably make its real behaviour deviate from the theoretical one. For this reason, over 

the years several theoretical studies for the evaluation of the dynamic behaviour of 

opaque elements [3-9] have been added to the approach of calculation according to the 

Standard. 

Less numerous is the set of works that study the problem through an experimental 

approach, adopting different methodologies. Gagliano et al. [10] experimentally studied 

a massive historical building in Catania (Italy), in order to characterize its thermal 

performance under dynamic conditions. The research was developed by means of a 

campaign of measurement of indoor and outdoor air temperatures, inner and outer wall 

surface temperature, global solar irradiance and wind velocity. The problem related with 

experimental activities is that the evaluation of the decrement factor and time lag 

requires an experimental campaign of several days, during which the weather conditions 

may change greatly (from sunny days to cloudy or rainy days, in the presence or 

absence of wind), when instead it would be preferable to have a trend of the temperature 

next to a sine wave and with a constant wind speed. 

Ulgen [11] experimentally investigated the thermal behaviours of opaque wall materials 

under solar energy change, in terms of decrement factor and time lag and by means of 

temperature sensors for measuring wall surface and environment temperatures. In the 

works of Pernigotto et al. [12] and Martín et al. [13] the experimental measurements 

were compared with values come from analytical methodology and some differences 

were highlighted. 

In this work, the thermography technique is proposed to study the thermal behaviour of 

opaque walls by adopting an innovative set up based on an active/stimulated 

thermography. Active/Stimulated thermography (ST) is usually used for evaluating 

defects [14-16] or the different thermal-physical properties involved in the heat 

transmission phenomena such as the thermal conductivity, the specific and the density 



[17]. In literature, ST was used for non-destructive evaluation of FRP strengthening 

system bonded on concrete structures [18], while a passive approach technique was 

already applied for thermal behaviour evaluation of opaque building, but exclusively 

with regard to thermal transmittance and not for dynamic regime analysis [19, 20]. 

The aim of this work is to evaluate the effectiveness of stimulated thermography on 

studying the dynamic behaviour of opaque elements specially made for this purpose 

(prototype walls), delegating to a successive work the optimization of the experimental 

technique for the in situ application. The proposed procedure is based on the application 

of a periodic heat source on one side of the wall in order to achieve controlled 

conditions to the contour, avoiding the uncertainty of the climate variability of the 

measurements carried out in situ. Furthermore, the developed experimental set-up 

aspires to shorter measurements campaigns than those already implemented in other 

studies (about 24 hours instead of several days as for Gagliano et al. or Pernigotto et 

al.). Reducing the duration of the experimental campaign is of considerable importance, 

particularly in Mediterranean Area, to which this work basically is referred, where 

temperature and relative humidity can be subject to large variations when the wind 

direction switches from north to south and vice versa. By reducing the experimental 

period, the probability to face with this issue is lower. 

More specifically, two prototype walls have been compared: one made with an 

insulating filler of vegetable nature (hemp fibre) and one without this insulation, with 

the aim of evaluating the effects induced by the hemp fibres in terms of dynamic 

behaviour of an opaque element. In this purview, it is worthy to note that the specific 

heat of the hemp is higher than that of mineral wools, favouring the summer-time 

cooling in buildings, highly recommended in Mediterranean Area. 

Numerical simulations with Comsol Multiphysics
®
 software were used as support to the 

experimental analysis and for evaluating the influence of boundary conditions. In 

addition, the Standard EN 13786:2007 was also used to determine the main properties 

related to thermal dynamic transfer. 

Finally, a discussion about the thermal properties obtained by adopting the experimental 

procedure and those suggested by Standard is proposed in order to analyse the possible 

relations between the thermal parameters adopted by the two methods. 

2. Materials and Apparatus 

Two wall prototypes were realized for the experimental investigation: 



­ “Wall A” composed by 16 commercial hollow bricks purchased by 

Wienerberger (80×250×250 mm with 10 hollows arranged in two rows and 

whose sizes are 40×30×250 mm) and plastered on both the sides with 10 mm of 

commercial mortar purchased by Kerakoll (Biocalce
® 

intonaco). Its final 

dimensions are 100×1000×1000 mm (Figure 1).   

­ “Wall B” composed by 9 commercial hollow bricks purchased by Wienerberger 

(80×250×250 mm with 10 hollows arranged in two rows and whose sizes are 

40×30×250 mm), whose hollows were filled with natural hemp cultivated in 

Apulia region of Italy, and plastered on both the sides with 10 mm of 

commercial mortar purchased by Kerakoll. Its final dimensions are 

100×750×750 mm. It is important to specify that the natural hemp was 

heterogeneous in size and not subjected to carding treatment. 

Figure 1 highlights an axonometric projection of the wall A. 

The thermal conductivity of the hollow brick was measured with a guarded hot plate 

apparatus, model EP500e, supplied by Lambda Meßtechnik GmbH Dresden and in 

accordance with Standard ISO 8302 [21] and EN 12664:2001 [22]. The density of the 

hollow brick was calculated as the ratio between its mass and its volume. The 

experimental apparatus used for thermographic investigation was composed by (Figure 

2): 

­ 1 Thermal camera Flir T620 with uncooled microbolometer detector (image 

resolution 640×680 pixels, spectral range from 7.8 to 14 µm, thermal 

sensitivity less than 0.04 °C, range of measurements from -40°C to 150 °C 

with an accuracy of ±2 °C and picture frequency equal to 30 Hz); 

­ 1 Thermal camera Flir A20 with uncooled microbolometer detector (image 

resolution 160×120 pixels, spectral range from 7.5 to 13 µm, thermal 

sensitivity less than 0.05 °C, range of measurements from -40°C to 150 °C 

with an accuracy of ±5 °C and picture frequency equal to 60 Hz); 

­ 1 thermo hygrometer for temperature and air humidity detection (Capetti 

Elettronica); 

­ 2 halogen lamps (power = 1000 W) controlled by MultiDES
®
 (DES srl, Bari, 

Italy) system for the thermal stimulation of the prototype walls with a series of 

square waves; 

­ ResearchIR Max software by FLIR
®
 used to extract the temperature values 

from the thermal sequences. 



 

Figure  1: Axonometric view of the prototype wall A 

 

 

Figure  2: Halogen lamps (a), irradiated side of the wall (b), thermocamera image acquisition (c) (d) in the 

experimental set-up 

 



3. Methods 

3.1. Experimental procedure with the thermographic approach 

An experimental procedure for the evaluation of the decrement factors and the time lags 

of temperatures using a thermographic approach was set up. It is fair to point out that 

our basic goal is to develop a simple and rapid experimental procedure for studying the 

thermal dynamic behaviour of prototype walls delegating to a further work the 

validation for the in situ application.    

The proposed procedure is based on the application of a stimulated periodic heating by 

means of a heat source located in front of the investigated wall and on simultaneous 

acquisition of the thermal response of material in both the sides of the wall. By 

analysing the temperature signal acquired with the two infrared (IR) cameras, it is 

possible to obtain information about the main properties related to thermal dynamic heat 

transfer of the wall. In Figure 3, a schematic representation of the experimental 

procedure proposed to study the thermal behaviour of the wall is shown. T1(t) and T2(t) 

are the temperature signals acquired by the two IR cameras on the front and the rear 

face of the wall, respectively called “issuing” and “receiving” sides. These signals differ 

each other for different values of the amplitude (T1, T2) and phase (φ1, φ2) and are 

obtained by applying a modulated heating with frequency ν=ω/2π.  

More deeply, the proposed procedure forecasts: 

1) thermal stimulations by means of a heat source. In this case, 2 halogen lamps 

(1000 W power for each of them) were used and focused at the centre of the 

prototype wall involving an approximately circular area with diameter of 50 

cm. The wall was situated at a distance of 120 mm far from the ground, to 

reduce the heat dispersion by thermal conduction (Figure 4); 

2) conditioning of the test room for the entire duration of the test with the aim to 

ensure a constant indoor temperature  (in this case about 20°C for “Wall A” 

and about 11°C for “Wall B”). 

3) Application of a periodic square wave signal for three cycles. In this case, the 

lamps were switched on for 4 hours and switched off for the subsequent 4 

hours (period of 8 hours); therefore the overall duration of wall stimulation 

was 24 hours. A square wave shape is preferred because it allows to obtain 

results comparable with the sinusoidal wave by using a simple on/off control 

of the heat sources [14].  



4) Simultaneous acquisition, on the front and rear side of the wall, of the thermal 

signal by means of two infrared cameras. The same frame rate of 0.033 Hz 

was adopted for both IR cameras.  

5) Analysis of the thermographic data in order to obtain the decrement factor fθ as 

the ratio between the oscillation amplitude of the temperatures realized on 

both sides (eq. 1) and the time lag Δtθ as the time shift between the maximum 

temperature peaks (eq. 2). Indicating with θ and φ the temperature and the 

phase, respectively, they are:  

𝑓𝜃 =
𝜃̂2

𝜃̂1
=

𝜃2 𝑚𝑎𝑥−𝜃2 𝑚𝑖𝑛

𝜃1 𝑚𝑎𝑥−𝜃1 𝑚𝑖𝑛
    (1) 

∆𝑡𝜃 =
𝜑2−𝜑1

𝜔
= 𝑡(𝜃2 𝑚𝑎𝑥) − 𝑡(𝜃1 𝑚𝑎𝑥)      (2) 

The values of the temperatures were obtained by thermal sequences by setting the object 

parameters on RIR Max software. In particular, the emissivity of surfaces was 

considered with a good approximation equal to 0.92. 

 

Figure  3: Schematic representation of experimental set-up proposed to study the thermal behavior of the 

wall 



 

Figure  4: Numerical simulation with Comsol Multiphysics®: mesh used for the analysis, surface and 

heat source considered for the heat transmission 

3.2. Numerical simulation  

A numerical simulation was carried out with the aim to obtain a term of comparison 

with the proposed procedure and to develop a useful tool capable to simulate in a rapid 

way different wall configurations. 

By using Comsol Multiphysics
®
 software a wall, with dimensions of 750x750x100 mm 

and schematic profile illustrated in Figure 5, has been considered in order to evaluate 

different parameters. The mesh used is composed by 195783 tetrahedral type elements 

with an element size between 0.2 and 12 mm (Figure 5a).   

The equation used to simulate the dynamic behaviour of the brick is the general heat 

conduction Fourier equation: 

                                                 
QT

t

T
C p 



 2
                              (3) 

       

where ρ is the density of material, Cp the specific heat at constant pressure, λ the thermal 

conductivity coefficient and Q is the external heat source. The only surfaces of the brick 

involved in heat transmission are the frontal ones while all the others are considered 

adiabatic (Figure 5b). By neglecting the convective heat transmission, the heat exchange 

of the two surfaces with its surrounding environment is due to the thermal irradiation, so 

the boundary conditions are: 

 

                                    −𝒏 ∙ (−𝜆∇𝑇) = 𝜀𝜎(𝑇𝑎𝑚𝑏
4 − 𝑇4)                                         (4) 

        

            



where n is the versor normal to the surface, ε is the emissivity (placed in this case to 

0.92), σ is the Stefan-Boltzmann constant and Tamb is the room temperature.  

  In order to reproduce the heating conditions similar to the experimental adopted set-up, 

a heating element has been considered and placed in front of the wall (Fig. 5b). In 

particular, the power of the source has been regulated until to obtain, on the front 

surface of the wall, the temperature amplitude measured in experimental tests by using 

lamps.   

The results have been obtained by applying a square wave heat source for three cycles 

having a period of 8 hours. 

 

 

Figure  5: Experimental procedure: Comparison among temperatures for both the sides of prototype walls 

 



 

Figure  6: Thermographic images of the wall (Temperatures in◦C): Temperature map on the side of input 

stimulation (a) and temperature map on the side of output response(b) 

3.3. Calculation according to EN ISO 13786:2007 

The thermal dynamic transfer properties of the prototype walls were also investigated 

considering the Standard EN ISO 13786:2007. This allows the calculation of the main 

properties related to the thermal dynamic transfer, taking into account different 

boundary conditions with respect to those considered for the experimental procedure. In 

this regard, the aim is to obtain a possible relation with the results obtained with the 

experimental procedure and the numerical simulation. 

According to Standard, the main properties related to thermal dynamic heat transfer are 

basically the decrement factor f, defined as the ratio between the periodic thermal 

transmittance and the thermal transmittance U0, and the time shift of periodic thermal 

transmittance Δt12: 

                                                       𝑓 =
|𝑌12|

𝑈0
      (5) 

    

                                                ∆𝑡12 =
𝑇

2𝜋
arg (𝑍12)     (6) 

    

where they are: 

𝑍12 = −
𝛿

2𝜆
{𝑠𝑖𝑛ℎ(𝜉)𝑐𝑜𝑠(𝜉) + 𝑐𝑜𝑠ℎ(𝜉)𝑠𝑖𝑛(𝜉) + 𝑗[𝑐𝑜𝑠ℎ(𝜉)𝑠𝑖𝑛(𝜉) − 𝑠𝑖𝑛ℎ(𝜉)𝑐𝑜𝑠(𝜉)]}

 (7) 

|𝑌12| =
𝑞̂1

𝜃̂2
          (8)  

 in which δ and ξ are the periodic penetration depth and the ratio between the thichness 

of the considered layer and the periodic penetration depth, respectively. 



Other important parameters, very useful in this case for comparison with the 

experimental results, were the temperature amplitude factor |Z11|, i.e. the amplitude of 

the temperature variations on one side resulting from an amplitude of 1 K on the other 

side, and the time shift between temperatures on both sides Δt11, determined as: 

 𝑍11 = 𝑐𝑜𝑠ℎ(𝜉)𝑐𝑜𝑠(𝜉) + 𝑗𝑠𝑖𝑛ℎ(𝜉)𝑠𝑖𝑛(𝜉)        (9) 

∆𝑡11 =
𝑇

2𝜋
arg (𝑍11)     (10) 

The data required to compute the dynamic thermal properties are the detailed drawings 

of the wall, and, for each material used, the thermal conductivity λ, the specific heat 

capacity cp and the density ρ. 

Both the wall A and Wall B were considered for the calculations performed in 

accordance with the Standard EN ISO 13786:2007.   

 

4. Results and discussion 

In Figure 6 are shown the results obtained with the proposed experimental procedure in 

terms of temperature evolution in front and rear side of the two considered walls. In 

particular, the trend of the max value of temperature in the heating area at the centre of 

the wall has been considered Figure 7. It can be noticed as at least 3 cycles are 

necessary to reach steady-state condition and evaluate the parameters fθ and Δtθ. Also, it 

is interesting to notice as higher temperature was revealed on the front surface of the 

Wall B with respect to Wall A: it is clear as the presence of hemp fibres entails an 

increasing of fθ and Δtθ parameters. 

Similar results were obtained by numerical simulation with Comsol
® 

(Figure 8) 

although to a lesser extent. In fact, due to the thermal properties of the hemp fibres, 

higher temperatures were observed in the front surface of the wall and lower 

temperatures on the rear surface with respect to the empty wall. Moreover, as found in 



the experimental results, a higher phase delay of temperature signal is obtained for the 

Wall B. 

In order to perform the calculation according to the Standard EN ISO 13786:2007, the 

thermal conductivity and density of hollow brick as a whole, with or without filling of 

hemp insulation within the hollows, was determined. Measurements resulted in 

λ=0.197±0.0014 W·m
-1

·K
-1

 and ρ=649 kg·m
-3

 for the empty hollow brick and 

λ=0.143±0.0010 W·m
-1

·K
-1

 and ρ=700 kg·m
-3

 for the brick filled with the hemp fibres. 

The specific heat of the brick was not measured, but we referred to data sheet of 

Wienerberg, from which it was cpeb=1000 J·kg
-1

·K
-1

. With regard to the thermal 

properties of the mortar, no measurements were carried out and we referred to values of 

its data sheet: λ=0.330 W·m
-1

·K
-1

, ρ=1400 kg·m
-3

 and cpm=1000 J·kg
-1

·K
-1

. The specific 

heat of the hollow brick when filled with the hemp fibres (cpfb) was determined by the 

rule of mixture as: 

𝑐𝑝𝑓𝑏 =
𝑚1

𝑚1+𝑚2
𝑐𝑝𝑒𝑏 +

𝑚2

𝑚1+𝑚2
𝑐𝑝ℎ       (11) 

where m1 and m2 are the masses of the empty brick and of the hemp fibres used to fill 

the holes of the hollow brick, respectively. The specific heat of the hemp fibres (cph) is 

referred to literature data  [23] and for T=20°C it is 2200 J kg
-1

 K
-1

. 

Considering that m1=3.2 kg and m2=0.3 kg, it was cpfb= 1103 J kg
-1

 K
-1

. Table 1 

summarizes the thermal properties for all the materials involved, and starting from 

which the dynamic thermal properties of the walls in accordance with Standard EN ISO 

13786:2007 were performed. 

The calculations take into account inner and outer thermal resistances respectively set 

up to 0.13 and 0.04 m
2
·K·W

-1
 and allowed to obtain the thermal transmittance U0, and 

thermal dynamic transfer properties. Moreover the Standard EN ISO 13786:2007 is 

referred to one direction heat-flux, therefore to cases in which the heat-flux flows in x-

direction and bottom and top sides of the wall, parallel to x-direction, are considered 

adiabatic (Figure 9). All the results are collected in Table 2.  

In Table 3 a comparison among the results obtained by the three used approaches is 

shown. You can note that results comparable in terms of fθ and Δtθ parameters were 

obtained between experimental and numerical simulation carried out with Comsol
®
. In 

particular, in both the cases of Wall A and Wall B, the numerical simulation with 

Comsol
®
 provided lower values in the decrement of temperature amplitudes and higher 



values in time shift between maximums of the temperature profiles. This can be 

explained by the consideration that the numerical simulation assumes the presence of 

ideal materials that are isotropic in the thermophysical characteristics and, accordingly, 

returns the potentially best obtainable results. On the other hand, the realistic conditions 

that are established during testing (possible presence of defects inside the stratigraphy, 

not perfect adhesion between the bricks, lack of uniformity when hemp fibres fill the 

holes, preferential directions of the heat flow in the stratigraphy) cause a reduction in 

performance of the wall, which results in an increase in temperature on the not 

stimulated side and a reduced delay in the thermal wave phase shift. 

Moreover, it is clear that the presence of the hemp fibres determines an increasing of 

time shift between the temperature waves with respect to empty brick (19 minutes in the 

experimental test and 16 minutes in the numerical simulation) and a decreasing in the 

decrement factor (32% in the experimental test and 21% in the numerical simulations, 

defined as the difference between the decrement factors on the filled and the empty 

walls, with respect to the empty one), therefore improving the thermal behaviour of the 

wall. 

On the other hand, as expected, very different values were obtained following the EN 

ISO 13786 Standard. The main difference between the approaches is in a different 

"cause and effect" relationship. In fact, the effect observed in all the approaches is the 

same, i.e. the change in temperature on the not stimulated side; in contrast, in the 

experimental measurement, as well as in the numerical simulation, the cause of the 

dynamic regime is the sequence of switching on and off of the halogen lamps, therefore 

the radiated heat-flux towards the wall. Instead, in the approach with the Standard the 

dynamic regime is due only to changing in temperature on a side of the wall, while no 

heat-flux is considered. 

To this difference, a non-perfect comparability between the approaches will be added: 

in experimental tests we monitor a prototype wall introduced inside a uniform 

temperature environment, for which it cannot be excluded, without any doubt, an 

interdependence between the two sides of the wall, in addition to that due to the 

imposed stimulation; on the other hand, the standard EN ISO 13786 refers to walls 

which separate different environments and that, therefore, experiment different 

environmental conditions: in this case the only variable that correlates them, through a 

"cause-effect" relationship, is only the imposed solicitation. 



However, an increasing of time shift between the temperature waves (67 minutes) and a 

decreasing in the decrement factor (23%) was observed for the Wall B with respect to 

the Wall A, indicating a dynamic behaviour similar to those obtained with the 

experimental measurement and numerical simulation in terms of improvements 

associated with the presence of hemp fibres. 

 

Figure  7: Numerical simulation with Comsol Multiphysics®: Comparison among temperatures for both 

the sides of brick 

 

Figure  8: Schematic of the prototype wall 

 



5. Conclusions 

In this work a new experimental procedure to investigate the thermal dynamic 

behaviour of prototype walls has been proposed, in order to develop a procedure for 

studying the behaviour of materials throughout the building’s life cycle. In particular, a 

stimulated thermographic technique has been used to heating with a periodic heat source 

the wall and to analyse the thermal response of the frontal and rear surface.     

Two prototype walls were used for experimental tests: a wall filled with hemp fibres 

and an empty one. Two halogen lamps were used as heat sources controlled with an 

electronic system capable to generate a periodic square wave signal.  

In addition, a numerical simulation with the commercial software Comsol
®
 and 

calculation according to the Standard procedure EN ISO 13786:2007 were carried out in 

order to obtain a comparison of results in terms of decrement factor and time lag of the 

wall.  

With regarding to comparison between experimental tests and numerical simulation, 

some minor differences were found, demonstrating a best result for the simulation with 

respect to measurements (lower decrement factor and higher time lag). This can be 

explained by the consideration that the numerical simulation assumes that the materials 

involved are uniform and with isotropic thermophysical properties: according to this, it 

provides the potentially best obtainable results. On the other hand, the realistic 

conditions that are established during the testing (possible presence of defects inside the 

stratigraphy, not perfect adhesion between bricks, lack of uniformity when hemp fibres 

fill the holes and preferential directions of the heat flow in the stratigraphy) cause a 

reduction in performance of the walls. 

Very different results were obtained using the Standard EN ISO 13786, with respect to 

those obtained with experimental and numerical studies. Indeed, the decrement factors 

were in the orders of 0.46 and 0.60 for the former, while they were in the range 0.11 – 

0.28 for the latter; even more marked is the difference between the time lags: 4 hours 

and 37 minutes or 5 hours and 44 minutes for the Standard and not more than 30 or 40 

minutes for experimental and numerical simulation, respectively.  These could be 

explained with different methodologies followed to stimulate a side of the wall: radiated 

heat-flux for experimental and numerical simulation, changing in the environment 

temperature for Standard. Moreover, the experimental tests were carried out on a 

prototype wall introduced inside a uniform temperature environment, for which it 



cannot be excluded, without any doubt, an interdependence between the two sides of the 

wall, in addition to that due to the imposed stimulation. 

On the other hand, the standard EN ISO 13786 refers to walls which separate different 

environments and that, therefore, experiment different environmental conditions: in this 

case the only variable that correlates them, through a "cause-effect" relationship, is only 

the imposed solicitation. 

However, all the results related to the three used approaches show an improving in the 

thermal dynamic behaviour of the wall filled with hemp fibres, with respect to the 

empty one. Indeed, the decrement factor reduced by about 32%, 21% and 23% for 

experimental, numerical simulation and according to Standard, respectively, when the 

wall is filled with the hemp fibres. Moreover, passing from the empty wall to filled one, 

the time lag increased by 19 minutes, 16 minutes and 67 minutes for experimental, 

numerical simulation and according to Standard, respectively. 

Considering the differences in the results, the next step will be the application of the 

developed methodology in situ, on a wall which separates two different rooms and 

composed by homogeneous layers. This will make it possible to check whether the 

experimental approach, as well as numerical simulation, provides results closer to those 

returned from the Standard. 
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C Coating defect evaluation based on stimulated 

thermography  

Abstract 

Thermal Barrier Coatings are used to protect the materials from severe temperature and 

chemical environments. In particular, these materials are used in the engineering fields 

where high temperatures, corrosive environments and high mechanical stress are 

required. Defects present between substrate material and coating, as detachments may 

cause the break of coating and the consequent possibility to exposure the substrate 

material to the environment conditions. The capability to detect the defect zones with 

non-destructive techniques could allow the maintenance of coated components with 

great advantages in terms of costs and prediction of fatigue life. 

In this work, two different heat sources and two different thermographic techniques 

have been used to detect the adhesion defects among the base material and the coating. 

Moreover, an empirical thermographic method has been developed to evaluate the 

thickness of the thermal coating and to discriminate between an unevenness of the 

thickness and a defect zone. 

The study has been conducted on circular steel specimens with simulated adhesion 

defect and on specimens prepared with different thicknesses of thermal barrier coating. 

Keywords: Pulsed and stepped thermography, Thermal Barrier Coatings, Adhesion 

defects, Thicknesses, Cooling Analysis  

1. Introduction 

Thin layers of thermal barrier coatings (TBC) are applied to metallic components of 

heat engines to reduce their operating temperatures, increase environmental protection 

and extend the life of components. An engine with TBC-coated components will have a 

service life significantly longer than an engine with uncoated components. Currently of 

special interest is the use of TBC in aircraft engines.  

TBC systems consist of a high-temperature oxidation/corrosion resistant metallic 

bondcoat (usually MCrAlY M = Ni, Co) and a ceramic topcoat which is typically yttria 

stabilized zirconia (YSZ), deposited either by air plasma spray or electron beam-

physical vapor deposition on the bondcoat (BC) [1]. The role of the ceramic topcoat is 

to further decrease the temperature of the underlying substrate, while the bondcoat 



provides high temperature oxidation resistance as well as good adhesion between the 

bondcoat and the ceramic topcoat. The refractory ceramic porous layer can reduce the 

temperature of the base metal by 30-100°C, depending on the thickness and on specific 

microstructural properties of the coating.  

In order to ensure the safety and reliability of the coating work, it is necessary to use 

nondestructive testing method to characterize and evaluate the state of TBC in both 

manufacturing and service. Failure of a TBC could lead to a costly unplanned outage 

and could lead to catastrophic events. It is therefore necessary to monitor the condition 

of the TBC so as to avoid such failures and, if possible, to provide pre-cursor 

information that would suggest whether spallation is imminent. Due to the porous 

nature of TBC, conventional nondestructive testing methods, such as ultrasonic [2] and 

X ray [3] method, are difficult to be competent.  

Infrared thermal nondestructive testing method can be used for the testing of TBC [4, 5, 

6], it leads to nondestructive techniques to assess the adhesion of coatings such as 

thermal barrier coatings (TBC). As a matter of fact, this technique is used today as a 

quality control technique, especially during the development of the deposition 

procedure for complex-shaped components or for in-field coating inspection of serviced 

components [7, 8]. Thermography is a rapid and effective mean to control the adhesion 

state of the coatings. The most efficient thermal tests are the dynamical or active ones, 

which can detect the presence of sub-surface detachments by monitoring the evolution 

of the coating temperature during a thermal transient. Marinetti et al. even proposed the 

thermographic inspection method to discriminate reliably between TBC thickness 

changes coated gas turbine blades and adhesion defects [5]. 

In this work, the new thermal data processing procedures developed to investigate 

damages in composite materials has been applied to evaluate adhesion defects of 

coatings. The presence of a defect can be revealed by monitoring the surface 

temperature decay of the specimen. In fact, the defect appears as an area of different 

temperature with respect to a surrounding sound area, and it produces an abnormal 

behavior of the temperature decay curve [9]. 

Moreover, an empirical thermographic method has been developed to evaluate the 

thickness of the thermal coating and to discriminate between an unevenness of the 

thickness and a defect zone. 

The thermographic technique used to achieve the outcomes is the both pulsed and 

stepped thermography, the stimulation is obtained by flash lamps a by laser source 



respectively. Circular steel specimens coated with TBC, in which different drilled holes 

have been realized to simulate adhesion defects, have been used to identify the defects. 

While, using specimens with different thicknesses of TBC, the procedure able to 

discriminate between thickness variations and defects has been developed and a 

prediction model for the thickness of the coating has been proposed. 

2. Materials And Methods 

2.1 Specimens 

The specimens used are ten discs with metallic bondcoat and a ceramic topcoat which is 

yttria stabilized zirconia (YSZ), deposited by High Velocity Oxy Fuel (HVOF) 

technique. Two of these have been realized, keeping the same thickness, with an 

adhesion defect. The method used for the realization of the specimens with detachment 

of TBC involves the following implementation phases: drilling of the basis metal 

specimens, insertion of a copper pin, molding and sandblasting of the surface, 

application of the bondcoat and topcoat, the pin removal, insertion of base material 

plugs (Figure 1b). 

The remaining eight specimens have been realized coating the basic metallic material 

with different thicknesses (L) of TBC, without inserting any defect. Figure 1a shows the 

final appearance of the samples.  

In table 1, the thickness of TBC coating and the dimension of the detachment for the 

defected specimens are reported, in table 2, the thicknesses of TBC coating for the 

specimens without defects are reported. 

 

 

1a 

 

1b 

Figure 1: 1a. Picture of one of the reference-coated samples; 1b. Picture of a sample during the phase for 

producing the adhesion defect 

 



Table 1: Thickness of TBC coating and dimension of the detachment for the defected specimens 

Specimen Thickness of TBC (mm) Diameter of defect (mm) 

1 0,35 2 

2 0,35 5 

 

Table 2: Thicknesses of TBC coating for sound specimens 

Specimen Thickness of TBC (mm) 

L1 0,1 

L2 0,2 

L3 0,3 

L4 0,4 

L5 0,6 

L6 0,7 

L7 0,87 

L8 0,95 

 

2.2 Thermographic data acquisition 

2.2.1 Defect investigation 

A flash source (flash lamps 1500J x 2) generating a pulse of 5ms has been used for 

implementing the pulsed thermography and a 1064 nm wavelength Ytterbium pulsed 

fiber laser generating pulse of 500ms for  implementing the stepped thermography. The 

energy and the diameter of the heating shots were fixed equal to 30W and 25mm, 

respectively. A cooled IR camera with an indium-antimonium detector and resolution of 

640-512 pixel (Flir X6540 SC) sensitive in the range of 3-5 µm was used to monitor the 



temperature transient of the sample surface at frame rates of 300 Hz. The experimental 

set up is shown in figure 2. 

Two different acquisitions for each specimen and for each source have been made. 

 

 

2a 

 

 

 

2b 

 

Figure 2: Experimental set up for thermographic data acquisition. 2a. Set up referred to flash heating 

source; 2b. Set up referred to laser heating source [10] 

2.2.2 Thickness assessment 

In order to evaluate the thickness only the stepped thermography has been implemented. 

A 1064 nm wavelength Ytterbium pulsed fiber laser generating pulses of 100ms, 

200ms, 500ms was used as a heating source. The energy and the diameter of the heating 

shots were fixed equal to 7.5W and 8 mm, respectively. 

A cooled IR camera with an indium-antimonium detector and resolution of 640-512 

pixel (Flir X6540 SC) sensitive in the range of 3-5 µm was used to monitor the 

temperature transient of the sample surface at frame rates of 150 Hz. The experimental 

set up is shown in figure 2. 



Twenty-four different points with an excitation pulse of 100ms, 200ms and 500ms have 

been investigated for each of the eight specimens. 

3. Results And Discussion 

3.1 Theoretical remarks 

The proposed approach for achieving the outcomes is based on the following equations: 

𝑇(𝐿, 𝑡) =
𝑊

𝑒𝑐√𝜋𝑡
(1 + 2 ∑ (−𝛤)𝑛𝑒

−
𝑛2𝐿2

𝛼𝑐𝑡∞
𝑛=1 )                                    (1)                                                                          

where L is the coating thickness (m), t the time (s), ec the coating effusivity (W s
1/2

 m
-2

 

K
-1

), W the absorbed energy density (J m
-2

), C the reflection coefficient and 𝛼𝑐 the 

coating diffusivity (m
2
 s

-1
). 𝑇(𝐿, 𝑡) is the surface temperature of a coating layer of 

thickness L deposited on to a semi-infinite body, heated by a Dirac pulse and not 

subjected to heat exchange with the environment [11].  

The main idea, in common with all other non-destructive inspection techniques, is that a 

defect inducing different thermophysical local properties in the material will also induce 

an anomaly in the thermal diffusion and subsequently a different surface temperature in 

the component. In fact, these techniques look for areas of differing thermal behavior 

that can be correlated to a defect and that are typically dependent on different thermal–

physical properties involved in the heat transmission phenomena such as the thermal 

conductivity, the specific heat at constant pressure and the density of material [12, 13].  

3.2 Data processing and results 

3.2.1 Defect investigation 

The presence of the defect determines a modification of thermal profile during cooling 

stage with a typical non-linear behavior. It can be seen in figures 3a and 3b the 

temperature profiles (cooling stages) for the thermographic sequences of the defective 

samples acquired with an excitation pulse of 5ms using a flash source and with an 

excitation pulse of 500ms using a laser source, respectively. In particular, the sound 

areas show a different behavior of the temperature decay curve respect to the defective 

areas, the cooling curves of the defective areas are more linear. Thermal data have been 

processed by IRTA® (DES srl, Bari, Italy) software in order to obtain slope and R-

Square images, which describe objectively the trend of the cooling curve. 



The R-Square value used in the paper is defined as R-Square = 1- (SSres/SStot), where 

SSres is the residual sum of squares and SStot is the total sum of squares. In the case of 

a simple linear regression, R-Square equals the square of the Pearson correlation 

coefficient between the observed and predicted data values of the dependent variable 

[14]. 

 

 

3a 

 

3b 

Figure 3: 3a.Temperature profile for the thermographic sequences of the defective sample acquired with 

an excitation pulse of 5ms using a flash source and 3b. with an excitation pulse of 500ms using a laser 

source. The sound areas show a different behavior of the temperature decay curve respect to the defective 

areas. The cooling curves of the defective areas are more linear.   

Table 3: Quantitative analysis results 

Flash-pulsed      

Nominal diameter 

of the defect (mm) 

Nominal area of 

the defect (mm^2) 

Algorith

m  

α DA 

(mm^2) 

E (%) 

2 3,14 Slope 0,98 3,09 1,59 

2 3,14 R-

Square 

0,95 3,19 1,59 

5 19,63 Slope 0,93 19,60 0,13 

5 19,63 R-

Square 

0,86 19,26 1,86 



Laser-stepped 

Nominal diameter 

of the defect (mm) 

Nominal area of 

the defect (mm^2) 

Algorith

m 

α DA 

(mm^2) 

E (%) 

2 3,14 Slope 0,99 3,73 18,79 

2 3,14 R-

Square 

0,96 3,54 12,74 

5 19,63 Slope 0,42 19,49 0,69 

5 19,63 R-

Square 

0,87 19,16 2,37 

Figure 4 shows the maps of slope and R-Square, that are the values of the slope and R-

Square of the temperature profile (cooling stage) for each pixel, obtained by 

thermographic data coming from flash-pulsed investigation as described in Material and 

Methods, using IRTA®, for the two defected sample (diameter of defects 2mm and 

5mm). As expected, in the defect zones high R-Square values are indicator of the 

linearity of the cooling stage curves, while the slope presents lower values than the 

sound material.  

Figure 5 shows the results obtained for the same samples by processing thermographic 

data coming from laser-stepped investigation.  

The figures contains also the binarized imagines obtained in order to carrying out the 

quantitative evaluation of the defects applying the following criterion.   

The detectable and undetectable area of defects are expressed as 1 and 0 (hit/miss data), 

respectively. Threshold value Th has been defined through a statistical analysis of data 

considering the following equation: 

)()]()([ ssd AmeanAmeanAmeanTh                                      (2)                                                           

where the parameter α has values between 0.3 and 1 with step 0.01 and Ad and As, 

indicated in figure 4, are those with continuous line and dotted line, respectively. The 

application of eq. (2) to all maps of R-Square and slope for both techniques, allows for 

obtaining binary images. The defected area (DA) has been obtained by counting the 



binary pixels with value equals to one. The percentage error E (%) has been obtained 

following the equation below: 

E (%) =
𝐷𝐴−𝑁𝐴

𝑁𝐴
∗ 100                                           (3)                                                                                                                

where NA is the nominal area of the defect. The α value reported in table 3 has been 

obtained in correspondence of the minimum value of the E(%). The error obtained by 

this procedure indicates that the flash-pulsed technique is better than the laser-stepped 

technique for evaluating the defected dimension. It seems that this kind of 

thermographic data analysis, not based on thermal contrast but on the slope and R-

Square, is able to identify clearly the defect.  
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Figure 4: Maps of slope and R-Square obtained by thermographic data coming from flash-pulsed 

investigation for the two defected sample (diameter of defects 2mm and 5mm). 

  



Slope (Diameter of defect 2mm) Slope (Diameter of defect 5mm) 

  

  

R-Square (Diameter of defect 

2mm) 

R-Square (Diameter of defect 5mm) 

  

  

Figure 5: Maps of slope and R-Square obtained by thermographic data coming from laser-stepped 

investigation for the two defected sample (diameter of defects 2mm and 5mm). 

 

3.2.2 Thickness assessment 

According to eq (1) the surface temperature of the eight homogeneous specimens with 

different thickness has been plotted versus time. The temperature profile for the 

thermographic sequences acquired with an excitation pulse of 500ms, starting from the 



maximum temperature reached and considering only the cooling behavior in the same 

time interval, have been plotted. The plots have been obtained choosing the pixel with 

the maximum temperature. In Figure 6 and in figure 3b, the described profile are 

represented respectively for the homogeneous sample for each thickness of TBC coating 

and for the defective ones. The thermal data processed coming from the defective 

samples have been those acquired using laser-stepped thermography (Figure 3b). 

Plotting linearly the surface temperatures, measured in the same time interval, versus 

time, it can be noted that the  thickness variation results in different curves each of one 

characterized by a change of the cooling rate of the material (Figure 6).  

It is noteworthy that the same remarks are valid for the data acquired with the other 

pulse durations (100ms, 200ms), for brevity only the results related to 500ms are 

reported. 

 

Figure 6: Temperature profile for the thermographic sequences of the homogeneous sample acquired with 

an excitation pulse of 500ms 

Each thermographic sequences has been processed using the software IRTA® in order 

to evaluate the slope and the R-square value of each temperature profile, in the chosen 

time interval, for every pixel. The same processing have been applied to all the 

specimens (sound and defective). 

The maps of these two parameters have been obtained. Figure 7 shows the map of the 

slope. The trend of the slope along the drawn fixed line is also shown. 

Figure 8 shows the map of the R-Square.The trend of the R-Square along the drawn 

fixed line is also shown. The maps and the trends refer to one of the eight sound 

samples. 



 

 

Figure 7: Map of the slope, that is the value of the slope of the temperature profile (cooling stage) for 

each pixel (top). Trend of the slope along the drawn fixed line on the map (bottom). The map refers to 

one of the eight sound sample 

 

 

Figure 8: Map of the R-Square, that is the value of R-Square of the temperature profile (cooling stage) for 

each pixel (top). Trend of the R-Square along the drawn fixed line on the map (bottom). The map refers to 

one of the eight sound sample 

 



The trend of the slope and of the R-Square along the same fixed line for all the eight 

thicknesses have been plotted (Figure 9,10). 

 

 

Figure 9: Trend of the slope along the same fixed line for all the eight thicknesses 

 

Figure 10: Trend of the R-Square along the same fixed line for all the eight thicknesses 

Figure 11 shows the map of the slope for the two specimens with defects and the trend 

along a line drawn in a defect zone and in a sound zone. 

Figure 12 shows the map of the R-Square for the two specimens with defects and trend 

of the R-Square along the drawn fixed line which involves both sound and defect zone. 

As deduced above, the presence of the defect determines a modification of thermal 

profile during cooling with a typical non-linear behavior, that is the presence of an 

adhesion defect causes a variation of cooling rate (Figure 3) which can be wrongly 

interpreted as a variation in thickness. But the way in which the temperature decreases 

in the defective zone results more linearly with respect to that of the sound material. 

This is confirmed by the evaluation of the parameter R-Square in the sound zone and 



those in the defective one. In fact, in the defect zone the R-Square values show a high 

linearity of the cooling stage curves (high values of R-Square) (Figure 3), while the low 

R-Square is an indication of the linearity of the cooling stage curves in the sound zone 

(Figure 10). 

Such a trend to linearity could be assumed as the discriminating parameter that allows 

to distinguish adhesion anomalies from coating variations of the thickness avoiding 

false alarms. 

This simple procedure results independent on the heating pulse duration, since the same 

results have been obtained by processing the data coming from different exciting period.  

So, if also all the other parameters remain untouched during thermographic data 

acquisition, it can be very useful in practise. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Figure 11: Map of the slope of the temperature profile (cooling stage) for each pixel of one of the two 

defective sample (top). Trend of the slope along the drawn fixed lines on the map (bottom). The trends 

refer to both the defective sample (1,2). 

 

 

Figure 12: Map of the R-Square of the temperature profile (cooling stage) for each pixel of one of the two 

defective sample (top). Trend of the R-Square along the drawn fixed line on the map (bottom). The trends 

refer to both the defective sample (1,2). 



3.2 Models 

It can be noted (Figure 9) that the minimum of the slope values depends on the 

thickness of the coating, in particular, the minimum of the slope values decreases with 

the increasing of thickness.  

An attempt to create possible mathematical models to describe the behaviour of coating 

thickness depending on the slope values of the temperature cooling profiles has been 

made. 

The models have been obtained by considering the TBC thickness as a function of the 

slope values. In order to extrapolate the models, sixteen values of those related to the 

homogeneous specimens have been used as training data set, while the remaining eight 

values have been used as validation data set. Two different models seem to explain the 

behaviour observed: a linear model and a second order polynomial model (Figure 13).  

 

 

 

Figure 13: The linear model and the second order polynomial model of the TBC thickness as a function of 

the slope values. 



The result of fitting is good for both models, however the error committed, in the 

evaluation of thickness, by choosing the linear model is greater than the error made with 

the polynomial model, especially for small thickness values. The errors have been 

calculated using the validation data set and compared with those expected by the models 

[14]. The errors are reported in table 4. 

A further validation of the resulting models has been obtained by the evaluation of the 

TBC thickness for the defected samples. The models indicates a value of about 0.3mm, 

very close to the nominal value of 0.35mm, of thickness for both specimens 

corresponding to measured values of the slope of about -70 degrees (Table 5). 

Table 4: Comparison between the predicted values of the thicknes by the models and the nominal values  

Nominal 

Thickness 

of TBC 

(mm) 

Linear model 

expectation 

Error Polynomial 

model 

expectation 

Error  

0.10 0.18 -0.81 0.15 -0.49 

0.20 0.31 -0.54 0.24 -0.22 

0.30 0.33 -0.11 0.26 0.13 

0.40 0.43 -0.07 0.33 0.17 

0.60 0.80 -0.34 0.58 0,03 

0,70 1.05 -0.50 0.73 -0.05 

0.87 1.59 -0.83 1.02 -0.18 

0.95 1.65 -0.73 1.05 -0.10 

 

 

 

 



Table 5: Validation of the resulting models 

 Specimen 1 Specimen 2 

Slope (deg) -74.88 -70.90 

TBC predicted 

thickness (mm) 

0.30 0.27 

TBC nominal 

thickness (mm) 

0.35 0.35 

 

4. Conclusion 

In this work, a new thermal data processing procedure has been proposed for analysing 

thermal data based on the analysis of surface temperature dacay. In particular, two 

parameters, the slope and the R-Square of the cooling curve, were taken into account to 

characterise the defect behaviour onTBC, to assess the thickness of the coating and to 

discriminate between thickness variations and adhesion defects. Different tests have 

been carried out on samples coating with TBC layers with imposed defects and with 

different thicknesses. Two different heating source and two thermographic techniques, 

pulsed and stepped different for the heating pulse duration, has been implemented to 

identify the defects. The stepped thermography has been used to evaluate the thickness 

of the coating and to obtain a prediction model and to propose a method for the 

discriminating between signals originated by coating thickness variations and adhesion 

defects. 

Both the thermographic techniques seem able to identify, using the same thermographic 

sequences processing and evaluating the slope and R-Square of the cooling curves, the 

adhesion defects in TBC with the addition that the cooling analysis can be performed in 

a very short time and can provide information about the dimension of defects.  

As regard as the simple procedure adopted to evaluate the thickness of the coating, it 

results independent on the heating pulse duration, the same results, in fact, have been 

obtained by processing the data coming from different exciting period.  So, if all the 

other parameters remain untouched during thermographic data acquisition, it can be 

very useful in practise.  



The models developed to predict the effective thickness of the layers of TBC fit very 

well the dependence of the slope of the cooling curves by the thicknesses.  

Furthermore, the same parameters can be used for predicting the coating thickness with 

the assurance that it is not a defect because they are able to recognize it. 
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D A thermographic procedure for the measurement of the 

tungsten carbide coating thickness 

Abstract 

Mechanical components subjected to severe environments are usually coat with cermet 

based WC–Co–Cr thermally sprayed coating. The coating plays a very important role in 

improving a component’s survivability and operational performance. The coatings 

thickness is not only a parameter of the geometrical property of the coatings itself, but 

also an important indicator for evaluating the coatings’ quality, performance and service 

life. The coating thickness needs to be controlled and mastered because it has a great 

influence on the final product performance. Non-destructive measuring techniques are 

indicated for coating thickness evaluation.  

In this paper, a thermographic procedure based on the “long pulse” thermographic 

approach for the measurement of the tungsten carbide coating thickness has been 

proposed and a comparison has been made with the performance of the traditional flash 

excitation technique. A calibration has been performed to evaluate the thickness of the 

coating and a prediction model has been proposed. 

Keywords: Coating thickness, thermographic procedure, non-destructive inspection, 

high-velocity oxy fuel (HVOF) 

1. Introduction 

Mechanical components are subjected to severe abrasive wear in a number of industrial 

fields, such as shipping, metallurgy, energy, and construction industry, and it is one of 

the most serious issues for equipment failure. Because wear only occurs on the surface 

of components, surface engineering techniques have become the most effective 

solutions for the wear problems [1-3]. 

Cermet based WC–Co–Cr thermally sprayed coating is considered to be potential wear 

resistant coating material since can offer a combination of high hardness and excellent 

toughness. The hard WC particles in the coatings lead to high coating hardness and high 

wear resistance, while the metal binder Co–Cr supplies the necessary coating toughness 

[4].  

The tungsten carbide cermet powder can be sprayed using different spray processes 

such as conventional flame spraying, plasma spraying and High velocity oxy-fuel 

(HVOF) spraying process. The coating properties are influenced not only by the 



properties of the used powders but also significantly by the used spray process and 

spray parameters [5]. HVOF spraying, in which oxygen and fuel are combusted to 

accelerate feed stock powder towards the substrate building up the coating, the 

temperatures are moderate and the gas velocities are high, is the most common process 

for producing high quality carbide cermet coatings. HVOF flame spraying has been an 

industrially established process since the mid 1980s [6]. 

HVOF-sprayed WC-based cermet (e.g. WC–Co, WC–CoCr) have been shown to 

possess excellent tribological properties; indeed, they combine very high hardness with 

satisfactory toughness, as Co-based metal matrixes possesses ductility and excellent 

wettability toward the carbide grains [7-9]. 

One very important aspect, which has not been explicitly considered yet in literature, is 

the effect of the coating thickness on its properties, in particular on the tribological 

performance: this issue is particularly critical when dealing with soft substrates, as Al 

alloys are. Generally speaking, if a coating is very thin, a significant share of the stress 

distribution produced by the contact with a rigid counter body has to be borne by the 

substrate [10,11]: in these conditions, light alloys could deform plastically due to their 

high ductility. If the coating is much harder and less ductile, premature failure of the 

coating itself or of the coating–substrate interface becomes possible. On the other hand, 

however, the production of a thinner coating is clearly more economical: as the torch 

has to perform fewer scans in front of the substrate, the processing time is decreased, 

and lower amounts of gas and powder are consumed. The best compromise should 

therefore be sought for. Anyway, the coating plays a very important role in improving a 

component’s survivability and operational performance. The coatings thickness is not 

only a parameter of the geometrical property of the coatings itself, but also an important 

indicator for evaluating the coatings’ quality, performance and service life. Therefore, 

effective non-destructive testing of the coatings thickness is of great significance for the 

performance of the components.  

The coating thickness needs to be controlled and mastered because it has a great 

influence on the final product performance (weight, friction, corrosion, aspect, etc.). 

Commercially available thickness meters, including cross-section microscopy or 

gravimetric (mass) measurement [12], might be destructive by inducing surface damage 

and are limited in spatial sampling resolution. These methods are used when non-

destructive methods are not possible, or as a way of confirming non-destructive results 

[13]. 



Non-destructive measuring techniques are also used for coating thickness evaluation. 

Magnetic gauges [14, 15] are based on magnetic flux measurement through the layer of 

sample. The inadequacy of this method is the determination of thickness for 

multilayered coating layer.  

Eddy current methods [16] use the interaction between a magnetic field source (i.e. coil 

probe) and the testing material to determine the thickness of the coating. It’s a 

comparative measure between the signal collected from sample and the reference one 

[17]. However, this method can be used only on conductive materials and sensitivity 

decreases with depth depending on the conductivity and permeability of the substrate. 

Ultrasound testing, which can be used to estimate the paint thickness on nonmetal 

substrates, is based on the control of the velocity of ultrasonic waves in the coating 

layer [18].  

Terahertz methods measure the time delay of a terahertz waveform using different 

analyzing techniques such as terahertz imaging [19], terahertz sensor [20] or time-

domain spectroscopy [21], but they require the knowledge of the refractive index of 

each layer of the sample for calculating the coating thickness. 

The choice among these measurement methods depends on the coating thickness, the 

cost of instrumentation and the accuracy required.  

The infrared thermography technique is an interesting alternative nondestructive 

evaluation method. The test material is excited by a flow of heat, resulting in a change 

in local thermal conditions. The thermal variations of the material to this excitation is 

captured by a thermal infrared camera. The acquired thermal response depends on 

different parameters of the material such as thermal conductivity, diffusivity, emissivity, 

and specific heat as well as the excitation used at the input [22]. More specifically, the 

above properties manifest themselves in the thermal response depending upon different 

factors including the coating heterogeneities [23]. Infrared thermography based 

measurement presents several benefits: remote sensing, two-dimensional data 

acquisition, rapid response, non-contact, high resolution, large temperature range, post-

processing versatility and portability [24].  

The well established thermographic technique is the pulsed technique, although, it has 

only been used for the evaluation of thermal barrier coating thickness [25, 26, 27]. To 

the knowledge of the authors this technique has been never used for the evaluation of 

thickness for metal/metal configuration.  



The aim of this paper is to propose a specific thermographic procedure based on the 

“long pulse” thermographic approach for the measurement of the tungsten carbide 

coating thickness. 

Moreover, the authors have tested the application of the well known pulsed 

thermography tecnique in analyzing the thickness of WC-Co-Cr coatings on steel 

substrates and its potential and limits have been highlighted. A comparison has been 

made with the performance of the traditional flash excitation technique and the long 

pulse excitation one. More satisfactory results have been obtained by applying the 

thermographic “long pulse” technique, as the parameters extracted from acquired 

thermal responses have the ability of identifying the different coating thicknesses 

investigated. A calibration has been performed to evaluate the thickness of the coating 

and a prediction model has been proposed. 

2. Materials And Methods 

2.1. Theoretical Remarks 

The pulsed Infrared thermography protocol consists of pulse heating the specimen and 

recording the temperature decay with an infrared camera. The short thermal stimulation 

pulse has a duration of few milliseconds. According to thermal wave theory, the pulse 

heating of a specimen corresponds to the simultaneous launching into the specimen of 

thermal waves of various amplitudes and frequencies, in a transient mode. The reflected 

thermal waves, depending on thermal–physical properties of the investigated material, 

come back on the specimen surface where the resulting oscillating temperature field can 

be remotely detected through its thermal infrared emission.  

The pulsed thermographic approach is based on the following equations: 
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where L is the coating thickness (m), t the time (s), ec the coating effusivity (W s
1/2

 m
-2

 

K
-1

), W the absorbed energy density (J m
-2

), 𝛤 the reflection coefficient (the ratio 



𝑒𝑎𝑝𝑝(𝑐𝑜𝑎𝑡𝑖𝑛𝑔)−𝑒𝑎𝑝𝑝(𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒)
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 ) and αc the coating diffusivity (m
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). T(L, t) is the surface 

temperature of a coating layer of thickness L deposited onto a semi-infinite body, heated 

by a Dirac pulse and not subjected to heat exchange with the environment [29]. The 

function eapp(L, t) is hereafter referred to as the apparent effusivity [29]. Eq. (3) shows 

how a thickness variation ΔL, being all the other parameters untouched, results in a 

dilation or compression of the time axis according to the scale factor a = 1/(1 + ΔL/L)
2
. 

𝑒𝑎𝑝𝑝(𝐿 + 𝛥𝐿, 𝑡) = 𝑒𝑎𝑝𝑝(𝐿, 𝑎𝑡)                                             (3) 

For the sake of clarity, in the following discussion the log–log representation will be 

adopted. As shown in Eq. (4), where the log operator indicates the natural logarithm, in 

this representation the effect of ΔL is a simple translation along the log (t) axis. 

𝑙𝑜𝑔(𝑒𝑎𝑝𝑝(𝐿 + 𝛥𝐿, log (𝑡))) = 𝑙𝑜𝑔 (𝑒𝑎𝑝𝑝(𝐿, log(𝑎) + log (𝑡)))               (4) 

The effect of ΔL does not change the monotonic nature of eapp [26]. 

The second thermographic approach, that is the “long pulse” Infrared thermography, 

consists of a heating of the specimen using a thermal stimulation for some seconds. It 

must be distinguish between “long pulse” thermography and step heating thermography. 

In “long pulsed” thermography, heating is applied for the selected period of time and 

then thermal images are collected as the test piece cools down. In step heating 

thermography, thermal images are collected whilst the test piece is heated up. 

In this approach, the premise of heating by a Dirac pulse falls and the role that the 

thermo-physical properties (thermal conductivity, density, specific heat capacity) of the 

whole sample have in determining the capabilities of the technique in estimating the 

coating thickness becomes notable. The propagation of the front of heat into the test-

piece is governed by the thermal properties of the entire test-piece because the long heat 

excitation involved both the materials constituting the sample (coating and substrate). In 

this regard, the thickness variation of coating has to result in a change of the cooling 

rate of the material and can be evaluated when the thickness of the substrate does not 

change. 

 



2.2.  Samples 

The nine samples considered in this study are disks composed by a steel substrate with 

9.75 mm thickness coated with WC 86% - Co10% - Cr 4%. The tungsten carbide has 

been deposited by HVOF process. The specimens have been realized by coating the 

basic metallic material with different thicknesses varying between 1,00E-01mm and 

10,10E-01mm. In Table 1, the thicknesses of WC 86% - Co10% - Cr 4% coating are 

reported. 

The thermophysical properties [30, 31] of the analyzed coating and the steel substrate 

are indicated in Table 2.  

Table 1: Thicknesses of WC-Co-Cr coatings  

Specimen Thickness of 

WC-Co-Cr 

coating (mm) 

TH1 1,00E-01 

TH2 2,00E-01 

TH3 3,00E-01 

TH4 4,00E-01 

TH5 6,00E-01 

TH6 7,00E-01 

TH7 8,70E-01 

TH8 9,50E-01 

TH9 10,10E-01 

 

 

 

 



Table 2: Thermophysical data of WC-Co-Cr coatings and steel substrate 

 Density, 

kg/m3 

 

Specific 

heat 

capacity, 

J/(kg K) 

Thermal 

diffusivity, 

m
2
/s*10

-7 

 

Thermal 

conductivity, 

W/(m K) 

WC-Co-Cr 

coating 

13640 239 89.2 29.2 

Steel substrate 8055 480 39 15.1 

 

2.3.  Experimental Setup and Data Acquisition 

The technique applied are the pulsed Infrared thermography and the “long pulse” 

Infrared thermography. 

Two different setup have been realized, as shown in figure 1 and 3. 

The first test bench for implementing the pulsed Infrared thermography consists of a 

flash source (flash lamps 1500J/s x 2) generating a pulse excitation of duration 5ms and 

a cooled IR camera (Flir X6540 SC) with an indium-antimonium detector and 

resolution of 640-512 pixel sensitive in the range of 3-5 µm with Noise equivalent 

temperature difference (NETD) <25mK (Figure 1). The distance between the camera 

and the sample is 70 cm. The lamps have been placed as proximal as possible to the 

sample. The camera has been used with a lens of 50mm to reach a small spatial target 

and hence to obtain sufficient spatial resolution.  

  

 

Figure 1: Pulsed Infrared thermography setup 



 The use of such a high performance thermal imaging camera has made it possible to 

obtain a reduced window (64x80 pixels) for the observation of the phenomenon (Figure 

2), achieving a mm/pixel ratio of 0.19. The windowing is necessary to reduce the 

acquired data and allow the use of a higher frame rate. 

 

Figure 2: Full frame thermogram on the left and windowed thermogram on the right acquired with the 

cooled infrared camera 

The temperature decay has been registered and stored as Infrared image sequences that 

is a 3D matrix composed by N thermograms (64x80 pixel), where x and y are the spatial 

coordinates, and t is the time.  

Infrared image sequences, representative of the surface temperature, have been captured 

by the cooled camera at a frame rate of 980Hz. The observation time of the thermal 

cooling has been of two seconds.  

The other test bench for implementing the “long pulse” Infrared thermography consists 

of a 1064 nm wavelength Ytterbium pulsed fiber laser generating a pulse excitation of 

duration 500ms, the collimated laser spot has a diameter of about 8 mm.  The 

acquisition system of the equipment is an A655 FLIR ‘‘long waves” (7.5–14 µm 

spectral range) infrared camera has been selected for its good ratio price/performance. 

This camera uses an uncooled micro-bolometer detector and records the infrared 

thermal images that have a size of 640 × 480 pixel. Its NETD equals about 30mK 

(Figure 3). The distance between the camera and the sample is 100cm. The laser source 

has been placed at a distance of 15cm from the sample and the laser beam strikes the 

sample perpendicularly. The camera has been used with a lens of 13.1mm to reach a 

spatial resolution of 0.37 mm/pixel.  



  

 

Figure 3: “Long pulse” Infrared thermography setup 

 

 

Figure 4: Selected area inside the thermogram acquired with the uncooled infrared camera 

Though the used camera allow to reduce the window of observation, it has been and 

forced to acquire the thermal sequences at a frame rate of 50Hz, avoiding the 

windowing (Figure 4). The aim has been to acquire at the most slow frame rate. In 

Figure 4, it is also marked the little area in which the phenomenon is studied. 

In this case, infrared image sequences have been acquired five times for each sample, 

five repetitions of the measure operation under identical condition have been carried 

out. The observation time of the thermal transient has been of 5 seconds.  

In the wavelength intervals in which both the infrared cameras work, the spectral 

emissivity of the samples can be considered constant. 



2.4.  Data Processing 

2.4.1. Apparent thermal effusivity method based on pulsed thermography 

The apparent thermal effusivity algorithm, based on the above theoretical remarks, has 

been applied to the thermal sequences obtained by implementing the pulsed 

thermographic technique on all the nine samples. The thermal sequences are those 

acquired for each thickness of the coating. 

A pre-processing procedure has been implemented before the application of the 

effusivity algorithm. The steps of this procedure can be summarized as follows: 

• Importing of the thermographic sequence (3D matrix) in Matlab ®; 

• Subtracting of the average of the first ten cold frames to the whole sequence to obtain 

the ΔT values over time; 

• Adding an offset ΔT value to avoid ΔT values close to zero; this step is applied pixel 

by pixel to each temperature decay curve and allows to avoid negative values in the 

logarithmic scale; 

The mean temperature decay trend observed for the first 700 frames of the cooling stage 

are plotted in Figure 5. The choice of the frame number is due to the certainty that in 

this time interval the thermal cooling phenomenon can be considered terminated. The 

trends refer to each one of the nine different thickness of the coating. Each trend 

represents the average of the temperature behavior of the surface in the windowed area 

(80x64 pixels). 

The apparent effusivity profiles extracted for the nine thickness are plotted in Figure 6, 

the influence of a thickness variation of the coating (from 1,00E-01mm to 10,10E-01  

mm) on the apparent effusivity profiles is shown. 



 

Figure 5: Mean temperature decay trends observed for the first 700 frame of the cooling stage for all the 

specimens 

 

Figure 6: Influence of a thickness variation of the coating (from 1,00E-01mm to 10,10E-01mm) on the 

apparent effusivity profiles. 

2.4.2. Procedure based on “long pulse” thermography 

The thermal sequences obtained by implementing the “long pulse” thermographic 

technique have been pre-processed using the same procedure summarized in the 

previous paragraph.  



In order to achieve the goal of proposing a prediction model, only seven specimens have 

been used as training data set, while the remaining two specimens have been used as 

validation data set. The validation set consists of the specimens having the coating 

thickness of 3,00E-01mm and that having the coating thickness of 8,70E-01mm.  

The mean temperature decay trends observed on the seven sample for the first 250 

frame (5 seconds) of the cooling steady are plotted using a log-log scale in Figure 7. 

The choice of the observation time has come by observing that the physical 

phenomenon of cooling was exhausted, anyway studies are in progress to indicate the 

best final frame for improving the procedure. The plots have been obtained choosing the 

pixel with the maximum temperature into an area inside the spot of the laser (34x40 

pixels) on the surface of the sample, as indicated in figure 4. Each value of temperature 

reported in any plotted trend is the mean of the five repetition carried out, so they are 

represented accompanied by the error bars to show the variability of data. The error bars 

show the uncertainty of the mean due to random effects. [32]. The reported uncertainty 

provides a level of confidence of approximately 95%. 

The analysis of the temperature plots relative to the samples with seven different 

thicknesses allows to notice that the thickness variation results in a change of the 

cooling rate of the material (Figure 7). On this logarithmic scale graphic, it can be 

notice that the central portion of the temperature decay follows a line. The value of the 

slope of the different lines has a correspondence with the different coating thickness.  

 

Figure 7: Mean temperature decay referred to the pixel with maximum temperature of the training 

samples   



The evaluation of the slope has been obtained by processing the thermal sequences 

using in Matlab ® the commands for fitting a polynomial of degree 1 to data and for 

evaluating the polynomial coefficients performing an ordinary least squares calculation. 

The fitting has been applied to all data set acquired avoiding the previous calculation of 

the mean. 

The least squares process solves for the slope and intercept of the best fit line. The slope 

obtained has been chosen as the indicator to explain the variation of thickness. In 

particular, the slope values decrease with the increasing of thickness. The evaluated 

slope values related to each thickness are reported in table 3. The 95% confidence 

bounds on the coefficients associated with fit are also indicated in table 3. 

Table 3: Slope values related to each thickness and 95% confidence bounds on them  

Specimen Slope Upper bound, 

95% CI on mean 

Lower bound, 

95% CI on mean 

TH1 -3,82E-01 -3,76E-01 -3,88E-01 

TH2 -4,04E-01 -3,97E-01 -4,10E-01 

TH4 -4,34E-01 -4,27E-01 -4,42E-01 

TH5 -4,97E-01 -4,88E-01 -5,05E-01 

TH6 -5,30E-01 -5,21E-01 -5,39E-01 

TH8 -5,88E-01 -5,78E-01 -5,97E-01 

TH9 -6,14E-01 -6,04E-01 -6,23E-01 

An attempt to create possible mathematical models to describe the behavior of coating 

thickness depending on the slope values of the temperature cooling profiles has been 

made.  

The models (calibration curve) have been obtained by considering the WC-Co-Cr 

thickness as a function of the slope values. The models have been extrapolated using 

data provided by the training set. Two different models seem to explain the behavior 

observed: a linear model and a second order polynomial model (Figure 8 and Figure 9), 

the goodness of fit is very high.  The two models are reported with their confidence 

bounds and their prediction bounds. This last are larger than the confidence bounds 



because take into account not only the error for the estimation of the model, but also the 

error associated to future observations [33]. 

 

Figure 8: Data dispersion plot (thickness vs slope) with the estimated regression line (linear model), the 

prediction bounds (external curves) and the 95% confidence bounds  

 

 

Figure 9: Data dispersion plot (thickness vs slope) with the estimated regression line (second order 

polynomial model), the prediction bounds (external curves) and the 95% confidence bounds  

 



3. RESULTS AND DISCUSSION 

Figure 6 shows in logarithmic representation the experimental eapp curves as a function 

of time for the considered areas (80x64pixels) corresponding to all the nine thickness, 

respectively. Each curve refers to the apparent effusivity value averaged on 5376 pixels. 

As expected, eapp curves do not show any minimum but only a shift caused by the 

different coating thickness. Anyway, a limitation has to be taken into account that is that 

the thermal effusivity doesn’t allow to evaluate the too thin (1,00E-01mm-3,00E-

01mm) coating and the too thick coating (9,50E-01mm-10,10E-01mm): in the first case, 

the thermal excitation is too high and the calculated effusivity is not referred to the 

coating, but it is an expression of both the involved materials; in the second case, two 

reason can contribute, the thermal excitation is too weak and the pulse doesn’t reach the 

interface between the coating and the substrate returning the same effusivity or the 

reflection coefficient 𝛤 results too small. In both cases, it is impossible resolve the 

difference among the different thickness. The technique remains valid for the coating 

whose thickness varies from 3,00E-01mm to 7,00E-010mm. In addition, another crucial 

issue has to be reported, this approach based on the analysis of the apparent effusivity in 

the time domain needs a thermographic acquisition with an elevate frame rate, of about 

1000Hz, in order to capture the cooling behavior of the material. This is possible only 

by using a high performance and so expensive IR camera. A force point of the effusivity 

method is to directly calculate the value of the thickness, provided that the 

thermophysical properties of the coating and the substrate are known. 

The real capabilities of the new proposed procedure to evaluate the thickness coating 

have been assessed by testing the seven metallic sample coated with a WC-Co-Cr 

coating. Then, the validation samples have been investigated by adopting the procedure 

in all its step and by using the same experimental parameters. The temperature decay 

trends, calculated for five repetitions, for the validation samples are reported in figure 

10. The evaluated slope values related to the validation specimens are reported in table 

4, accompanied with the associated confidence bounds. There is a good resolution in 

solving two adjacent thickness. The result of fitting is good for both the obtained 

models, however the error committed, in the evaluation of thickness, by choosing the 

linear model is a little bit greater than the error made with the polynomial model for 

small thickness values. The errors have been calculated using the validation data set 

(two samples) and compared with the nominal thickness. The difference between the 



mean of the measurements and the reference value (accuracy of the measurement 

procedure), expressed as percentage, and the precision of the models are reported in 

table 5. The obtained results return errors lower than 6%. 

 

 

Figure 10: Mean temperature decay referred to the pixel with maximum temperature of the validation 

samples   

Table 4: Slope values related to validation samples and 95% confidence bounds on them 

Specimen Slope Upper bound, 

95% CI on mean 

Lower bound, 

95% CI on mean 

TH3 -4,20E-01 -4,13E-01 -4,27E-01 

TH7 -5,76E-01 -5,66E-01 -5,86E-01 

 

 

 

 

 



Table 5: Expected values of the thickness by using the models accompanied by their accuracy and 

precision with respect to the nominal values 

Specime

n 

Nominal 

thickness 

(mm) 

Polynomial model 

expectation (mm) 

value and 95% 

confidence 

bounds 

Percentage 

error (%) 

Linear model 

expectation (mm) 

value and 95% 

confidence bounds 

Percentage 

error (%) 

TH3 3,00E-01 2,87E-

01 

3,40E-

01 

4,33 2,83E-01 3,32E-

01 

5.56 

2,26E-

01 

2,35E-

01 

TH7 8,70E-01 8,92E-

01 

9,50E-

01 

2.52 8,89E-01 9,40E-

01 

2.21 

8,28E-

01 

8,39E-

01 

 

The results reported in table 4 and in table 5 have been obtained using the data of the 

five repetition performed in the experimental acquisition. Anyway, if it is impossible to 

perform the five measurements, the error that occurs, in the case in which only a 

measurement is performed and the same calibration model is used, has been evaluated. 

The percentage errors, reported in table 6, are higher if the linear model is used, while 

they results lower if the polynomial model is used. The accuracy worsens also for the 

thin thickness. It is graphically shown in figure 8 and 9. 

 

 

 

 



Table 6: Expected values of the thickness by using the models accompanied by their accuracy with 

respect to the nominal values if single measurements are carried out 

Specimen Nominal 

thickness 

(mm) 

Polynomial model 

expectation (mm) 

Percentage 

error (%) 

Linear model 

expectation 

(mm) 

 

Percentage 

error (%) 

TH3 3,00E-01 3,07E-01 

 

2,33 

 

3,03E-01 

 

1,00 

 

2,86E-01 4,67 

 

3,29E-01 

 

9,67 

3,03E-01 

 

1,00 

 

3,08E-01 

 

2,67 

3,66E-01 

 

22,00 

 

2,27E-01 

 

24,33 

3,48E-01 

 

16.00 

 

2,50E-01 

 

16,67 

TH7 8,70E-01 9,51E-01 

 

9,31 

 

9,65E-01 

 

10,9 

9,14E-01 

 

5,06 9,19E-01 

 

5.63 

9,02E-01 

 

 

3,68 9,05E-01 4,02 

8,98E-01 

 

3,22 9,01E-01 

 

3,56 

8,94E-01 2,76 8,95E-01 2,87 



  

 

This new and simple procedure based on the evaluation of the slope of the linearized 

temperature profile, as previously shown, needs a calibration model to be useful, but the 

provided results show the capability of the method in measuring the real thickness of an 

unknown coating. A further condition to ensure the good functioning of the developed 

model based on “long pulse” thermography is the thickness of the substrate whose value 

has to be the same for all the investigated samples. 

It is noteworthy that this approach, on the contrary of the other one, doesn’t require an 

elevate frame rate for data acquisition, so a cheap IR camera is sufficient to implement 

the procedure if the accuracy requested is comparable with the obtained results. A 

chance to improve the accuracy and the precision of the model is given by using a more 

performant camera.  

4. CONCLUSIONS 

This paper presents a procedure to estimate WC-Co-Cr coating thickness over a metallic 

substrate. The used technique is the “long pulse” infrared thermography. The 

methodology consists in measuring the changes in slope of the line that describe the 

cooling behavior, in a double logarithmic scale, of the surface of the sample after a laser 

heating. The temperature monitoring has been carried out by using an uncooled infrared 

camera with basic performance.  

A linear and a second degree polynomial dependency of the coating thickness with 

respect to the evaluated slope is demonstrated. An experimental analysis has been 

conducted on samples constituted by a steel substrate and WC-Co-Cr different coating 

thickness.  The results obtained for the measured thickness return values with a 

precision of one hundredth of a millimeter. This achievement demonstrates the high 

potential of the method to estimate in a simple, fast and robust way the WC-Co-Cr 

coating thickness over metallic substrates. Besides, the procedure has a significant 

advantage over the alternative pulsed technique that doesn’t work well in the case of 

thin and thick coatings and very similar thermosphysical properties between coating and 

substrate with the aggravating factor of needing a very performing and expensive 

infrared camera. 
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E Automatic Defect Detection from thermographic Non 

Destructive Testing 
 

1. Introduction 

In recent years, thermography has appeared particularly attractive among the 

nondestructive testing (NDT) methods for the detection of defects in materials. It offers 

the advantages of low cost, easy operation, high speed, and wide area coverage. 

The most widely used form of thermographic NDT is the pulsed thermography in which 

the surface of a tested part is heated with a brief pulse of light usually from a high 

power source. The time-dependent surface temperature response is captured as a series 

of thermal images by an infrared camera. [1]  

The temperature contrast between the defective and non-defective regions enables 

defect detection based on thermographic data. However, thermal images usually involve 

significant measurement noise and non-uniform backgrounds caused by uneven heating. 

[2]. Hence, different types of thermographic image analysis methods have been 

proposed for signal enhancement [3-8].  

Along with pulsed thermography, step heating thermography has received attention. It is 

implemented by applying a thermal stimulation to a surface for more than few 

milliseconds [9].Many workers in the field are aware that this long pulse excitation 

technique can be effective for some favorable applications [10 -12]. 

Balageas et al. and Palumbo et al. have shown how the processing tools, commonly 

used for pulse-heating, can be applied to step-heating, less popular than pulse-heating 

[8, 13]. 

2. Experimental Setup 

In this paper, the authors introduce a new processing technique of the thermographic 

data for the detection of possible defects. The technique includes a series of 

enhancements of the linear fit of the log-log cooling time history of the specimen 

surface temperature. Basically, the algorithm is directly applied to the thermographic 

images indicating the temperature trend of each pixel. The slope (m) of the linear fit of 

the log-log of the surface temperature time history is going to be used as a primary 

indicator of the location and size of the defects. The idea inspiring this work is to 

significantly enhance the fit, adopting optimization techniques to better utilize the 



spatial information coming from thermographic data. Besides, additional rigorous 

parameters will be proposed to accurately evaluate a defect.  

The study will be conducted using experimental data from a campaign of measurements 

carried out on thermal barrier coatings (TBCs). The defect on which it has been focused 

the attention is the debonding between the coating and the substrate which is one of the 

common structural defects of TBCs [14]. 

The specimens used are discs with metallic bondcoat and a ceramic topcoat which is 

Yttria Stabilized Zirconia (YSZ), deposited by High Velocity Oxy Fuel (HVOF) 

technique. They have been realized with an adhesion defect (Figure 1). 

 

1a 

 

1b 

Figure 1: 1a. Picture of one of the reference-coated samples; 1b. Picture of a sample during the phase for 

producing the adhesion defect 

A 1064 nm wavelength Ytterbium pulsed fiber laser generating pulse of 500ms for 

implementing the stepped thermography. The energy and the diameter of the heating 

shots were fixed equal to 30W and 8mm, respectively. A cooled IR camera with an 

Indium-Antimonium detector and resolution of 640-512 pixel (Flir X6540 SC) sensitive 

in the range of 3-5 μm was used to monitor the temperature transient of the sample 

surface at frame rates of 500 Hz. The experimental set up is shown in Figure . 

 

 
 

Figure 2: Experimental set up for thermographic data acquisition [15] 



3. Proposed Algorithm Description And Preliminary Results 

In order to describe and exploit the features of the proposed post-processing algorithm, 

three different samples are tested. Three identical primary specimens are characterized 

by a circular defect (emulating a partial detachment of the thermal coating) of varying 

diameter: 2mm (specimen A), 3mm (specimen D), and 5mm (specimen E). 

 

Figure 3 Flowchart of the proposed algorithm 

 

 

Figure 4 Original and filtered images of pre-stimulation mean temperature, for specimen A 

Automatic ROI selection 

•Computation of the cold image (CI) mean temperature prior to the specimen laser 
stimulation  

•Pre-segmentation of CI by means of Otsu's algorithm 

•Background pixels removal 

Time-history selection for each ROI pixel 

•Pre-stimulation time history removal 

•Implementation of Gaussian filter for cooling time history smoothing 

•Selection of the last time frame according to the standard deviation of temperature 
distribution once the definitive cooling is reached 

Least squares linear fit implementation 

•Log-log computation of the temperature time-history for each ROI pixel  

•Linear least squares fit for each pixel 

•Slope (m), Intercept (q), Fit Standard Deviation (Sρ), Fit Autocorrelation Coefficient 
(R2) calculation 

Automatic defect area detection 

•Image maps computing from m, q, Sρ , and R2 pixel distribution 

•Qualitative comparison between the obtained images and selection of the most 
significant parameter 

•Automatic segmentation on the previously obtained images 

•Defect(s) detection and quantization  



 

Figure 5 Pre-stimulation mean temperature image pre-segmentation for ROI selection based on region 

mean temperature selection, for specimen A 

Figure  illustrates the flowchart of the proposed algorithm. It consists of a series of 

enhancements of the linear fit of the cooling curve (in log-log scale). The most 

significant improvements introduced allow, in first instance, for an automatic detection 

of the ROI region (i.e. the region representing the effective specimen to analyze, with 

the chance of removing the background region). Such a distinction is based on the 

specimen mean temperature prior to the laser excitation, allowing for the computation 

of the so called Cold Image (CI). 

The computation of the CI is performed by means an adaptive Otsu’s segmentation, 

[16], performed on the image relative to the mean temperature distribution prior to the 

thermal excitation. 

An additional improvement to mention, is the automatic selection of the effective 

cooling time history of each pixel (within the ROI region). An example is provided by 

Figure . 

 

Figure 6 Selection initial and final frames for an arbitrary pixel (specimen A) 



The significant parameters deriving from the linear least squares fit performed on each 

pixel are the slope (m) and the fit autocorrelation coefficient (R
2
). These parameters, as 

pointed out in [8], provide qualitative information about any possible defect location 

and size. Additionally, the authors of this paper introduce the fit standard deviation (Sρ) 

and fit intercept (q). The obtained results have been compared with those deriving from 

the Thermographic Signal Reconstruction algorithm, TSR [3-5]. Figure  and Figure  

show the TSR coefficient maps and the linear fit parameter (as proposed in this paper) 

for specimen A. Figure  and Figure  are relative to specimen D, while Figure  and refer 

to specimen E. 

 

Figure 7 Coefficient maps from TRS algorithm, specimen A 

 

 

Figure 8 Linear fit coefficients, according to the proposed technique, for specimen A 



 

 

Figure 9 Coefficient maps from TRS algorithm, specimen D 

 

 

Figure 10 Linear fit coefficients, according to the proposed technique, for specimen D 

 



 

Figure 11 Coefficient maps from TRS algorithm, specimen E 

 

 

Figure 12 Linear fit coefficients, according to the proposed technique, for specimen E 

The outcome of the algorithm consists of a series of images indicating the amount of the 

fit parameters for each pixel (see Figure , Figure  and Figure ). The fit slope and 

autocorrelation coefficients provide a qualitative indication of defect location and size 

(tough R
2 

does not perform properly for specimen A). Additionally, images for fit 

standard deviation and intercept have been provided.  

A further segmentation is, then, implemented on the achieved images. This step allows 

for the detection of the damaged pixels and, therefore, a quantitative defect 

characterization is possible.  
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