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Abstract

Subsurface defects can be detected by pulsed thermography, starting from the evaluation of the temperature

response at the surface. However, it is necessary a post-processing of the raw thermal data, in order to provide

quantitative information, such as defect depth and size.

In the past, many algorithms have been developed to localize defects with a very good contrast and also to

estimate their depths such as Thermal Signal Reconstruction (TSR®) and Pulsed Phase Thermography (PPT). There

are also different numerical models, one, two or three dimensional, that describe the thermal behavior after a pulsed

test of a certain duration that help to have an estimation about the correct thermographic parameter to perform a

quantitative analysis.

Therefore, a lot of very important parameters, such as the acquisition frequency, the power of the heat sources,

the truncation window size in terms of analysis window and also the required geometrical resolution change with the

used material, the sample geometry and also the type of expected defect (delamination, crack, porosity, flat bottom

hole); for this reason the same have to be selected carefully.

Even if many publications have been already dealing with these topics, within this dissertation a new approach is

proposed for performing a quantitative and correct analysis after a pulsed test.

In particular, a very critical type of material has been studied, such as the aluminum one, because the major part

of the past works regards the composite materials, which are not affected by the problems due to the high diffusivity

when a pulsed test is performed.

A very large investigation concern the possibility to detect the defects in an aluminum sample with different

flat bottom holes, having also very critical aspect ratio values less than 2, by applying different post-processing

algorithms such as Principal Component Thermography (PCT), Pulsed Phase Thermography (PPT), Thermal Signal

Reconstruction (TSR®), Slope and Square Correlation Coefficient (R2).

The influence of the truncation window size, the flash power, and the acquisition frequency has been investigated

and also different set-ups, with very different peculiarities, have been used in order to compare the possible achieved

results.

The new proposed quantitative approach starts from the evidence that exists a linear correlation between the

defect aspect ratios and their relative contrasts, shown after the application of different post-processing algorithms

and a suitable truncation window size. This experimental evidence has been also explained by simulating the thermal

behavior with different well-established models. In this way, the possibility to have an estimation of defect depth

and size is however demonstrated by using a very low-cost set-up with very competitive acquisition parameters.

The limits of PPT and TSR® algorithms are shown when the aim is to have quantitative information in very high

diffusivity materials.

An important part of this dissertation regards the application of the pulsed thermography to investigate the thermal
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Abstract 2

behavior of different materials and typical defects involved within several industrial and research applications. In

this part of the dissertation, the results in terms of “how to analyze a thermographic data to characterize a defect and

quantify it” obtained within the first part, will be used and further studies to solve and investigate components with

real and particular types of defects.

Finally, new procedures very similar to the one proposed in the first part to quantify imposed defects, will be

outlined and described, for evaluating the quality of industrial processes of spread interest, that require not only the

identification of the defect, but the control of decisive process parameters .

In particular, a lot of pulsed tests, by using different energy sources and IR cameras, and also different thermo-

graphic parameters in terms of frame rate and pulse duration have been performed to detect typical defects in a Metal

Additive Manufacturing process. This particular type of defects is not simple to detect because they are very small

and superficial and also their typical irregular 3D shape involves small air pockets air pockets inside the material.

A new and suitable approach has been proposed to control the integrity of a real component by using the ther-

mography as a non-destructive technique. The starting point of this procedure is the comparison between the results

reached by using two very different non-destructive techniques, such as the pulsed thermography in terms of Pulsed

Phase Thermography and the ultrasonic one in terms of C-scan map with a Phased Array Technology, in the esti-

mation of delamination depth in a composite material. The proposed approach allows for extracting the sound area

from the same real component to get information about defect size and depth of a defective part having the same its

geometry.

Novel procedures for a robust quantitative assessment have been carried out. The first one regards the application

of a very simple transmission set-up in order to perform pulsed tests to control the quality of different RSW (Resis-

tance Spot Welding) joints. Different steel joints were obtained from the RSW process by varying the main process

parameters such as current and time. By studying the thermal behavior in correspondence of the nugget of these

welded joints, it is possible to find different thermographic “indexes”, capable of assessing the quality of joints.

A further investigation regards the possibility to use a thermographic method for estimating the coating thickness

by using a calibration curve, like the approach shown in the case of an aluminum sample with different flat bottom

holes. The investigation regards a coating and a basic material in steel with very close thermophysical properties.

For this reason, also in this sac, the limits that shown the classical methods to do a quantitative analysis in this type of

application are shown in detail. However, by using a very low-cost equipment, mainly for the used infrared camera,

that is a microbolometer one, it will be shown how these limits can be overcome, by developing a new thermographic

procedure capable to provide an estimation of the coating thickness from 1 to 10 mm.

All the investigated applications are related by a main topic: the possibility and also the necessity to use the

thermography as a quantitative control in a lot of industrial and research applications. It is worth to underline that, it

is necessary to have a standard as reference, such as a sample with different imposed defects, or a sample with quality

feature well known, or again another type of non destructive technique, in order to calibrate pre and post-processing

thermographic parameters before to move on to the analysis of a real component.

The variety of the treated real problems such as the detection of typical metal additive manufacturing defects,

shows once again as thermography is a versatile and competitive type of non destructive control in terms of time and

costs and as a more that promising technique to talk about of “integrity analysis” in the field of engineering.
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Introduction

Motivation

The structural integrity of materials, components and structures has to be assessed for quality control, safety

regulations and product specifications. Numerous testing techniques have been developed for maintenance and con-

dition monitoring. These techniques can be categorised into two main classes: destructive testing, based on fracture

mechanics, and non-destructive testing, which leaves the inspected component undamaged. The most commonly

used NDT methods in industry include visual inspection, liquid penetrant inspection, magnetic particle inspection,

eddy current testing, ultrasonic testing, radiography and thermography [1, 2]. Non-destructive testing (NDT) are

characterized to be low cost, safe, fast and not dangerous tests to control a lot of applications and final components.

Moreover, the material, the processes, and the new applications are constantly evolving hence the destructive and

non-destructive techniques should be adaptable and versatile, as well [3, 4, 5].

Among the several NDT techniques, that are used in all industrial fields nowadays, Infrared Thermography (IT)

stands out as a very useful control for non-contact, fast and full-field inspection. It is based on the analysis of a

temperature response at the sample surface when an external stimulation source is applied to induce a difference in

temperature between a defect and the relative sound zone. This is known as the active approach in IT. An active

thermographic inspection requires two basic components: a thermal sensor, typically an infrared thermal camera and

an external source to heat the tested component [5].

Mainly, there are two different thermographic techniques [5]: Pulsed Thermography and Lock-in Thermography.

Pulsed Thermography is known as a technique performed in a non-stationary regime by using a flash or a laser

source to stimulate the component with a pulse of a certain duration. It is fast and simple (when compared with

the Lock-in), but defect characterization in terms of defect depth, size and thermal properties evaluation is complex

because, basically, it requires suitable procedures of data processing of raw thermal data [5, 6, 7]. In this regard,

several algorithms have been developed to improve the thermal contrast and to develop a quantitative thermographic

analysis, such as the Pulsed Phase Thermography (PPT) [8, 9, 10] and the Thermal Signal Reconstruction (TSR®)

[11, 12, 13]. The principles of both methods are well known and based on the one-dimensional model of the heat

conduction equation from which the information about the defect depth can be obtained. Basically, the TSR®

algorithm analyzes the measured thermographic data in the time domain, by an accurate investigation of the first and

second derivative of the thermal sequences. A polynomial fitting in a double logarithmic scale allows for improving

the quality of data, as proposed for the first time by Shepard [11, 12]. The PPT algorithm, instead, evaluates the

cooling thermal behavior in the frequency domain, by means of the Fast Fourier Transformation (FFT) of the acquired

signal. These algorithms provide very good results, especially in the evaluation of defects in composite materials

[14, 15].
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Even if several works talk about the possibility to use these thermographic techniques for defect detection, few

of these show a quantitative approach, mainly when materials with high diffusivity are considered.

Indeed, for this type of material, the limits are primarily due to the very high speed of the thermal phenomena that

require very high sample rates to acquire data in the first part of the cooling trend. This latter contains very useful

information about defects and it is very important for size and depth estimation. Another important issue regards

the pulse duration. Flash lamps are characterized by a pulse duration of 3-5 ms that can be considered short for low

diffusivity materials such as composite, but it is long for high diffusivity materials. In the latter case, the thermal

phenomena can occur during the heating pulse (shallow defects) and then no quantitative information about defects

can be retrieved investigating the cooling behavior [16, 17, 18, 19, 20, 21].

Besides, Thermography has a number of approaches differing in terms of experiment set-up, thermographic

technique applied and the way in which the collected data are processed. Infrared thermography is highly dependent

on the sensor selection and the experimental set-up adopted. Adequate setup and testing procedures are necessary to

avoid questionable results in the thermographic investigation. Pre and post-processing parameters have to be selected

carefully according to the investigated application, to provide useful quantitative information.

Research objectives

The main objective of this research is to develop new quantitative procedures for defect characterization and,

more in general for ensuring quality requirements in different applications, by starting from an accurate analysis of a

sample with known imposed defects or a quality standard (such a sample with particular properties, characteristic or

geometry) in order to calibrate the same procedure. After a correct calibration with standard samples and references,

it is possible to move on the analysis of a real component or case study in order to detect and to quantify the defects,

or more in general to provide quantitative information about the studied application.

In order to complete this task, a series of specific features are studied and can be stated as follow:

• Examining the fundamental concepts based on Active Thermography, in terms of physics of thermal radiation

and body emissivity (Chapter 1).

• Reviewing the fundamental thermophysical principles behind Pulsed Thermography, with particular attention

to the post-processing algorithms and the quantitative analysis (Chapter 1, section 4).

• Assessing the influence of different parameters, such as sound area location, material’s thermal properties,

oversampling, time and frequency resolution on quantitative results (Chapter 2).

• Studying the influence of the truncation window size when a post-processing analysis involved the raw thermal

data (Chapter 3, section 3).

• Showing the defect detectability after a pulsed test by using different post-processing algorithms in an alu-

minum sample with imposed defects (Chapter 3, section 4).

• Explaining the necessity to use different post-processing algorithms, showing their strengths and weaknesses

(Chapter 3, section 4).

• Developing a new procedure to have an estimation of defect depth and size, starting from the experimental

and simulated evidence that exists a linear correlation between defects aspect ratio (diameter/depth) (Chapter

4, section 1.1).
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• Showing the limits of the classical well-known methods based on one dimensional models such as blind fre-

quency and second derivative peak in the depth estimation when defects inside a material with a very high

diffusivity are examined (Chapter 4, section 2).

• Providing an offline and quantitative control of very advanced and nowadays industrial applications such as

the Laser-Powder Bed Fusion process (L-PBF) and its typical defects (Chapter 5, section 1)

• Using the ultrasonic technique as standard to estimate the depth of very small delaminations in real component

made in composite materials and to make a correlation with the Pulsed Phase Thermographic results expressed

in terms of blind frequencies (Chapter 5, section 2).

• Proposing a new thermographic procedure to control the quality of thin welded joints produced by Resistance

Spot Welding process (RSW) (Chapter 5, section 3), and for estimating the thickness coating when both the

materials are steels with very similar thermophysical properties and to show the limits of the classical methods

(Chapter 5, section 4).

Thesis contribution

This thesis is organized into 6 main chapters and sees the contribution of different works and organizations.

In Chapter 1, the place of IT in the NDT&E scenario is firstly described. Some experimental concepts, such as

data acquisition, defect detection and the main problems that come from non-uniform heating by using active ther-

mography are discussed, together with the basic theories of the main post-processing algorithms, used in literature

to process raw thermal data. The main models of heat transmission, with particular attention to Almond models, are

summarized, in order to show the thermophysical phenomena involved within a pulsed test. The theoretical bases to

do a quantitative analysis by using Thermography as a non-destructive technique are investigated and described in

Chapter 2, together with some methodologies already developed for estimating the depth and size of defects.

Chapter 3 and 4 move on different previous conference and journal publications, that provide a full quantitative

analysis of an aluminum sample with different flat bottom holes.

1. D’Accardi, E., Palumbo, D., Tamborrino, R., & Galietti, U. (2018). Quantitative analysis of

thermographic data through different algorithms. Procedia Structural Integrity, 8, 354-367.

2. D’Accardi, E., Palumbo, D., Tamborrino, R., Cavallo, P., & Galietti, U. (2018). Pulsed Thermog-

raphy: Evaluation and quantitative analysis of defects through different post-processing algorithms. In

Proceedings of the Conference QIRT.

3. D’Accardi, E., Palumbo, D., Tamborrino, R., & Galietti, U. (2018). A quantitative comparison

among different algorithms for defects detection on aluminum with the pulsed thermography technique.

Metals, 8(10), 859.

4. D’Accardi, E., Palumbo, D., Tamborrino, R., & Galietti, U. (2019, May). The influence of the

truncation window size on the quantitative thermographic results after a pulsed test on an aluminum

sample: comparison among different post-processing algorithms. In Thermosense: Thermal Infrared

Applications XLI (Vol. 11004, p. 110040M). International Society for Optics and Photonics.
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5. D’Accardi E., Palumbo D., Galietti U. By quantifying defects in high diffusivity materials: a new

procedure and a comparison with well-established models, submitted for publication.

Different case studies are in Chapter 5; the pulsed thermography is used to provide quantitative information in

different new and widespread applications.

For the first time, this type of non-destructive technique is used to detect typical defects generated during a

Metal Additive Manufacturing Process, known as the Laser-Powder Bed Fusion process (L-PBF) or most commonly

as Selective Laser Melting (SLM). Different components in steel AISI 316L are produced with imposed defects,

generated during the same process by changing the laser parameters, increasing and decreasing the energy density;

in this way, defects in keyhole mode and for lack of fusion are generated. Different pulsed tests are performed in

order to study the thermal behavior of this new type of defects, by involving different energy sources (laser and flash

lamps) and infrared cameras at different wavelengths. The samples used for these experiments are provided within

the BAM project ProMoAM thanks for cooperation of Gunther Mohr and Kai Hilgenberg, instead the thermographic

experiments are performed during the abroad visiting research period in the same BAM institute (Bundesanstalt für

Materialforschung und -prüfung (BAM), Unter den Eichen 87, 12205 Berlin, Germany), thanks to the contribution

of the Division 8.7-Thermographic Methods and the collaboration of Dr. rer. nat. Christiane Maierhofer and Dr.

Simon J. Altenburg.

A part of the work done during my visiting Ph.D. student period is included in a conference work:

D’Accardi, E., Altenburg, S., Maierhofer, C., Palumbo, D., & Galietti, U. (2019). Detection of

Typical Metal Additive Manufacturing Defects by the Application of Thermographic Techniques. In

Multidisciplinary Digital Publishing Institute Proceedings (Vol. 27, No. 1, p. 24).

Another important part of this dissertation regards the capability of PPT algorithm in estimating delamination depths

in CFRP components used in aeronautics. The investigated component has a non-uniform geometry and the defects

inside have been generated during the production process. The specimen has been investigated through the appli-

cation of both the ultrasonic technique and the thermographic one. Thermographic phase images elaborated with

suitable computational processing have been compared with Ultrasonic C-scan images; the ultrasonic technique has

been used to validate the PPT results in terms of defect depth estimation.

This work was supported by the DiTECO project (Defects, damage, and repair techniques in the production

processes of large structures in composite - PON3 Axis I Title III) funded by MIUR and the Ultrasonic tests and

results were carried out thanks to the contribution of the Italian research center ENEA (ENEA C.R. CASACCIA,

Via Anguillarese, 301 - S.Maria di Galeria, Rome, Italy), in particular with the collaboration of Dr. Fania Palano.

Some results are already published within a journal work:

D’Accardi, E., Palano, F., Tamborrino, R., Palumbo, D., Tatì, A., Terzi, R., & Galietti, U. (2019).

Pulsed Phase Thermography Approach for the Characterization of Delaminations in CFRP and Com-

parison to Phased Array Ultrasonic Testing. Journal of Nondestructive Evaluation, 38(1), 20.
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An important aim of this dissertation is to propose new thermographic procedures for the offline control of compo-

nents and evaluating their qualty in order to optimize manufacturing processes.

In this regard, a new procedure is proposed with the application of the pulsed thermography for the quality control

of RSW thin welded joints. The used welded joints were produced within the project “CAMPUS Manufacturing”.

Visual inspections by using micrographs were carried out in the lab “Metallography and Microscopy Laboratory” of

Polytechnic of Bari, thanks to Prof. Ing. Gianfranco Palumbo and Ing. Pasquale Lino Guglielmi, and show results

in agreement with the thermographic one (Chapter 5, section 3).

An important part of the activies done within this project is described in the work:

Palumbo, D., D’Accardi, E., & Galietti, U. (2019, May). A new thermographic procedure for the

non-destructive evaluation of RSW joints. In Thermosense: Thermal Infrared Applications XLI (Vol.

11004, p. 110040N). International Society for Optics and Photonics.

The aim of the last part within the Chapter 5, section 4, is to propose a calibration procedure, very similar to the

one carried out for the flat bottom holes of the aluminum sample (Chapter 4, section 1), to evaluate the thickness of

coatings in WC-CoCr. In this way, the versatility of the used approach is again confirmed. In the same section, the

limits of the classical algorithms, usually used for this type of application, (second derivative and apparent thermal

effusivity) are described, especially in the case of too thin or too thick coatings and for two materials with very close

thermophysical properties.

This part contains the following contribution:

Tamborrino, R., D’Accardi, E., Palumbo, D., & Galietti, U. (2019). A thermographic procedure for

the measurement of the tungsten carbide coating thickness. Infrared Physics & Technology, 98, 114-120.



Chapter 1

Active thermography

1.1 Heating exchange: thermal radiation

The common opinion of the concept of ‘Heat Transfer’ is that shows the energy interaction that occurs solely due

to the temperature difference between a system and its surroundings, in the presence or absence of an intervening

medium “source”. In general, the term Heat Transfer can refers also to the different modes of energy exchange:

conduction, convention and radiation.

Conduction occurs when thermal energy is passed from atom to atom through the inter-atomic forces which

tend to maintain the inter atomic spacing [22, 23, 24, 25, 26]. The conduction heat transfer, described by Fourier’s

law of heat diffusion, states that the local heat flux ˙Qcond [W/m2] can be related to the local temperature gradient

∇T [◦C/m] with a proportional relation through k[W/m◦C] which is the thermal conductivity. The conduction heat

transfer equation is:

˙Qcond =−k∇T (1.1)

The minus sign indicates the spontaneous heat transfer occurring between higher to lower temperatures, or down

the temperature gradient, according to the Second Law of Thermodynamics. Here, the physical phenomena sees the

presence of a medium transfer without any flow of the medium. In particular, in a metal solid, thermal energy is

transferred through the vibration and collision of particles, due to the presence of free electrons, and it is also spread

through electron diffusion.

Convention heat transfer requires the presence of an intervening physical medium between the investigated sys-

tem object and its surroundings. In this case, the medium is the fluid that flows between the system being heated/-

cooled and its surroundings. Mathematically, this phenomena is governed by the follow Newton’s law:

˙Qconv = h(Ts–Tf ) (1.2)

Here, the investigated physical concept shows that the heat flux from a surface at Ts[
◦C] temperature to a sur-

rounding fluid, whose temperature far from the surface is T∞[
◦C], is proportional to temperature difference Ts–Tf ,

where Tf is the fluid temperature and h is the heat transfer coefficient [W/m2◦C] [22, 24].

Theory on Radiation is the result of over 40 years of research contributions from many dedicated scientists

20
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starting with Kirchhoff’s enouncement of his law in 1859 and his black body definition in 1860, followed by the work

of Stefan (1879) and Boltzmann (1884); and Wien in 1893; among others, and that culminated with the enouncement

of Planck’s law in 1900. He proposed a mathematical solution to characterize the radiant energy distribution over

the entire frequency spectra; in this regard, the radiation can be viewed either as the transportation of tiny particles

called photons or quanta, or as the propagation of electromagnetic waves. Then, the radiation is the transfer of

thermal energy in the form of electromagnetic waves, and in this case, there is not the aid of a medium: solar energy,

X-rays, Cosmic rays are clear examples on how energy propagates by means of radiation. A schematic representation

of the electromagnetic spectrum is provided by Fig. 1.1.

Figure 1.1: The electromagnetic spectrum.

Basically, the amount of radiated energy by a photon E, is correlated to the corresponding wavelength λ , or

frequency f , of an electromagnetic wave, through the following equation:

E = h f =
hc

λ
(1.3)

where h is the Planck’s constant (6.6237x10−34Js) and c(2.9979x108m/s) is the light speed in the medium

through which the light is passing. Eq. 1.3 establishes that radiation has dual wave-particle nature, in some cases it is

convenient to consider that light propagates as a stream of energy packets (photons) , in other cases it is convenient

to refer to light as an electromagnetic wave. The dual wave-particle nature of radiation represents,as well, the basis

of Einstein’s theory of Relativity [25]. From this Eq. 1.3, the relationship between frequency and wavelength can be

obtained:

f =
c

λ
(1.4)
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Radiation in the Electromagnetic Spectrum is often categorized by wavelength. Short wavelength radiation is of

the highest energy and can be very dangerous - Gamma, X-rays and ultraviolet are examples of short wavelength

radiation. Longer wavelength radiation is of lower energy and is usually less harmful - examples include radio,

microwaves and infrared. Although infrared radiation is not visible, humans can sense it as heat. The infrared part

of the spectrum (0.74 - 1000 μm) can be further subdivided into five parts: Near Infrared (NIR) from 0.74 to 1 μm;

Short Wavelength Infrared (MIR) from 1 to 3 μm; Medium Wavelength Infrared (MWIR) from 3 to 5 μm; Long

Wavelength Infrared (LWIR) from 8 to 14; and Very long Wavelength Infrared (VLWIR) from 14 to 1000 μm [26].

Every object with a temperature above absolute zero (that corresponds to 0 K, or -273 °C) emits electromagnetic

(EM) radiation over virtually all wavelengths. This results from the tiny random motions of particles, atoms and

molecules, in the object, which can be described by a thermal energy and thus define the object’s temperature.

The amount of radiation emitted at each wavelength depends only on the object’s temperature and not on any

other property of the object, such as its chemical composition. Scientists usually refer to this as thermal radiation.

Alternatively, they also use the term ’black body’ radiation, where a black body is a theoretical object that completely

absorbs all of the light that it receives and reflects none. A black body also is a perfect emitter of light over all

wavelengths, but there is one wavelength at which its emission of radiation has its maximum intensity.

Electromagnetic radiation emitted from a black body (Eλ ,b) can be calculated using Planck’s law, as in Eq. 1.5,

where C1 and C2 are constants, λ is the wavelength and T is the temperature [26].

Eλ ,b(λ ,T ) =
C1λ−5

exp(C2/λT−1)
(1.5)

Fig. 1.2 shows the Planck’s distribution for different representative temperatures: from the Cosmic Microwave

Background (CMB) radiation (8000 K), to the emitted surface temperature of a Blue Star (the most energetic kind

of star at about 40000 K). Between these curves in the same graph, the Planck distribution is shown in the case of

the Sun’s surface temperature (5800 K), a common incandescent light bulb temperature (3000 K), and a black body

(273.15 K).

As depicted in Fig. 1.2 the following points emerge:

• Eλ ,b is a continuous function of λ , for every value of λ , there is an unique value for Eλ ,b,

• for every temperature there is a peak in terms of Eλ ,b;

• for a given λ , Eλ ,b increases with temperature, as stated by second law of thermodynamics;

• the peak of Eλ ,b is shifted to the left for increasing temperatures;

• there is more energy difference per degree at shorter wavelengths.
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Figure 1.2: Planck distribution for different representative temperatures.

By integrating several times over all frequencies (or wavelengths) the equation Eq. 1.5, and opportunely operating

a change of variables, it is possible to obtain the equation known as Stefan-Boltzmann Law, that states as the total

radiant emission is proportional to the fourth power of its absolute temperature.

Eb = σT 4 (1.6)

where σ = 5.6697x10−8W/m2K4 is the Stefan-Boltzmann constant.

It is also interesting to know the wavelength at which the black body radiation distribution function shows a peak

for a given temperature. Wien’s attempted to answer to this question by setting the Wien’s displacement law in its

more general form:

Eb,λ (λ ,T ) = T 5 f (λ ,T ) (1.7)

By dividing the previous equation by T 5, it is possible to obtain a result that is a function only of the product λT .

Wien measured the spectral distributions for a black body at different temperatures. In this way, he found that the

peak energy was proportional to their corresponding wavelength by a constant C3 = 2897.8µmK, that was called the

third radiation constant:

λmaxT =C3 (1.8)



CHAPTER 1. ACTIVE THERMOGRAPHY 24

Planck’s law is an invaluable tool to estimate spectral distribution for a black body, which corresponds to the

theoretical maximum possible emission from any real object [27]. Therefore, for a given wavelength and in a given

incident direction, there can be no body which absorbs more radiation than a black body. Any real body has to absorb

a radiation which is lower than that of the black body. Besides, of great importance in NDT&E, the energy emitted

by a body (real or black body) is a function of his surface temperature, and for a real object it is obviously minus than

the one emits by a perfect black body. However, the energy emitted by a real body and detected by an IR detector,

depends as well on the real object surface properties, mainly its emissivity, as discussed as follow.

The emissivity of a body is defined formally for a wavelength λ by Eq. 1.9, as the ratio of the radiant energy

emitted by the body to the radiation that would be emitted by a black body at the same conditions (temperature,

wavelength and direction).

ελ (λ ,Ts) =
Eλ (Ts)

Eλ ,b(Ts)
(1.9)

as defined by Kirchoff. A real body emits only a fraction of the thermal energy emitted by a black body at the

same temperature. If the emissivity is constant and independent of the wavelength, the body is defined a grey body

and ε(λ ,T S) = ε = costant < 1.

The emissivity of real objects is not constant, but it changes with the wavelength; for this reason, they cannot be

considered grey bodies (Fig. 1.3). However, it is usually assumed that for short wavelength intervals, the emissivity

can be considered as a constant. This assumption is used to treat real objects as grey bodies. In IT, although the

emissivity of real objects is wavelength dependent, and, therefore, they cannot be considered true grey bodies, they

are treated as such by averaging their emissivity through short intervals, in which the infrared sensor works. This

average is also possible because the emissivity is a slow varying function of wavelength for solid objects.

Figure 1.3: Emissivity and relative emitted energy for black, gray and real body, a schematization.

Combining the emissivity expression for a grey body and Eq. 1.6, Eq. 1.10 is obtained. This equation is the

Stefan–Boltzmann formula for grey body radiators. Fig. 1.4 shows a graphical representation of this equation for

different emissivity values.
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E = εσT 4 (1.10)
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Figure 1.4: Stefan–Boltzmann law: power radiated by a grey body with different emissivities.

If all of the radiation energy falling on an object is absorbed (no transmission or reflection), the absorptivity α is

equal to the emissivity, at any specified temperature and wavelength. It is true only for a black body. According to

Kirchhoff’s law, this can be expressed as:

ελ = αλ (1.11)

In general, the absorptivity is a measure of the fraction of absorbed energy by a surface. For real surfaces,

absorptivity range is between 0 and 1.

The part of the radiation energy which is not absorbed by a real body surface is transmitted or reflected. In

the same way, not all the incident energy is re-emitted by the surface: one part of the energy is absorbed, one part

is transmitted. In active thermography applications, we are interested in capturing the emissions coming from a

surface following an external excitation. Part of the energy that is being emitted by a surface is the reflection from

several external sources, other than the active thermal excitation, and another part is energy coming form the inside.

As a result, surface emission is a complex process resulting from a balance between transmission, absorption, and

reflection. Three parameters are used to describe these phenomena: the spectral absorbance αλ , which is the fraction

of the spectral radiant power absorbed by the object, the spectral reflectance ρλ , which is the fraction of the spectral

radiant power reflected by the object, and the spectral transmittance τλ , which is the fraction of the spectral radiant

power transmitted by the object. These three parameters are wavelength dependent.

As illustrated in Fig. 1.5, a fraction of the irradiation G is absorbed; another fraction is reflected; and for semi-

transparent materials, another fraction is transmitted through the surface. Part of the energy reflected and diffused is

detected by an infrared detector.
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material ε emissivity

paper 0.93

brick 0.5-0.9

wood 0.8-0.9

water 0.67

paint while 0.9-0.95

aluminum 0.05

stainless steel (polished) 0.22

steel (polished, oxidised) 0.08-0.8

Table 1.1: Emissivity values for different materials (real surfaces).

1.2 The infrared thermographic system

IR Imaging Systems usually has centered mainly on the wavelengths of the two atmospheric windows 3–5 μm

[middle wavelength IR (MWIR)] and 8–14 μm (LWIR region;atmospheric transmission is the highest in these bands

and the emissivity maximum of the objects at T ≈ 300 K is at the wavelength λ≈ 10 micron), though in recent years

there has been increasing interest in longer wavelengths stimulated by space applications. There are two reasons that

explain why MWIR and LWIR are investigated in IT: the band of peak emissions and the atmospheric transmittance.

The first reason is due to the relation between temperature and wavelength. The most effective measurement for

a particular temperature should be carried out for the wavelength, at which most intensity is emitted (Fig. 1.1).

Measuring at a different wavelength would require a much more sensitive camera to achieve identical results. Thus,

for most applications, wavelengths longer than SWIR are required. The second reason is related to the atmospheric

transmittance. Infrared radiation spreads through air, being absorbed by various air particles, mostly by CO2 and

H2O (Fig. 1.6) [29]. The degree to which air absorbs infrared radiation depends on the wavelength. In the MWIR

and LWIR bands, this absorption is low, allowing more radiation to reach the sensor of the camera. Therefore, the

MWIR band is preferred when inspecting high temperature objects and the LWIR band when working with near

room temperature objects.
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contrast on the surface by using a thermal source; this approach is known as active one in IT. Instead, when a

thermal gradient between the environment and the object of interest exist, the object can be inspected using a passive

approach.

The excitation source (1) is crucial for the thermographic measuring chain. Its performance has a decisive effect

on the results. Active IT employs different types of external excitation sources as optical radiation (e.g., halogen heat

lamps and laser), electromagnetic stimulation (induced eddy currents and microwaves), mechanical ultrasonic waves

and material enabled features in composites, in order to generate heat in the component under inspection. Optical

sources include lasers, LEDs, Xenon flash tubes, halogen lamps, and common (incandescent) electrical bulbs. Such

heaters are well controlled and may deliver a considerable amount of energy onto the surface of a test object. The

most powerful heat sources are high power CO2 and diode lasers [30]. The drawbacks of optical heaters are the

presence of reflected radiation during heating/cooling, which may be significantly reduced in the case of lasers and

LEDs, and a need for high material absorbance in the spectral range of their output. The optical heaters typically used

in active thermography are Xenon flash tubes, which provide up to 0.5millionWm2 for flash lamps and to 30kWm2

for halogen lamps [31].

A tested material (2) can be described by a few specific thermophysical properties: density, specific heat, conduc-

tivity, effusivity, diffusivity and emissivity. Other properties that characterize a material are emissivity, reflectivity

and trasmissivity, described already in the previous paragraph.

Density ρ (kg/m3), is a measure of mass per unit volume. Specific heat cP (J/kgK), is the thermodynamic

property, which states the amount of heat required for a single unit of mass of a substance to be raised by one degree

of temperature. When the product (ρxcP) is combined, it provides an indication of the ability of the material to store

thermal energy, i.e. their heat capacity [32].

Thermal conductivity k (W/mK) is a thermophysical property of matter defined as:

Conductivity gives an indication of the energy diffusion rate by conduction for a particular material. The defining

equation for thermal conductivity is:

q =−k∇T (1.15)

where q is the heat flux, k is the thermal conductivity, and ∇T is the temperature gradient. This is known

as Fourier’s Law for heat conduction. For the same thermal gradient, heat flux will increase with k. In general,

ksolids > kliquids > kgas.

Thermal diffusivity α (mm2/s) is the thermal conductivity divided by density and specific heat capacity at con-

stant pressure. It measures the material’s ability to conduct heat in relation to its capacity to store it [33].

α =
k

ρcp

(1.16)

In a substance with high thermal diffusivity, heat moves rapidly through it because the substance conducts heat

quickly relative to its volumetric heat capacity or thermal bulk. The thermal diffusivity is a measure of the thermal

energy diffusion rate through the material. The diffusion rate will increase with the ability to conduct heat and

decrease with the amount of thermal energy needed to increase the temperature. Large values of diffusivity mean

that objects respond fast to changes of the thermal conditions. Therefore, this quantity governs the timescale of

heat transfer into materials. If a material has voids or pores in its structure, then both the thermal conductivity and

density decrease, so the thermal diffusivity changes. This implies a variation of the heat transfer within the material
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is affected, leading to observable changes of surface temperatures in the vicinity of the defects.

Effusivity e(W
√

s/m2 ·K), is a thermophysical property relevant to transient surface heating processes [32],

which is present in all materials (solids, liquids, pastes, powders, and gases). Effusivity measures the material ability

to exchange heat with its surroundings and is defined as:

e =
√

kρcp (1.17)

This quantity will govern how much the temperature of an object changes if it is invested with thermal energy.

In Tab. 1.2 thermophysical properties of common NDT&E materials are reported.

Material

Thermal

Conductivity

k (W/mK)

Density

ρ (kg/m3)

Specific

Heat

cp (J/kgK)

Thermal

Diffusivity

α (mm2/s)

Thermal

Effusivity

e(W
√

s/m2K)

Air 0.025 1.29 1004 19.4 6

Aluminum (pure) 225.94 2698 921 91 23688

Aluminum

6061
167 2007 896 64 17329

Aluminum

7079
121.34 2740 795 55.7 16258

Steel 304 14.644 7920 502 3.68 7631

Steel 316 13.53 8230 470 3.598 7230

Lucite Plexiglas 0.152 1200 1297 0.1 486

Teflon 0.251 2170 1004 0.12 740

Graphite Sheet 70

Um(In-Plane)
800 1100 850 855 27350

Epoxy/Carbon

Fiber Composite
78.8 1400 1130 49.81 11165

E-Glass Fiber

Composite
1.30 2600 810 0.617 1654

Table 1.2: Main materials thermal properties database.

An IR camera (3) captures the (weak and noisy) thermal signatures coming from the target (sample+environment).

The principal components of a radiometer are: the optical receiver, the detector or detector matrix, and in some cases

a cooling system. Here again, every element of the radiometer contributes to further degrade the signal, i.e. optical,

electronic and electromagnetic noise.

The essential elements of an original form of infrared imager are illustrated as a block diagram in Fig. 1.8. They

are:

• An optical system that can form an image of an external scene using radiation in the infrared wavelength range.

• One or more detector elements that can convert this radiation into electrical signals proportional to the radiation

falling onto them.

• Some systems require a scanning mechanism that scans the infrared image in a regular pattern across the

detector element(s), although most modern imagers do not require this, since they use large detector arrays
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thermal detectors include thermocouples, bolometers, pneumatic detectors, pyroelectric detectors and liquid crystals.

Photonic detectors are subdivided in photoemissive detectors, based on the emission of carriers from a metal to a

semiconductor material through absorption of radiation; and quantum detectors, which can be photoconductors (the

electrical conductivity increases with temperature) or photovoltaic (or photodiode) detectors (a current proportional

to incident radiation flows through the diode junction of the semiconductor).

An example of detector that belong to the family of thermal detectors is the bolometer/microbolometer. The

microbolometer technology is based on the resistance change with temperature of a resistor element and is the

mostly employed in handheld IR systems. Basically, a microbolometer consists of two platinum strips, covered with

lampblack; one strip is shielded from the radiation and the other one is exposed to it. Microbolometer detectors are

mostly based on pyroelectric and ferroelectric materials or microbolometer technology. The material are used to

form pixels with highly temperature-dependent properties, which are thermally insulated from the environment and

read electronically. Microbolometers are characterized by relatively low sensitivities/detectivities, broad/flat spectral

response curves, and slow response times of about 10 ms [34].

Cooled detectors are typically contained in a vacuum-sealed case or Dewar and cryogenically cooled. The cooling

is necessary for the operation of the semiconductor materials used. Typical operating temperatures range from 4 K

to just below room temperature, depending on the detector technology. Most modern cooled detectors operate in

the 60 K to 100 K range, depending on type and performance level. The camera may need several minutes to cool

down before it can begin working. The most commonly used cooling systems are rotary Stirling engine cryocoolers.

Although the cooling apparatus is comparatively bulky and expensive, cooled infrared cameras provide superior

image quality compared to uncooled ones. Materials used for cooled infrared detection include photodetectors based

on a wide range of narrow gap semiconductors including indium antimonide (3-5 μm), indium arsenide, mercury

cadmium telluride (MCT) (1-2 μm, 3-5 μm, 8-12 μm), lead sulfide, and lead selenide.

Thermal imaging cameras with a cooled detector offer some advantages over thermal imaging cameras with an

uncooled detector. However, they are more expensive.

In selecting the type of detector to use in a thermal imager there are several main performance parameters to

consider:

• The wavelength band in which it operates

• The thermal sensitivity and spatial resolution that can be achieved

• The integration time

• The frequency response

• Cooling requirements and the associated complexity, cost, and possible inconveniences

• Reliability and cost

Unfortunately, microbolometers camera do not offer the possibility to fix the integration time. Rather, the integration

time is given by their thermal time constant. The frame rate of these cameras cannot be changed by the user. For all

these reason, their use is is limited to a few and particular applications.

Follow a brief description of the previously mentioned performance parameters for an infrared camera.
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As already specified, the infrared spectrum is divided into near-IR, shortwave (SWIR), medium wave (MWIR)

and long wave (LWIR). To detect radiation at these wavelengths, a number of different detector technologies are used.

While shortwave IR sensors are typically composed of Indium Gallium Arsenide (InGaAs), MWIR sensors typically

rely on Indium Antimonide (InSb). SWIR and MWIR detectors can be actively cooled, increasing sensitivity and at

the same time adds to the cost of cameras based around them.

In the LWIR range, Mercury Cadmium Telluride (MCT) and Strained Layer Superlattice (SLS) detectors provide

a high-level of temperature precision. However, both technologies require active cooling, which increases cost. A

lower cost, albeit less sensitive option in the LWIR, is the microbolometer, typically found in less expensive handheld

cameras. For many applications, microbolometer-based cameras provide an affordable alternative to those that are

actively-cooled. The wavelength ranges of all these detectors is illustrated in Fig. 1.9.

Figure 1.9: IR detector technology; type of sensors and wavelength.

Sensitivity expresses the ability of an infrared camera to display a very good image even if the thermal contrast in

a scene is low. Put another way, a camera with good sensitivity can distinguish objects in a scene that have very little

temperature difference between them. Sensitivity is most often measured by a parameter called Noise Equivalent

Temperature Difference or NETD. NETD is defined as the amount of infrared radiation required to produce an output

signal equal to the systems own noise. This is a noise rating of the system and should be as low as possible. NETD

is typically being expressed in mill-Kelvin (mK). Typical values for uncooled, microbolometer detector thermal

cameras are on the order of 45 mK. Scientific cameras with photon based and cryogenically cooled detectors can

achieve NETD values of about 18 mK. The noise measurement value should be specified at a particular object

temperature, as this impacts the measurement. Example: NETD @ 30C : 60 mK. In order to measure the noise

equivalent temperature difference of a detector, the camera must be pointed at a temperature controlled black body.

The black body needs to stabilize before starting the measurement. The noise equivalent temperature difference

is then being measured at a specific temperature. It is not a single snapshot measurement, but rather a temporal

measurement of noise. The temperature of a technical black body Tob measurement area is usually equal to 30 °C,

with a background temperature To of 22 °C, and the difference Tob −To should be within 5–10 K. A greater value of

NETD indicates a lower sensitivity of the camera. For this reason, in the technical data of IR cameras, the NETD

parameter is called ‘thermal sensitivity’ or ‘temperature resolution’ [35].

FOV, or Field of View, is the largest area that your imager can see at a set distance. In other words, the FOV is

the angular extent of the observable object field. Sometimes the FOV is also given as the area seen by the camera. It
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is typically described in horizontal degrees by vertical degrees-for example, 23ºx17º. IFOV, or Instantaneous Field

of View (otherwise known as Spatial Resolution), is the smallest detail within the FOV that can be detected or seen

at a set distance. It means that at certain distance, you may not be able to see certain small details if your Spatial

Resolution is not good enough. IFOVmeasurement, or Instantaneous Field of View Measurement (otherwise known

as Measurement Resolution), is the smallest detail that you can get an accurate temperature measurement upon at a

set distance. These are a measure of the spatial resolution of an IR camera. The FOV depends on both the camera

lens and the FPA dimensions. Focal Plane Arrays (FPAs) are today’s most common IR imaging configuration. An

FPA is made up of rows and columns of individual IR detectors. The fill factor is an important parameter in selecting

FPAs, it provides the IR-sensitive material to total surface (including the signal transmission paths) ratio. The higher

the fill factor, the higher the sensitivity, the cooling efficiency and the overall image quality of the system. From the

FOV, IFOV can be determined by dividing the FOV by the number of FPA pixels in a line (horizontal or HIFOV) or

in a column (Fig. 1.10) [35].

Figure 1.10: Illustration of field of view (FOV) and instantaneous field of view (IFOV).

Another important parameter is the specification of accuracy (or, more precisely, inaccuracy), that gives the abso-

lute value of the temperature measurement error for black body temperature measurements. For most thermocameras,

the absolute temperature accuracy is specified to be ±2 K or ±2% of the temperature measured.

The accurate analysis of transient thermal processes requires a sufficient time resolution of thermal imaging com-

pared to the characteristic thermal time constant of the process to be investigated. Most practitioners use bolometer

cameras that do not offer the possibility of a select-able integration or exposure time (that, for definition, is the time

it takes a pixel to produce a useful conversion) in contrast to photon detector. In data sheets of imaging systems

equipped with bolometer focal plane arrays, the time resolution is usually just characterized by the frame rate as

the relevant camera parameter. Mostly this value is assumed to be related to the time resolution for the imaging

analysis [34]. A detector with a high integration time responds more slowly to temperature changes; as a conse-

quence, the maximum signal is much lower than the correct 100% signal. If the detector time constants are much

lower (nanoseconds to microseconds), these detectors respond much faster and the temperature of an object can be

correctly determined. In cooled detector, it is possible to select the integration time and also the frame rate (the

speed) of the camera; usually, when the frame rate of the camera increases, there is a windowing of the detectable

object, so the spatial resolution decreases with the investigable area.

These are the main performance parameters that characterize an IR camera; however the choice of which camera
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to use, uncooled or cooled, or a particular type of both, depends on the application and the sustainable costs.

IR cameras without an analysis software (4) would just provide qualitative false color images of objects. How-

ever, whenever quantitative results are needed like temperatures, line plots, or reports, software tools are indispens-

able. All manufacturers of thermal imaging systems provide a variety of software tools ranging from general-purpose

software packages including, for example, thermal image analysis and generation of infrared inspection reports. The

general-purpose software mostly contains the following key features: level and span adjustment; selectable color

palette and isotherms; definition of spot analysis, lines, and areas with temperature measurements for maximum,

minimum, and average temperatures; adjustment of object parameters (emissivity) and measurement parameters

(e.g., humidity, object distance, ambient temperature); creation of reports with flexible design and layout. For a very

detailed analysis of static or transient thermal processes sophisticated software is available. Sophisticated software

usually includes more complex data storage, analysis, and camera operation tools: a remote control of the camera

from the PC together with high-speed IR data acquisition, analysis, and storage; raw data acquisition and analysis,

radiometric calculations; different data format export, automatic conversion to, for example, JPEG, BMP, AVI, or

MATLAB® format.

Traditional and new IR image processing techniques are reviewed in references [35, 36]. These techniques

are intended to reduce noise at pre and post processing stages, to enhance image contrast and to retrieve useful

information from the images. Finally, the resulting processed data must provide qualitative or quantitative outputs

allowing to assess the conditions of the target (5).

1.3 Infrared thermography in NDT&E scenery

Infrared Thermography in the NDT&E scene Non Destructive Testing and Evaluation (NDT&E) involves all

inspecting techniques used to examine a part or material or system without impairing its usefulness [36]. The

objective of a NDT&E technique is to provide information about (at least one of) the following parameters [36]:

discontinuities and separations; structure; defects, porosity and delaminations; dimensions and metro logy; physical

and mechanical properties; composition and chemical analysis; stress and dynamic response; signature analysis; and

abnormal source of heat.

There exist several NDT&E techniques, none of which is able to reveal all the required information.

The National Materials Advisory Board (NMAB) Ad Hoc Committee on Nondestructive Evaluation adopted a

classification system of 6 major categories [36]:

1. Mechanical-optical (Visual Testing);

2. Penetrating radiation (Radio graphic Testing);

3. Electromagnetic-electronic (Eddy Current Testing, Magnetic Particle Testing);

4. Sonic-ultrasonic (Ultrasonic Testing);

5. Thermal and Infrared (Infrared Thermography);

6. Chemical-analytical (Liquid Penetrant Testing).
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The appropriate technique depends on the thickness and nature of the material being inspected, as well as in the type

of discontinuity that must be detected, especially its depth. Infrared and Thermal testing involves temperature and

heat flow measurements to predict or diagnose failure. IT is a nondestructive, non-contact and non-intrusive mapping

of thermal patterns on the surface of the objects.

For the studies conducted in this research work, active thermography has been used. There are, basically, 3 tech-

niques widely used in NDT&E: Pulsed Thermography (PT), Lock-in Thermography (LT) and Vibrothermography

[98].

However in the literature, there is some confusion when the different authors talk about of thermographic tech-

niques, intended as way to acquire thermal data, instead of post-processing algorithms or ways to analyze the raw

thermal data. For this reason in this work, we talk about two main techniques: Pulsed Thermography and Lock-in

thermography.

Stepped and long pulse thermography are types of analysis and as ideas and data acquisition come from the

pulsed thermographic technique. In the same way, when we talk about Pulsed Phase Thermography (PPT) and

Thermal Signal Reconstruction (TSR®), these will be algorithms useful to provide a post-processing of the raw

thermal data that come from a pulsed test, and not techniques.

In terms of theoretical remarks and models which can be useful to explain and simulate the thermophysical

principles, there are some differences between pulsed and stepped/long pulse thermography, explained mainly from

a different pulse duration.

In the following sections, the thermophysical principles, together with theoretical remarks, data acquisition and

processing of pulsed and lock-in thermography will be shown, so creating order in the literature.

1.4 Pulsed Thermography

1.4.1 Data acquisition

In the last years, pulsed thermography has been established as a non destructive technique for detection of sub-

surface defects in many different materials, from metals to composite one. Hence, for this type of approach to be

effectively applied, a condition must be added: the thermophysical properties of the internal defect (e.g. voids, in-

clusions, delamination etc.) have to be different from those of the specimen’s material. Without this condition, no

defect detection is possible.

In PT, data acquisition is carried out as shown in Fig. 1.11 and can be summarized as follows. First, energy

sources (xenon flash tubes) are used to heat the specimen surface. The pulse duration may vary from a few ms (~3-15

ms using flash lamps) to several seconds (using halogen lamps or a laser source), depending on the thermophysical

properties of both, the specimen and the defects. There are two different modes for carrying out the raw thermal

data: reflection mode, when the IR camera and the heating source are in the same side, and transmission one, when

the latest are in the opposite side. A reflection configuration is used when the inspecting defects are closer to the

heated surface, instead transmission is preferred for deeper defects or in order to provide some information about the

thermophysical properties of the examined sample. The thermal changes are recorded with an infrared camera. A

synchronization unit is needed to control the time between the launch of the thermal pulse and the recording with the

IR camera. Data is stored as a 3D matrix. Defective zones will appear at higher or lower temperature with respect to

non defective areas, depending on the thermal properties of both the material and the defect. Although heat diffusion
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where T0 is the starting temperature, e is the effusivity, α is the thermal diffusivity and Q is the absorbed energy

density. Here, the purely one-dimensional case, neglecting finite pulse duration and heat losses for radiation and

convection is considered. This equation is only valid in the case of homogeneous and isotropic materials and it can

be considered as the one-dimensional solution of the Fourier Equation for a Dirac delta function.

If we consider the temperature trend on the surface of the body, the Eq. 1.18 is simplified in the equation Eq.

1.19 [39]:

T (z = 0, t) = T0 +
Q

e
√

πt
(1.19)

with a theoretical slope equal to -0.5 in a double logarithmic scale.

In the case of a finite body with a thickness L, by considering a one-dimensional model [39], the thermal wave

is reflected theoretical infinite times from the back and front sizes of the tested sample. The equation that describes

this thermal behavior is (Eq. 1.20):

T (t) =
Q

e
√

πt

[

1+2
∞

∑
n=1

Rne−
(nL)2

αt

]

(1.20)

where R is the thermal reflection coefficient of the solid-air interface R= e−eb
e+eb

(where e indicates the solid thermal

effusivity and eb the air-basic material surface), that can be considered equal to 1 and n is the number of reflections.

Eq. 1.20 was obtained from the inverse Laplace function of the convolution of the thermal response function of a

sample thickness L, with a Dirac delta function impulse of magnitude Q.

As a first approximation, a region containing a delamination-like defect can be treated as a layer of thickness d,

the depth of the defect below the surface, and the expression is the same of the Eq. 1.20, by replacing the sample

thickness L with the thickness layer d [40].

The equations described above are analytical expressions obtained assuming uniform heating across the surface

and subsequent uniform, one-dimensional, thermal conduction into the heated sample.

Real defects are finite in their dimensions and the heat flows around the same cannot be considered one-dimensional,

so it is necessary to consider the real defect size and the lateral conduction. For a circular defect of diameter D and

by considering the defect aspect ratio P = D
d

, the Eq. 1.20 can be re-written as Eq. 1.21 [40]:

T (t) =
Q

e
√

πt

[

1+2

(

∞

∑
n=1

Rne−
(nd)2

αt

)

(

1− e−
(Pd)2

16αt

)

]

(1.21)

Layered carbon or glass fiber composites are important types of material that are inspected using flash thermog-

raphy. For these, in-plane and through thickness (z direction) thermal properties are different. Typically, in-plane

thermal diffusivity is several times larger than through thickness thermal diffusivity. If the ratio of in-plane to z

direction thermal diffusivity is indicated as m, Eq. 1.21 becomes [40]:

T (t) =
Q

e
√

πt

[

1+2

(

∞

∑
n=1

Rne−
(nd)2

αt

)

(

1− e−
(Pd)2

16mαt

)

]

(1.22)

By using the models described with Eq. 1.20 and the Eq. 1.21, it is therefore possible to explain the experimental

behaviors after a pulsed test of an infinitesimal duration.

In order to evaluate the influence of the real sample thickness on the defect thermal behavior, it is necessary to
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modify the Eq. 1.22 [38]; in this way, the thermal contrast is re-defined by considering as sound the temperature over

a plate of specified thickness L, by using the Eq. 1.23.

In this way, to obtain the defect thermal behavior in terms of temperature, it is necessary to simulate the thermal

sound behavior by using the Eq. 1.20 for a finite L thickness and the expression of the thermal contrast by using Eq.

1.23 for the different defects aspect ratios.

∆T (t) = 2
Q

e
√

πt

(

∞

∑
n=1

Rne−
(nd)2

αt −
∞

∑
n=1

Rne−
(nL)2

αt

)

(

1− e−
(Pd)2

16αt

)

(1.23)

These equations (Eq. 1.21, Eq. 1.22, Eq. 1.23) are mathematical models that describe the thermal behavior after

a pulsed test of an infinitesimal duration in reflection configuration; the theoretical results that can be obtained by

using these different thermographic models for different materials are already shown in several works [39, 41, 42, 45,

49, 50, 51, 52], but the authorship of the these models is from D. P. Almond [39, 40, 41, 42, 43, 44, 45, 46, 47, 48].

However, there are other works and authors that developed numerical, mathematical and also finite element models

in order to study this typical cooling thermal behavior [53, 54, 55, 56, 57, 58, 6, 7].

Here (Fig. 1.12), the temperature decay curve is depicted by analyzing the case of an aluminum sample, together

with the relative thermal contrasts by considering different simulated circular defects (flat bottom holes). The used

material for these simulations is an aluminum one, with these thermophysical properties: ρ = 2700
(

kg/m3
)

, k =

190 (W/mK) , cp = 880 (J/kgK). For the acquisition parameters, the energy density Q is setted equal to 6400J/m2

and the acquisition frequency is 200Hz. The influences of defect depth and defect size are shown in Fig. 1.12,

together with the geometrical characteristics in terms of defect depth and size, and entire thickness sample.
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(a) Influence of defect depth.

(b) Influence of defect diameter.

Figure 1.12: Thermal behavior after a pulsed test: finite body and diameter influence models.

If the material parameters are known, these equations are well suited for estimating maximum surface temper-

atures and temporal temperature changes and thus for selecting optimum measurement parameters like temperature

range, temperature resolution and frame rate of the IR camera as well as the required measurement duration. The

other way around, if experimental data have been already recorded, a fit of the experimental temperature evolution

using the previous equations enables estimation of the absorbed energy and of material parameters and their changes

due to defects.

Flash thermography can be well described by 1D analytical models [50, 59, 60] also in the case of transmission

configuration. Here, the temperature T as a function of time t at the backside (x = L, transmission) of a plate having

a thickness L, a diffusivity α , a density ρ and a specific heat capacity cp is given by:
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T (t) =
Q

Lρcp

[

1+2
∞

∑
n=1

(−R)ne
− n2π2

L2 αt

]

(1.24)

Eq. 1.24 shows as the temperature rise depends on the material properties and the thickness of the specimen. In

particular, the time in which the maximum temperature is reached depends on thickness of plate, it decreases as the

thickness decreases. In Fig. 1.13, the temperature trend is reported as a function of the thickness by considering the

same thermophysical aluminum material properties used to show the previous models, f = 200Hz, Q = 2400J/m2.
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Figure 1.13: Temperature trend over time for a pulsed test in transmission mode Eq. 1.24.

In case of no heat loss, the rear surface temperature of the sample will attain a peak maximum and stay therefore

an indefinite time period as depicted in Fig. 1.13, in fact by using an 1D model.

From this model, a well-known flash method of determining the material thermal diffusivity α descends: the

Parker method [61, 62, 63, 64, 65, 66]. This method assumes that the sample is adiabatic and isotropic; the thermal

diffusivity is calculated from t0.5, the time taken for the thermogram to reach half of the maximum rise in temperature

and L, the thickness of the sample material (Fig. 1.14):

α = 0.1388
L2

t0.5
(1.25)
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Figure 1.15: Temperature trend in defect and sound area, Stepped approach and Long Pulsed approach

Follow a brief description of the models useful to describe these types of analysis.

The temperature increase during a step heating analysis for a semi-infinite body (or a thermally thick slab) follows

the equation:

△T =
2q

√
t

e
√

π
(1.26)

where q is the heat flux density, e is the thermal effusivity and t is the time [76, 77]. In the case of a slab of finite

thickness L, the surface temperature increase is given by the equation:

T (t) =
2q

√
t

e
√

π

[

1+
√

π
∞

∑
n=1

2xier f c

(

nL√
kt

)

]

(1.27)

where k indicates the thermal diffusivity.

If a slab with defect of infinite thermal resistance is considered, the equation that describes this thermal behavior

is obtained by replacing the slab thickness L with the defect depth z.

T (t) =
2q
√

t

e
√

π

[

1+
√

π
∞

∑
n=1

2ier f c

(

nz√
kt

)

]

(1.28)

By using the analytical solution proposed by Balages et al. (1986) [83] or the quadrupole method [69, 70, 71, 72,

73], it is possible to obtain a solution that considers a slab with a large-extent defect, but with the thermal losses due

to the material thermal resistance. The long pulse excitation response can be obtained by representing it as being a

sequence of impulse responses, starting from the equation valid for an infinitesimal pulse duration. The defect image

thermal contrast, Tc(t), may be obtained by integration of the impulse response function [41]:

Tc(t) =
∫ tp

τ=0

2W

e
√

π(t + τ)

[

∝

∑
n=1

e
− (nd)2

α(t+τ) −
∝

∑
n=1

e
− (nL)2

α(t+τ)

](

1− e
− (D/2)2

4α(t+τ)

)

dτ (1.29)

In Eq. 1.29, W is power density or heat flux
(

W/m2
)

created at the surface by the absorption of optical energy

from an energy source (laser, halogen lamps) applied for a duration of tp. Here, only the case that considers both the

influence of the finite thickness L and the diameter D is reported, because the other minor cases can be demonstrated
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in the same way.

1.4.3 Data processing

In order to provide quantitative information from the raw thermal data, a post-processing is necessary. Several

algorithms have been developed in the past to satisfy this aim, to detect and localize defects and also to estimate their

depth and size.

Here, the physical principles of the main algorithms will be described. In general, these tools can be useful in

order to analyze data that come from a pulsed test, of an infinitesimal duration but also in the case of stepped/long

pulse analysis; however, the contrast created by the defect occurs right after reaching the semi-infinite medium

regime for pulse-heating, but much later for the step-heating. This will have no influence for the detection of the

defect, but will perhaps make the quantitative characterization (depth identification) more difficult [76, 77].

Besides, when the PPT algorithm is applied, the thermal signal is evaluated in the frequency domain: in order to

get the data in this domain, Fourier transformation, especially FFT is used to calculate the phase shift for different

frequencies. The usage of FFT assumes a periodic signal or a temporal however limited in time. Unfortunately, this

is not the case for the temperature signal after a short pulse heating and more during and after a stepped/long pulse

analysis, for this reason the transformation to the frequency domain generates some errors, especially when the aim

is to provide quantitative information [6, 7].

1.4.3.1 Slope and Square Correlation Coefficient R2

In a double logarithmic scale, the equation Eq. 1.18 can be rewritten as follow:

ln(△T ) = ln

(

Q

e

)

− 1

2
πt (1.30)

and so, in the case of a semi-infinite body, Dirac pulse and adiabatic conditions, a theoretical sound material

shows a slope equal to −0.5 (Fig. 1.16) [98].
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Figure 1.16: Temperature cooling down after a Dirac pulse: theoretical trends for sound and defect area in a double

log scale.

In Fig. 1.16, the surface temperature evolution following a theoretical application of a Dirac pulse is plotted for

a thin homogeneous plate (blue curve) and for the same plate when a typical defect (air layer) is present under the

surface (orange curve). The presence of the defect determines a modification of thermal profile during cooling with

a typical non-linear behavior.

Galietti et al. in [87] proposed two parameters (algorithms) that can be useful to analyze thermal data during the

cooling phase: the slope (m) and the linearity R2 of data.

As shown in Fig. 1.17 the cooling trend in the presence of a defect deflects from the theoretical sound one: a

measure of this deviation is the slope value (m), that looks different from−0.5. Another index of this deviation is

R2 value. In [87] the R2 is defined as R2 = 1− (SSres/SStot), where SSres is the residual sum of squares and SStot is

the total sum of squares. In the case of a simple linear regression, R2 equals the square of the Pearson correlation

coefficient between the observed and predicted data values of the dependent variable. The value of this coefficient is

between 0 and 1 where: 1 indicates that the regressors well predict the value of the dependent variable in the sample,

while 0 indicates that this doesn’t happen; for a sound material we will therefore expect values of R2 close to 1, and

under the hypothesis of a Dirac pulse just the same to 1, instead for a defect area this value is less than 1.

Examples of values R2 and slope m are reported in Fig. 1.17 in the analysis of a composite sample with imposed

defects (flat bottom holes). The higher values of the two parameters were obtained for a shallow defect (defect 2),

while the deeper defect (defect 7) showed lower values. This particular behavior could be used for discerning defect

depth with respect to the sound material [87].
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Figure 1.17: Log–log graph of the cooling phase: R2 and m values assessed for different defects and relative sound

(square wave, modulation period 240 s) [87].

In [74, 76, 77], the analogies between the slope and the R2 in a pulse and step-heating are theoretical explained,

in order to demonstrate the possibility to apply these algorithms in both cases.

Several works show the effectiveness of these post processing algorithms [19, 20, 21, 74, 85, 86, 87] for the

defect detection, localization and characterization.

1.4.3.2 Thermal Signal Reconstruction (TSR®)

Thermographic Signal Reconstruction (TSR®) [71] is an attractive post processing algorithm that allows to

increase spatial and temporal resolution of a sequence, reducing the amount of data to be manipulated at the same

time. TSR® is based on the assumption that, non-defective pixels temperature profiles should follow the decay curve

given by the one-dimensional solution of the Fourier Eq. 1.19 at the surface for a semi-infinite body stimulated by a

Dirac delta function, i.e. Eq. 1.30, that can be rewritten as taking the natural logarithm of both sides.

Shepard [71] proposes to use a low order (n degree) polynomial function to fit the experimental data:

ln(△T ) = ao +a1ln(t)+a2ln2(t)+ ...+anlnn(t) (1.31)

Typically, n is set to 4 or 5 to avoid “ringing” and insure a good correspondence between fitting accuracy and

signal de-noising for different NDT&E applications [11, 12, 13]. MatLab® provides a direct polynomial fitting func-

tion polyfit(), in this thesis widely used to provide several results, though the patent version offers some differences

of the author knowledge [71].

As a result, the TSR® method Fig. 1.18 provides a significant degree of data compression; in fact, there is

a replacement of the sequence of temperature maps in the time, by a series of (n+1) images that correspond to

the polynomial coefficient: ao(i, j), . . . ,an(i, j). From this series of (n+1) maps it is possible to reconstruct a full

thermographic sequence, in addition to obtain a drastic reduction of the data amount [49, 73].
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Figure 1.18: Defect detection by the TSR® method, logarithmic polynomial fitting and derivation [20].

It is also convenient to analyses the 1st and the 2nd logarithmic derivatives of the polynomial fitted thermographic

sequence [11, 12, 19, 20, 21]. With this fitting operation, there is a significative reduction of the original temporal

noise and the transition to the derivative analysis increases the contrast between the defective and the relative sound

area. For each pixel, the time sequence can be differentiated using these expressions:

dln(△T )

dln(△t)
=

n

∑
n=1

nanlnn−1t (1.32)

d2ln(△T )

d [ln(△t)]2
=

n

∑
n=2

nanlnn−2t (1.33)

First time derivatives indicate the rate of cooling while second time derivatives refer to the rate of change in the

rate of cooling. Therefore, time derivatives should be more sensitive to temperature changes than raw thermal images

[105].

Fig. 1.19 corresponds to a typical temperature decay for a defective (dotted line) and a non-defective (plain line)

area. The first and the second time derivative as calculated with Eq. 1.32 and Eq. 1.33, and the typical trends are

shown in Fig. 1.19.
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achieved. In a similar way, in [76] the step-heating derivative curves are computed and are shifted along the y-scale,

in order to point out the similarities with pulse-heating trends. In [77] the possibility to experimentally apply those

processing tools to the relaxation phase occurring once the heating is off (squared-shape or long pulse-heating) have

been showed for detection and imaging of realistic delamination-like defects in a composite material.

1.4.3.3 Pulsed Phase Thermography (PPT)

Pulsed phase thermography (PPT) [2, 5, 6, 7, 8, 9, 10, 17, 19, 20] is a technique that transforms thermographic

data from the time domain into the frequency domain using Fast Fourier Transform (FFT). Any wave form, peri-

odic or not, can be approximated by the sum of purely harmonic waves oscillating at different frequencies. The

Continuous Fourier Transform (CFT) can be expressed as:

F(w) =

+∞
∫

−∞

f (t)exp− jwtdt = A(w)expiϕ(w) (1.34)

where w = 2π f . For the PPT, the Discrete Fourier Transform (DFT) is usually preferred because we are working

with sampled signals for the actual implementation of the solution.

Fn = t
N−1

∑
k=0

T (k∆t)exp− j2πnk/N = Ren + Imn (1.35)

where Re and Im are respectively the real part and imaginary part of the transformed data, the subscript n is the

increasing frequency, Δt is the sampling interval and N is the total number of thermograms (infrared images). The

phase and amplitude maps are finally obtained using the following relation:

An =
√

Re2
n + Im2

n ϕn = tan−1

(

Imn

Ren

)

(1.36)

Amplitude and phase maps (Fig. 1.21) are obtained by repeating this process for all pixels (x, y) of the field of

view. With N time increments available (with N corresponds also to the thermograms in the sequence), N/2 frequency

values are available (due to the symmetry of the Fourier transforms) [2, 5, 6, 35, 36].
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Figure 1.21: Data acquisition and processing by PPT [127].

The quality of the results depends on two important parameters, the sampling rate fs, and the acquisition time

(tacq), i.e. the maximum truncation window w(t). Theoretically, the sampling rate should be high enough to increase

the available frequency ( fmax = fs/2) and capture early thermal changes. The truncation window w(t) should be as
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large as possible to increase frequency resolution and to be able to characterize a wide range of depths, especially

deep defects that are detectable only at very low frequencies. The material thermal properties are critical in choosing

of ∆t and w(t). In fact, the much higher time resolution requirement on high conductivity materials is compensated

in part by the need of a smaller truncation window. More frames had to be included for aluminum to incorporate

more data especially at the beginning of the sequence, where thermal changes are critical. The number of frames

N could be further reduced without loss of pertinent information using a higher sampling rate with a shorter w(t)

[2, 5, 6, 35, 36]. Other details about the testing parameters for the PPT technique can be found in references [2, 5, 6].

The Fast Fourier Transform (FFT) algorithm, available in software packages such as MatLab®, greatly reduces the

computation time and is therefore privileged. It should also be pointed out that the direct implementation of the DFT,

as shown in Eq. 1.35 above, requires approximately n2 complex operations. However, computationally efficient

algorithms can require as little as nlog2(n) operations [19, 20, 86].

1.4.3.4 Principal Component Thermography (PCT)

The Principal Component Thermography (PCT) is a thermographic algorithm based on the Principal Component

Analysis (PCA) to extract features and reduce the noise by converting the thermal response data into a system of

orthogonal components [88, 89, 90, 91, 92, 93]. In general, the PCA is a linear projection technique for converting a

matrix A to a matrix of the lower dimension, by projecting A into a new set of principal axes. One simple approach to

the PCA is to use Singular Value Decomposition (SVD), already implemented in the software Matlab® as a function.

In general, a matrix A of the dimension MxN (M>N) can be decomposed as:

A =URV T (1.37)

where U is the eigenvector matrix of the dimension MxN, R is an NxN diagonal matrix with positive or zero

elements representing the singular values of matrix A, V T is the transpose of an NxN matrix. To apply the SVD to

thermographic data, the 3D thermogram matrix representing time and spatial variations has to be converted in a 2D

MxN matrix A [88, 89, 90]. This can be done by converted the thermograms for every time as columns in A, as

illustrated in Fig. 1.22. Under this configuration, the columns of U represent a set of orthogonal statistical modes

known as Empirical Orthogonal Functions (EOFs) that describe the data spatial variations. Besides, the Principal

Components (PCs), which represent time variations, are arranged in matrix V T . The resulting U matrix that provide

spatial information can be reconverted into a 3D sequence as illustrated in Fig. 1.22 [20].
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Figure 1.22: Thermographic data conversion from a 3D sequence to a 2D A matrix in order to apply SVD and finally

conversion of 2D U matrix into a 3D matrix containing the EOFs [20].

The uncorrelated variables are linear combinations of the original variables, and the first component contain the

data with higher variance, while the consecutive components are with decreasing variances, so they are the symbol

of noise. Therefore, only few components, in particular often the second principal one, need to be examined in the

thermography data analysis to detect defects.

1.4.3.5 Apparent thermal effusivity

The surface temperature of a homogeneous sample decays as 1/
√

t after the energy deposition, as curve blue

in Fig. 1.16 illustrates in logarithmic graphical form. From any point of this curve, it is possible to identify the

single-valued of the so-called apparent thermal effusivity [42, 62, 78, 83, 84, 94, 95]:

eapp(L, t) =
Q

T (L, t)
√

πt
(1.38)

where L is the sample thickness or, alternately, the coating thickness (m), t the time (s), T(L, t) is the surface

temperature of a coating layer of thickness L deposited onto a semi-infinite body, heated by a Dirac pulse and not

subjected to heat exchange with the environment and Q the absorbed energy density (J/m2). Eq. 1.39 shows how a

thickness variation ΔL results in a dilation or compression of the time axis according to a scale factor a = 1

(1+ ∆L
L )

2 .

eapp(L+∆L, t) = eapp(L,at) (1.39)

If the log–log representation is adopted, the (Eq. (4)) describes the effect ofΔL in a simple translation along the

log(t) axis.

log(eapp(L+∆L, log(t))) = log(eapp(L, log(a)+ log(t))) (1.40)
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Figure 1.23: Influence of a thickness variation (from 100 µm to 300 µm) and an adhesion defect (50 µm of air under

a 300 µm coating) on the apparent effusivity curve [84].

In literature [78, 83, 84, 94, 95], the ΔL translation in a double log scale, together with an apparent change of

the thermal effusivity eapp, is used to discern the thickness coating variations.

Besides, the presence of a defect causes the appearance of a minimum and therefore a distortion of the eapp

curve, as shown in Fig. 1.23. This value could be assumed as the discriminating threshold that allows distinguishing

adhesion defect from coating variations. Unfortunately, this simple procedure can not be used in practice, because

the actual testing conditions distort the eapp curve. The threshold value, which corresponds to the value of first

sample after the end of heating, is in fact strongly dependent on hardly controllable parameters: the heating pulse

duration and the synchronization between the heating source and the acquisition device.

1.5 Lock-in thermography

1.5.1 Data acquisition

In Lock-in Thermography (LT), energy is delivered to the specimen’s surface in the form of periodic thermal

waves, several experiences must be performed to cover the entire specimen thickness. A high frequency is chosen

for the first test (covering shallow defects) and then, frequency is progressively decreased until the entire thickness

is included or the minimum available frequency of the equipment is set [97, 98, 99, 100, 101]. In addition, for an

adequate measurement of the phase delay angle recorded at the surface, a permanent regime, in which no transient

effect is present, needs to be attained each time, slowing-down the process even further. Furthermore, the maximum

depth that can be detected is limited by the equipment’s range of select-able frequencies.

Fig. 1.24 depicts a lock-in thermography set-up (reflection mode).
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ulation frequency and α is the thermal diffusivity. Eq. 1.42 refers to homogeneous materials [101, 102, 103], but

qualitative considerations can also be extended to composite laminates. This equation indicates that higher modula-

tion frequencies restrict the analysis in a near-surface region, while low-frequency thermal waves propagate deeper

but very slowly [101, 102, 103]. The main drawback of the technique is that, for depth evaluation, the operator has

to change and to perform different test, each time changing the frequency of thermal excitation.

1.5.3 Data processing

Contrary to PT for which a great variety of processing techniques are available, as described previously, only a

few signal processing techniques are commonly used for LT data.

A four-point methodology for sinusoidal stimulation is frequently cited [104, 105] as a tool to retrieve amplitude

and phase. The four point methodology for sinusoidal stimulation is illustrated in Fig. 1.25.

Figure 1.25: Four point methodology for amplitude and phase delay estimation by lock-in thermography.

The sinusoidal input signal I is represented on the top of Fig. 1.25, while the response signal S is depicted at the

bottom. Input and output signals have the same shape when sinusoids are used, there is only a change in amplitude

A and phase φ that can be calculated as follows:

A =
√

(S1 −S3)2 +(S2 −S4)2 φ = arctan

(

S1 −S3

S2 −S4

)

(1.43)

The 4-point method is fast but it is valid only for sinusoidal stimulation and is affected by noise. The signal can

be de-noised in part by averaging of several points and/or by increasing the number of cycles. Furthermore, in order

to obtain information about the full depth of a component, different tests have to be performed at different modulated

frequencies, and consequently, in the case of a large structure, the application of LT technique can involve elevated
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testing time.

Another possibility is to fit the experimental data using least squares regression, and to use this synthetic data to

calculate the amplitude and the phase [100].

Alternatively, as for the case of PT, the discrete Fourier transform (DFT) can be used to extract amplitude and

phase information from LT data [108], like the PPT approach previously illustrated.

Palumbo and Galietti, in [87], propose the use of a modulated square wave as a heat source in order to reduce the

testing time. In fact, in this case, as demonstrated in other works [109, 110, 111], the thermal response of material

contains information about high-order frequencies proportional to the main frequency. By decomposing the thermal

response in time domain as the sum of a singular sinusoidal wave, the equation is obtained:

Tm(t) = a+bt +
∞

∑
n=1

∆Tnsen(nwt +ϕn) n = 1,3,5,7, ... (1.44)

where t is the time, a and b are two constants (that can be obtained by applying a last-square fit method) used

to model the average temperature growth of the material, ω is the modulated frequency of the main harmonic (first

Fourier component), and ∆Tn and ϕn are the amplitude and the phase of nth Fourier component. By considering the

terms up to n = 5. it is possible to write:

Tm(t) = a+bt +∆T1sen(wt +ϕ1)+∆T3sen(3wt +ϕ3)+∆T5sen(5wt +ϕ5) (1.45)

Eq. 1.45 allows to obtain information about the amplitude and phase signal of high-order excitation frequencies

with respect to the main by a single lock-in test. On the other hand, the signal energy information is distributed on

all harmonics, and then the higher harmonics are characterized by a lower signal to noise ratio. This could affect the

quality of results. For this reason, it is convenient to fix n equal to 3 or 5. Another advantage of the square wave

excitation is that the first cycle of a lock-in test can be used as step heating thermography. More precisely, the cooling

phase of the first cycle can be used to evaluate defects [87, 96]. Once again, two parameters can be used to analyze

thermal data during the cooling phase: the slope (m) and the linearity R2 of data.



Chapter 2

Quantitative data analysis with pulsed

thermography

2.1 Defect Size Estimation

2.1.1 Thermal contrast and its definitions

PT is probably the most extensively investigated approach because of its ease of deployment [112]. Raw PT

data however, is difficult to handle and analyze. There are a great variety of processing algorithms that have being

developed to get quantitative suitable information [35, 113, 114]. These data processing algorithms are useful for

defect characterization, i.e. determination of the size, depth and thermal resistance of a defect [115, 116], or for

the evaluation of surface coatings [42, 117]. Most of these techniques is based and, basically, starts by the thermal

contrast evaluation. Various thermal contrast definitions exist [5], but they all share the need to specify a sound area

Sa and a defective one. For instance, the absolute thermal contrast ∆T(t) is defined as [5]:

∆T (t) = ∆Tde f ect −∆Tsound (2.1)

with T(t) being the temperature at time t, Tde f ect(t) the temperature of a defective pixel or the average value

of a group of pixels (very often a group of 3x3 pixels is considered), and Tsound(t) the temperature at time t for

the a sound region. This definition can be used in the case of the simple raw thermal data, but also after a post

processing parameter computation, in order to obtain a contrast in terms of slope, phase, amplitude and so on. Other

thermal contrast definitions have been proposed to estimate the thermal contrast such as the Running Contrast, the

Normalized Contrast and the Standard Contrast [167]. In this work, the definition of the normalized contrast or signal

background contrast will be often used in order to compare the different post processing results in the same scale:

SBC =
MSD −MSs

SDs

(2.2)

where MSD is the signal due to the defect, MSS is the mean value of the sound and SDS is the standard deviation

of the sound (background).The used definition is very similar to the signal noise ratio SNR.

Thermal contrast or more in general the contrast for a precise post processing parameter, provide a good indi-

57
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cation of defect characteristics (qualitative and quantitative) when working with relatively shallow defect in homo-

geneous materials and when a size estimation is required. This simple operation is the departing point for more

elaborated analysis. For instance, by locating the time and temperature values for which a generic contrast is max-

imum for a pixel, it is possible to reconstruct Maximum Contrast (or Peak Contrast) time grams and thermograms.

It is also possible to use half the time of maximum contrast [115], the peak slope contrast [116] or the early-time

contrast [117], i.e. the time at which thermal contrast begins, in order to reduce the influence of thermal diffusion and

to get information about the defect size. However, as explained in next paragraph, the main drawback of classical

thermal contrast is establishing and defining a sound area, especially if automated analysis is needed. Even when a

“sound” definition is straightforward, considerable variations on the results are observed when changing the location

of the “sound” as is well-known [116].

2.1.2 Empirical methods for defect size estimation

The size of defects may be measured directly from the thermograms by knowing the spatial resolution of the

employed optics. However, this procedure can be applied successfully only for particular cases (defects of great size

and at low depths). Otherwise, the low thermal contrast does not allow for precise measurements. In some cases,

specific treatments of images as filtering and restoration may improve defect visualization.

For the PT technique, Giorleo and Meola [127], Giorleo and Meola propose the method of the middle height

relating to the temperature profile along the line through the defect centre and by assuming a temperature difference

∆T > 0.2◦C for the defect detectability. This criterion can be expressed in dimensionless form in terms of the ratio

T ∗ =
Tm −T

Tm −Tc

≥ 0.5 (2.3)

where Tm is the average temperature in the undamaged zone around the defect, T is the local temperature in the

damaged zone, T c is the temperature in the centre of the defect. If a post processing algorithm is used to improve

the quality of the raw thermal data, it is possible to substitute the temperature with the examined parameter, such as

the phase one, for example, and obtaining similar relations to the previous one.

Another possibility is the estimation of the defect size by investigating the distribution of the time derivative of

the temperature over the surface of the sample. First step is to find the maximum contrast between the defect area and

the reference area. As second step the tangents on both sides of the temperature profiles at the half of the maximum

contrast are set. The defect size is defined as the distance between the intersections of these two tangents with the

base line over the reference area.

As a third method, the position of the maximal slope of the temperature profile can be used to define the defect

size. With these characteristic points it is possible to determine the size analogous to the method of the tangents and

look for the intersections, or use the points of the maximum slope directly.

Since many methods for depth determination require the knowledge of the defect size, there are only a few

publications dealing with the quantitative determination of the defect size after applying contrast enhancing pre

processing methods.

2.2 Defect Depth Estimation

2.2.1 Quantitative Depth Estimation in the Time Domain

For quantitative depth prediction in the time domain, the main and common idea of the different developed
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methods is based on the fact that, when studying the heat diffusion into the investigated material after the application

of a thermal pulse, the time taken for the thermal wave to be reflected back to the surface is inversely proportional

to the thermal diffusivity of the material and directly proportional to the square of its depth, as already specified in

Chapter 1 [118]. The first proposed and the most commonly used method utilizes the time point when the maximum

thermal contrast between a defective and a pre selected reference point occurs, known as Peak Contrast Time [119].

Even though this informative parameter can produce quantitative depth information, one of its major limitations is the

fact that the peak contrast appears relatively late, when the 3D heat diffusion around the defect has a great influence

on the acquired results, or stated otherwise it strongly depends from the defect size.

Consequently, different methods have also been proposed investigating the use of earlier temporal points, target-

ing to the produced accuracy enhancement [120]. One of the earliest time points on a temperature–time evolution

curve, which is used for defect depth estimations, is the moment when the behavior of the studied temperature signal

above the defect diverges from the one of the reference sound signal [121]. Usually, as raw thermal data contain

noise, the not simple and unique choice of a threshold level is required to identify this point on the temperature–time

curve [115]. Besides, the determination of this value requires an acquisition frequency high enough to accurately

capture this precise time during a cooling down, impeding the providing of accurate results in the case of shallow

defects characterization [122] and for very high diffusive materials.

Another method used to estimate the defect depth is the moment when the thermal contrast curve shows its peak

slope [123, 124]. This point can be easily found as it corresponds to the peak of the 1st derivative of the thermal

contrast and is commonly referred as Peak Slope Time method. The exact relationship between depth and peak

slope time can be determined by solving, for this specific time value, the one-dimensional equation that describe the

cooling behavior after a flash test:

tpeak = 3.64
z2

π2α
(2.4)

where tpeak is the time at which the peak in the slope contrast occurs, z is the defect depth in a sample of thickness

L and α the thermal diffusivity of the tested material and where the proportionality coefficient equal to 3.64 was found

to be valid regardless the type of the material when z
L
≤ 0.5 [124].

Finally, with the TSR® technique [11, 12, 13, 19, 71, 73], as already specified in Chapter 1, the temperature time

function is plotted in double logarithmic scale by a polynomial fitting and then its first and second derivatives can

be calculated, by starting from the one dimensional equation valid for a finite body, after a Dirac pulse. The first

derivative shows the in-flexion point at a time indicated with tw, therefore the second derivative has its maximum at

this time.

tw =
L2

πα
(2.5)

Shepard et al. in [56] illustrate several benefits of the TSR® derivative method. “The derivative signal is free

of temporal noise, rises earlier and reaches its maximum as the contrast signal is just emerging from the noise. The

earlier detection capability of TSR® is highly advantageous, as it is less susceptible to convection, 2-dimensional

cooling as heat “leaks” out of the trap created by a discrete flaw, and noise that becomes prevalent later in the

sequence as the temperature falls. Unlike contrast, TSR® derivatives remain invariant with respect to excitation

energy (within the limits of camera dynamic range and temperature sensitivity). Additionally, the TSR® derivatives

remove apparent temperature variations due to emissivity or excitation non-uniformity”.
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Figure 2.1: Contrast curve (blue) and second derivative (orange) of a flat bottom hole in stainless steel (depth 0.12”,

diameter 1”). The second derivative peak occurs significantly earlier than the peak contrast time [56].

However, as already demonstrated in some works, there are some problems when this method is used to have a

depth estimation, especially when a material with high diffusivity is investigated. In particular, this time is dependent

from the acquisition frequency, the pulse duration, the chosen truncation window size, and the polynomial degree.

It was also demonstrated that this time is strongly dependent from the defect size. In this work there is a discussion

about the results obtainable by applying this feature, and in particular a panoramic of the main parameters that

influence this estimation. A comparison among other methods will be also discussed, by analyzing also different

materials with high diffusivity.

It is necessary once again to point out that in this work a generic Matlab® routine is used to perform polynomial

fitting. However, TSR® is a patented method [71] that is only available in software programs sold by its developers,

using optimized, proprietary algorithms. While the generic approach is adequate for the purposes of the comparison

performed in this thesis, it is not the authorized, commercial version.

2.2.2 Quantitative Depth Estimation in the Frequency Domain

Frequency domain analysis using quantitative Pulsed Phase Thermography (PPT) and phase data to have a depth

prediction approach similar to the early detection in time domain analysis [2, 6, 7, 112]. This approach consists of

identifying the depth of the defect from the frequency for which the phase contrast between a defective and a sound

area crosses the zero-contrast line. Recalling from the previous section 2.1.1, the absolute thermal contrast is defined

as the surface temperature difference between a defective zone ∆Tde f ect , and a non-defective region or sound area

∆Tsound Eq. 2.1. In a similar way, a definition for the absolute phase contrastΔφ, can be found in literature [125]:

∆ϕ = ϕde f ect −ϕsound (2.6)

where ϕde f ect is the phase for a defective area, and ϕSound is the phase value for a defined sound area. This phase

contrast definition, is used in combination with the so-called blind frequency concept fb, to solve inverse problems

by LT and by PPT.

This technique relies on the thermal diffusion length, i.e., µ =
√

(α/π f ) as the depth of the defect can be
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estimated from a relationship of the form [126]:

z =C1µ =C1

√

α

π fb

(2.7)

where C1 is a correlation constant and fb (Hz) is the blind frequency, defined as the limiting frequency at which

the feature of interest presents enough phase contrast for its detection in the frequency spectrum.

The above described procedure for quantitative analysis requires the determination of the blind frequency and

of the correlation coefficient C1, when the material’s thermal properties are known, and so a sample with imposed

defects is necessary. Conventional experimental C1 value when using the phase in experiments is set in a range from

1.5 to 2 [167], with C1 = 1.8 frequently adopted [167].

Fig. 2.2 shows the phase and phase contrast profiles for the case of thick defects (flat-bottomed holes) at two

different depths.

Figure 2.2: Depth quantification with the phase contrast and blind frequency.

As shown, defects are visible from ‘0’ to a given frequency, i.e. the blind frequency ( fb,z1 and fb,z2) which is

lower for deeper defects ( fb,z1 > fb,z2). As reported within Ibarra dissertation [167], no depth discrimination can

be made at frequencies higher than fb, since profiles merge with the sound area phase profile into a straight line for

f > fb. Consequently, shallow defects have a larger frequency range of visibility than deeper one. This analysis

suggests that there exists an “optimal” sampling rate to retrieve all the important spectral information for a flaw at a

particular depth, which will correspond to the blind frequency at that particular depth fb.
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2.2.3 Influence of the selected sound and defective area

An inappropriate selection of a sound area and a defective one may affect the calculations for depth and size

estimation, making this decision a crucial parameter when these estimations have to be performed. As is well known

for the thermal case [112], (temperature) contrast depends on the selected sound area. This is primarily due to non-

uniform heating and emissivity variations on the surface. Contrast calculations using the phase greatly increase the

accuracy of the results, since phase is less affected by these two problems as pointed out above. Still, phase shows

some variability on non-defective zones that contribute to the uncertainty of the results [2, 5, 6].

In literature [2, 56, 73, 77], different procedures were followed for the respective depth measurements in both the

time and frequency domain analyses, and the influence of this choice is shown. Besides, a new procedure has been

introduced in the work of D’Accardi et al. [86] and then resumed in the work of Palumbo et al. [74] in order to make

a semi automatic detection of the sound and defective area, independent of the sign of the analyzed post processing

parameter. This procedure will be discussed after in the results.

2.2.4 Influence of the truncation window size

Considering the time domain, acquisition should ideally last until thermal changes in the specimen are negligible,

e.g. when surface temperature is in equilibrium with its surroundings. However, it could take long time before reach-

ing these conditions, especially for low conductivity materials. In practice, acquisition is truncated when surface

temperature shows no thermal contrast with respect to a (contiguous) non-defective area. Once data is acquired, it

would be desirable to use all the available information. However, it is sometimes useful to sacrifice time resolution

(reducing N in consequence) to increase the area to be simultaneously processed and, after during the post process-

ing, to reduce the computation time. As known, the maximum time resolution corresponds to ∆t = 1/ fs, and the

maximum window size is w(t) = tacq, where tacqis the duration time in terms of acquisition, within the test. In Fig.

2.3, the concept of the truncation window size is shown by analyzing the simple temperature profile over the time,

and by considering an example used by Ibarra Castanedo in [167]. The width of the truncation window w(t), is given

by [128]:

w(t) = N∆t (2.8)

where w(t) indicates the size of the truncation window, the total number of points that are going to be sampled

N, and the spacing between them Δt.
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Figure 2.3: Influence of the size of the truncation window on phase for a 1 mm depth flat-bottomed hole on a

Plexiglas® at fs=22.55 Hz, Δt=889 ms; temperature profile [167].

In [167], Ibarra Castanedo has demonstrated the great influence of the w(t) size on the resulting phase spectra; in

general, a decreasing in terms of w(t) diminishes the frequency resolution.

Figure 2.4: The influence of the truncation window size on the phase contrast: decreasing w(t) diminishes frequency

resolution [167].

Oswald Tranta, in [6, 7], summarized the effects of the importance of this parameter in the depth estimation by

using PPT and TSR® methods and by adopting a FEM simulation model.

However, the choice of this parameter changes based on the used post processing algorithm, and obviously, the

correct choice changes and depends on the material and the defect characteristics.

In this final work, an important study is carried out by analyzing the importance of this choice on the quantitative

results that are possible to reach by the application of different post processing algorithms, after a pulsed test.

2.2.5 Influence of the frame rate

The definition of the sampling rate is given by [128]:
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fs = N∆ f =
1

∆t
(2.9)

As shown in different works [2, 92, 93, 112], the spectrum obtained by FFT, and so if a PPT analysis is performed,

the sampling frequency defines the maximal frequency available. Therefore, N points should also be used to compute

the transformation, since more points would introduce redundancy, and fewer points would not take advantage of all

the available information [128]. However, as stated before, only half the spectra needs to be conserved, reducing the

total number of frequency components to N/2. Moreover, because of the periodicity requirements for the CFT-DFT

equivalency, calculations must be confined to cover only one period of the frequency spectra. In such a case, we

should evenly spread the N/2 point over one cycle centered upon the origin. The N/2 frequency components are

separated Δf from each other, where [128]:

∆ f =
1

N∆t
=

1

w(t)
(2.10)

From Eq. 2.10, frequency domain sample spacing Δf, is inversely related to the width of the time domain

truncation window w(t). Therefore, to estimate finely spaced frequency components (small Δf), we need to use a

large w(t), so these parameters, and therefore these choices are closely linked. In different works of Ibarra Castanedo

[2, 92, 93, 112], the influence of this parameter on the results in terms of depth estimation, by using the PPT algorithm

and in particular the phase parameter are shown. In particular, it is clear that this choice has a stronger effect

especially when a shallow defect is examinated; in fact, if the the defect depth is less, which means the zero crossing

frequency is higher and so, for a good depth estimation and also simple detection of shallow defects high sampling

frequency is necessary.

Instead, if a material with a very high diffusivity is analyzed, like the aluminum one, the choice of these two

parameters is even more important and, in general, higher frequencies and shorter time are required for a correct

defect characterization. Even if there are different works that analyzed the influence of the acquisition frequency on

the possible achieved results when composite and polymer materials are investigated, few works took care about the

quantitative evaluation of this parameter when the examination regards, instead, an aluminum material.

In this work, there will be an investigation of this choice, also by using different set ups and different cameras

that allow to reach different results when a quantitative analysis on an aluminum material is performed.

2.2.6 Influence of the pulse duration and the evaluation start

The derivations, that in the previous sections are shown in order to describe the pulse phenomena, have assumed

a Dirac delta heating. Real measurements cannot have infinitesimal short pulse, and it is well known [6, 7] that

shortening of the heating pulse is decisive, especially for shallow defects and materials with high diffusivity, where

the temperature changes occur shortly after the excitation. Normal flash lamps allow pulse duration of about 3-5 ms

and, based on the defect depth and the material diffusivity, a pulse test performed with these typical excitation values

can be also as a step heating; this influences the depth estimation both for PPT and TSR® methods. In fact, it will be

demonstrated as a pulse flash heating of 5 ms doesn’t allow to see the second derivative peak time when an aluminum

material is investigated; besides, the temperature deviation that is possible to underline in the presence of a shallow

defect respect of the relative sound one occurs already during the heating and in this sense, the thermal diffusivity

becomes decisive. That way, the heating pulse duration can have a different importance based on the material and

the defect depth.

Instead, when a step heating is performed, longer input pulses can provide several measurement benefits [129].
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For example, a longer pulse allows a larger energy input into the system without having to change the power source

or lamp. Higher energy dramatically increases the temperature change which reduces the sensitivity to measurement

noise. For example, with a 4 kW power source, the energy input is 50 times larger with a 100ms pulse than would

be a 2 ms pulse, producing approximately a 50 times larger surface temperature contrast for the same material. For

materials with large thermal diffusivity or shallow defects this may not be as critical as the temperature signal is

large enough to overcome thermal noise. However, for materials with small thermal diffusivity and when analyzing

deeper defects, the ability to simply adjust the pulse time to increase the energy allowing for a larger temperature

signal is quite appealing. Additionally, longer pulses can be achieved with standard halogen or LED lighting without

the expense of a high-power pulsed voltage source. This ability to use a longer pulse is especially attractive in non-

traditional applications to low thermal diffusivity materials such as polymers and powders. These applications are

of particular interest in the additive manufacturing (AM) of metal components via powder processes. As shown by

Masamune and Smith [130], thermal conductivity of powder beds is significantly smaller than the thermal conduc-

tivity of their bulk material counterpart. Thus, the thermal diffusivity are significantly smaller as well and modified

testing parameters/equipment would be required for studying powder bed and green components produced by pro-

cesses such as binder jetting [131]. These techniques would also be appropriate for studying other green powder

parts produced by traditional metal and ceramic powder techniques and for polymer AM components. The longer

pulse would be helpful for defect detection and improved accuracy. Previous studies have already begun to look

at the use of longer pulses up to essentially continuous heating for defect detection. Kim et al. [132] showed that

active thermography with a heating duration of 150 s could detect wall thinning in nuclear pipe components though

no effort was made to quantify thickness changes. Recently Almond et al. [41] studied a new method of analytical

quantification of defect depths using pulse lengths of 5 s. Based on the estimated heat flux applied to the surface

above a defective region, they could compare the experimental temperature contrast to predicted contrast and cor-

relate that to a prescribed defect depth. Recently, Pierce and Crane [133] testing a low thermal diffusivity polymer,

found that the pulsed thermography quantification method derived by Ringermacher et al. could also be used with

longer pulses when the starting point for the peak slope time was taken as the midpoint of the pulse.

In this work, the results achieved by using a long pulse duration, instead a flash excitation, will be shown for

the detection of typical defects within a Metal Additive Manufacturing process, when a laser source provide pulse

durations of different lengths.

On the other hand, if the heating is not a Dirac delta pulse, the temperature cooling down in a double log scale

does not start with a slope equal to -0.5, especially for high diffusivity materials [6, 7]. In the case of a pulse heating

with a finite duration the temperature decay deviates rapidly from this theoretical sound behavior.

2.2.7 Influence of the defect size

As already shown by several authors [2, 5, 6, 7, 40, 56] and as very easy to understand, if you have two different

defect with a different size, but same depth, the thermal contrast is higher in the case of larger defect; besides, it

can be easily demonstrated by applying one of the models that describes the pulse thermal behavior by considering

the size influence, the peak times in the case of thermal contrast and log first derivative methods decrease as the

defect size decreases. Same considerations are valid in the case of defects with same size, but different depths.

The defect detection capability of a pulse test is often demonstrated by simulated the defects as Flat-Bottom Holes

(FBH). For large diameter to depth (aspect) ratios, the FBH is typically indicated by the emergence of a localized hot

spot in the IR image sequence. The FBH initially behaves identically to an extended adiabatic interface, allowing

the centre-point depth to be determined using a one-dimensional model, before three-dimensional effects become
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dominant. However, for FBH with smaller aspect ratios, three-dimensional effects become dominant increasingly

early. The dependence of these three-dimensional effects on aspect ratio is evident in the first and second logarithmic

derivatives obtained through Thermographic Signal Reconstruction® (TSR®) [56], but also in the case of phase

contrast by Pulsed Phase Thermography (PPT). If the defect is small, the maximum of the 2nd derivative is shifted

to shorter times, although the depth of the defect is the same; the zero crossing frequency depends also on the defect

size: small defects see higher zero-crossing [6, 7]. This causes a not correct depth estimation, as also within this

work will be emphasized and demonstrated.

2.3 Final remarks

It is not simple to use the thermographic techniques as a quantitative control because there are no standard

procedures, but the final results changes based on the application and to certain variables, linked to the set-up and

to the thermographic input parameters that can be used and chosen. As already investigated in literature, even if the

works that address the subject in question are still few, different limitations and dependencies affected the normal

thermographic methods used to do a quantitative analysis of the raw thermal data. Another problem that is often

encountered and that the proposed procedures are not explained step by step and that the performed tests and post

processing analyzes are often not repeatable.

Within this chapter has been given an idea of the problems that can be encountered when one wants to make a

quantitative analysis of the thermographic data, and some indications about the mistakes that can be made. However,

the research in this area is not yet complete, the dependencies in terms of defect depth and size, frame rate, pulse

length, time of acquisition and analysis have been studied only for some post processing algorithms, often only by

simulating the problem with mathematical equations and FEM models. There is something of experimental analysis,

but, as shown previously, it concerns composite materials and is mainly applied to samples with imposed defects.

As already specified, the most widely used methods, Thermographic Signal Reconstruction (TSR®), Pulse Phase

Thermography (PPT), Slope and Principal Component Analysis (PCA) have all been demonstrated to outperform

unprocessed results. However, the methods are quite different in their underlying mathematical approaches and in

how results are presented to, and must be interpreted by the end-user. In the past few years, numerous studies have

attempted to provide comparative analysis of some, or all of these techniques.

In the next sections, we will evaluate several different results that can be obtained by using these types of post

processing analyzes in different ways and for different materials, type of defects and applications, and compare

their specific objectives, evaluation criteria, procedure, intermediate results, analyzes and possible conclusions, and

identify strengths and pitfalls specific to thermography that should be considered for comparative studies.

A careful analysis of the limits and dependencies on the parameters highlighted in this chapter will be further

investigated. Through a careful analysis of the different post processing algorithms, the study of different applications

will be evaluated and their advantages and disadvantages shown each time.

The following study in chapters 3 and 4, which concerns an aluminum sample test, is propaedeutic to understand

an analysis of this type, to propose a new quantitative procedure and to use the results found to study applications

concerning real components and particular defects.



Chapter 3

Pulsed thermography: evaluation and

quantitative analysis

Pulsed thermography is commonly used as non-destructive technique for evaluating defects within materials and

components. However, raw thermal imaging data are usually not suitable for quantitative evaluation of defects. As

already specified and explained before, it was necessary to process the raw thermal data acquired to obtain a series

of satisfactory results for a correct and quantitative material evaluation. In the last years, many data processing

algorithms have been developed and each of them provide enhanced detection and sizing of flaws.

In this part of dissertation, starting from the same brief pulsed thermographic test carried out an aluminum

specimen with twenty flat bottom holes of known nominal size (diameter and depth), different algorithms have

been compared. The algorithms used have been: Pulsed Phase Thermography (PPT) [5, 6, 7, 8, 9, 10], Slope

and Square Correlation Coefficient (R2) [19, 20, 21, 74, 85, 86, 87], Thermal Signal Reconstruction (TSR®) [11,

12, 13], Principal Component Analysis (PCT) [88, 89, 90]. The physical and mathematical theoretical bases of

these algorithms are already explained in Chapter 1. By analyzing the results obtained using different approaches,

it was possible to focus on the advantages, disadvantages and sensitivity of the various thermographic algorithms

implemented.

3.1 Materials and methods

An aluminum sample, shown in Fig. 3.1, with several flat bottom holes of different diameters and depths, has

been used for thermographic pulsed tests. The defect nominal sizes in terms of diameter and depth are reported in

the same figure.

The thermographic tests have been performed using the IR camera FLIR X6540 SC with the thermal sensitivity

(NETD) < 25 mK and with on a cooled detector with a full frame window of 640x512 pixels. A sample rate of 200

Hz has been adopted by assuming a frame window of 464x328 pixels.

The used set up is shown in Fig. 3.2. In particular, two flash lamps with a total energy of 3000 J and a pulse

duration of 5 ms have been positioned very close to the specimen (10 cm) and at the same side of the IR camera.

This latter has been placed at about 1 m from the specimen, to obtain a geometrical resolution of 0.25 mm/pixel.

The two lamps are synchronized using the same power generator. Moreover, three replicates of the same test were

carried out, maintaining unaltered set-ups and test parameters. The acquisition time has been fixed at 15 s.
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• Normalizing the local temperature values at any time by dividing them to the value evaluated at time t’ suf-

ficiently near to the pulse occurrence (the time t’ corresponds to the instant in which the maximum ΔT is

reached) [56]. This pixel-wise operation gives to each pixel, at time t’, the value equal to 1 to the normalized

temperature rise. The advantage of this step is to reduce the effects of non-perfect heating of the sample and

the variability of the optical properties of the surface, such as absorptivity and emissivity [19]. The effects of

the normalization are summarized and shown in Fig. 3.3.

• The 3D final sequence, obtained in this way, has been processed by using the proposed post processing algo-

rithms.

• A Gaussian filter has been applied (σ = 1), in all cases, on each thermographic map, in order to decrease the

noise. The effects of the application of this filter are shown for an example of thermographic result reported in

Fig. 3.4.

°C

°C

Figure 3.3: The effects of the normalization related to the first frame after the flash excitation; (a) before normaliza-

tion, first and second frames; (b) after normalization, first and second frames.
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Figure 3.4: The effects of the application of a Gaussian filter, contrast related to the 2nd principal component result,

by considering the defect with a diameter of 12 mm and a depth of 1 mm; maps and related trends.

Each algorithm was implemented by using the various functions already present in the Matlab® library.

More precisely:

- The fft function for the PPT algorithm and the functions “angle” and “abs” in order to obtain the phase and the

amplitude maps, respectively;

- The svd (Singular Value Decomposition) function for the PCT algorithm;

- The polyfit, polyval and polyder functions for the TSR®, Slope and R2 algorithms.

In particular, by using the fft function already implemented in Matlab® environment, the discrete Fourier trans-

form (DFT) of the signal is computed, pixel by pixel, using a fast Fourier transform (FFT) algorithm, already written

in Matlab®. In this way, the signal is obtained for each pixel along the frequency spectrum and, using the angle

and abs functions, the amplitude and the phase maps are computed for each analyzed frequency. Obviously, the

obtained results in terms of phase and amplitude depend on the truncation window size (analysis interval) and on the

acquisition frequency.

For the PCT algorithm, the svd function in Matlab® returns numeric unitary matrices U and V with the columns

containing the singular vectors, and a diagonal matrix S containing the singular values. The matrices satisfy the

condition A = U × S × V’, where A is the initial matrix with the normalized delta-temperature, pixel by pixel, and

where V’ is the Hermitian transpose (the complex conjugate of the transpose) of V. The singular vector computation

uses variable-precision arithmetic. In this case, the economical SVD version has been chosen because it is faster:

if A is an m-by-n matrix with m > n, then SVD computes only the first n columns of U. In particular, the matrix U
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contains the principal components, used to achieve the shown results. For applying the PCT analysis, it has been

necessary to subtract from each data array the average of the same and to normalize respect to standard deviation, as

indicated in the literature, Rajic N. (2002).

The evaluation of slope, R2 and 1st and 2nd derivatives after a polynomial fitting (TSR® algorithm) has been

obtained by processing the thermal sequences using the Matlab® commands polyfit, polyval and polyder for a

polynomial fit of the data of first degree in the case of slope and R2 and fifth for the polynomial fitting and related 1st

and 2nd derivatives. In order to evaluate the polynomial coefficients of the chosen fitting, the already implemented

Matlab® functions perform an ordinary least squares calculation.

All algorithms have returned several types of thermographic maps, like the one reported as example in Fig. 3.5.

Figure 3.5: An example of obtained results: the slope signal after only 16 frames of analysis; (a) 2D map, (b) surface

map.

3.2.1 A new procedure for the identification of the sound and the defective material

To characterize every flaw, it has been necessary to identify a sound zone to be taken as a reference. A common

problem to all implemented methods is the definition of the sound zone. In literature, as already cited, there is not

a specific procedure to identify this zone, unequivocally. For a pulsed thermographic test, several ways have been

tested to define the sound reference: i) from a prior knowledge a part of an image is taken as the sound reference;

ii) a test sample is identical to the one analyzed and within defects; iii) in the single pixel analysis, the soundness is

determined locally, for each pixel, considering the thermogram evolution at any time. In the work of Giorleo G. et

al. (2002) [127], the method of the “contrast full-width at half-maximum” has been proposed to discern defect and

sound. However, this method is unattainable, because it is dependent on the nature of the physical and thermographic

parameters that are being analyzed, and, hence, from the sign change between the defect and the sound zone Fig.

3.6. This dependence from the sign makes non-automatic the procedure, and then make it rather slow if there are

many thermographic maps to analyze (as in the case of this work) or if there are any defects in the tested specimens.
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Figure 3.6: An example of "sign change"; second derivative (TSR®), frame 40, 2D maps and relative surfaces; (a)

positive sign, (b) negative sign.

Then, it has been used a new method to detect the sound and defect zone by analyzing the trend of the standard

deviation (std) of the acquired data. This new method, which for brevity will be indicated by the acronym "std

method", is described below in detail and applied to the specific case study for each obtained map and for each used

algorithm.

For each defect, it has been chosen an area so as to consider the sound and the defect zone and to have the same

number of pixels for each defect/area. In this way, a matrix has been obtained for each defect and relative sound

and so it has been calculated the trend of the standard deviation for row and for column, getting results similar to

the following (example). As well known and obvious, the standard deviation trend is always positive, regardless of

the parameter sign. As you can see from Fig. 3.7 and as might be expected, the trend of standard deviation shows

a peak where the defect is present. It has been chosen a threshold of 0.5 on the trend of standard deviation (which

is the same in all algorithms) to discriminate the sound area from the defect area, Fig. 3.7. In particular, to define

this threshold, a delta has been calculated on the trend of standard deviation with reference to 98° percentile and

2° percentile; as highlighted in Fig. 3.7, the sound area is that under the 0.5 threshold, while for the defect, after

locating the peak of this trend, it has been chosen the pixels with value greater than the 98% of the peak value.
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the fundamental analysis can be limited to a single result (PCT-2nd principal component), the analysis of the final

result is more simple: the algorithm for automatic defect search is applied, the automatic procedure is repeated for

each defect and the normalized contrast relative to the analyzed map is calculated. Different is, instead, the case of a

sequence of maps to analyze (phase PPT and TSR® in terms of polynomial, 1st and 2nd derivative). The same type

of analysis has been adopted for phase (PPT) and TSR® results. For brevity, the phase PPT case will be described,

but similar considerations can be made and so shown in the case of TSR® results. By applying the FFT analysis on

the thermographic sequence, a phase map has been obtained for each extracted frequency. In order to compact the

results, a defect is chosen to be analyzed at a time. In fact, as known, for each considered pixel, the phase trend is

a function in the frequency domain; the difference between a defective pixel and the relative sound one is the phase

contrast over the frequency.
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Figure 3.9: Phase and phase contrast trends by considering a defect and the relative sound as example.

In particular, the difference of this trend between the defect and the relative sound area shows a peak at a precise

frequency value which depends from the depth and the size of the defect. At this frequency, the contrast between

the defect and the sound area is maximum. In Fig. 3.10, an example of this trend is reported; the defective and the

relative sound zones, to calculate these trends, have been identified with the “std method”. The values that are equal

to 0 don’t exceed the chosen threshold.
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Figure 3.14: SBC values for the Slope algorithm and for different truncation window sizes; (a) 16 frames-0.08 s, 32

frames-0.16 s, 64 frames-0.32 s, 128 frames-0.68 s, 256 frames-1.28 s, 512 frames-2.56 s, 1024 frames-5.12 s.

For completeness of information, in the Fig. 3.14, is reported another parameter of comparison: the goodness

of a linear fit expressed in terms of Square Correlation Coefficient R2 and which indicates how linearly the data are

correlated in terms of SBC and respective defect aspect ratio (r). In Tab. 3.1, the obtained results for each interval

and for the chosen post processing algorithm (slope) are summarized and this value is indicated together with the

number of detected defects, because, of course, these parameters are closely connected: we can only speak of a good

linear approximation only if, however, there is a high number of detected defects within the same considered analysis

interval.

truncation window size goodness of approximation number of detected defects

16 frames, 0.08 s 0.87 15

32 frames, 0.16 s 0.68 17

64 frames, 0.32 s 0.19 16

128 frames, 0.64 s 0.42 12

256 frames, 1.28 s 0.89 14

512 frames, 2.56 s 0.97 16

1024 frames, 5.12 s 0.99 18

Table 3.1: Slope algorithm: evaluation of the SBC-r correlation for different analysis intervals and relative defect

number.

In this case, for this algorithm, the better results, in terms of both the linearity and the number of detected defects,

are obtained for a number of frames equal to 1024. This is not always true in the case of the other algorithms and not

always a good correlation between SBC and r is obtained.

Therefore, a way to compare the different algorithms consists on the analysis of the number of the detected

defects for each interval. The obtained results are presented in a bar plot by reporting in x-axis the different chosen

intervals and in y-axis the number of the detected defects for each algorithm Fig. 3.15. In this analysis, the amplitude

algorithm obtained after the application of a PPT analysis has been added by applying the same procedure described



CHAPTER 3. PULSED THERMOGRAPHY: EVALUATION AND QUANTITATIVE ANALYSIS 80

before; the results obtained in the case of the application of TSR® algorithm are and will be summarized only in

terms of 1st and 2nd derivative, as they are better than those achieved by the simple analysis of the polynomial fitting

in temperature, and therefore redundant.
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Figure 3.15: Comparison among the different algorithms in terms of the detected defects number for each analysis

interval in a bar plot.

Fig. 3.15 is a summary that gives an indication about the number of defects that can be detected in a certain time

interval and for a specific analysis algorithm. However, an indication is also needed about “how” a particular defect

is detected, so a quantitative information in terms of depth and size.

Certainly, a parameter that gives an indication about “how” a defect is diagnosed and can be characterize is

the contrast. As the previous results already shown, the parameter of the maximum contrast, expressed in terms of

normalized contrast (SBC), changes with the chosen algorithm, the analysis interval and, obviously, the examined

defect in terms of depth and size. Fig. 3.16 shows the trend of the maximum SBC versus the aspect ratio r for each

algorithm independently by the truncation window size at which this is achieved.





CHAPTER 3. PULSED THERMOGRAPHY: EVALUATION AND QUANTITATIVE ANALYSIS 82

x̄ =
∑

n
i=1 xi pi

∑
n
i=1 pi

(3.2)

when xi indicates the SBC value for each defect and pi is the relative weight, represented by the aspect ratio r;

the defects below the threshold value were considered with SBC equal to 0.

Algorithm Weighted SBC

PCT (2nd principal component) 49.11

TSR® 2nd derivative 46.06

TSR® 1st derivative 45.47

R2 28.96

Slope 28.74

PPT (phase) 21.89

PPT (amplitude) 10.62

Table 3.2: The weighted SBC value for each algorithm obtained with Eq. 1.56.

The results reported in the Tab. 3.2 confirm the comments emerged from the previous graphical comparison; it

seems that the PCT returns the better results if this analysis feature is chosen.

However, the “contrast”, meant as one, is not the only parameter that can indicate how a defect has been di-

agnosed; it is certainly a quantitative evaluation, but it must be accompanied by an estimation of the “size” of the

defect. As shown before, by analyzing the summarized results in Fig. 3.14 and in Tab. 3.2, in the case of application

of the slope algorithm, an indication of this quantitative measure is the possible linear correlation between the SBC

and the relative defect aspect ratio, and “how linear” this is, when there are a good number of defects detected. An

adequate index to judge the goodness of the linear fitting is certainly the R2.

For brevity, in the following figures (Fig. 3.18-Fig. 3.24), the better results in terms of linear correlation between

the SBC and the aspect ratio r for each algorithm are shown, regardless the number of the analyses frames. As will

be seen, the best truncation window size to reach this aim changes a lot according to the chosen algorithm. For

completeness of information, in the following figures (Fig. 3.20-Fig. 3.25), the error bar has been reported for each

detected defect and so for each aspect ratio. The error bar has to be considered as the standard deviation of the single

data from the average of three replications. Besides, for each found linear model the confidence bounds at 95% are

reported.
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Figure 3.18: SBC versus r for TSR® 1st derivative 1024 frames, error bars and confidence bounds on the found linear

model.
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Figure 3.19: SBC versus r for TSR® 2nd derivative 256 frames, error bands and confidence bounds on the found

linear model.
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Figure 3.20: SBC versus r for PPT (phase) 128 frames, error bands and confidence bounds on the found linear model.
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Figure 3.21: SBC versus r for PPT (amplitude) 512 frames, error bands and confidence bounds on the found linear

model.
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Figure 3.22: SBC versus r for PCT (2nd principal component) 1024 frames, error bands and confidence bounds on

the found linear model.

0 2 4 6 8 10 12 14 16
r

0

50

100

S
B

C

y=0.8957x+3.7654

R
2
=0.6353

mean of data (3 replications)

error bars

linear model

confidence bound (95%upper)

confidence bound (95% lower)

Figure 3.23: SBC versus r for R2 512 frames, error bands and confidence bounds on the found linear model.
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Figure 3.24: SBC versus r for slope 1024 frames, error bands and confidence bounds on the found linear model.

In Tab. 3.3, the obtained results for each algorithm, shown in the previous figures (Fig. 3.20-Fig. 3.25), are

summarized:

Algorithm Truncation window size Linear Correlation Index (R2)

TSR® 1st derivative 1024 frames 0.86

TSR® 2nd derivative 256 frames 0.92

PPT (phase) 128 frames 0.49

PPT (amplitude) 512 frames 0.98

PCT (2nd principal component) 1024 frames 0.96

R2 512 frames 0.64

Slope 1024 frames 0.98

Table 3.3: Comparison among the different algorithms in terms of the linear correlation between SBC and r.

From Tab. 3.3, emerges that the algorithms of the PPT amplitude and the slope, return the better results, with a

value of square correlation coefficient of about 0.98. On the contrary, it seems that the worst algorithm is the PPT

phase, because for this algorithm the SBC is less influenced by the value of the aspect ratio r (Fig. 3.21); same

consideration can be made in the case of R2 algorithm: in particular the shallow defects (depth 1mm) influence a lot

this type of analysis, by showing a contrast much lower than expected and so useful to delineate a more linear trend.

In this regard, the motivation is already explained and it is due to the pulse heating duration of the flash test, however

too long for this depth and for this type of material.

Besides, from the analysis of the statistics parameters in terms of error bars and confidence bounds, different

results emerge; in particular, from the analysis of the error bars, the PCT algorithm seems to return very different

contrast values, and so the results of the application of this algorithm seem to be non-repeatable. It is noteworthy,

that the reported error is not a measurement error, but an error on the obtained results in terms of contrast. Instead,

for the linear model and the relative confidence bounds at 95%, the algorithms of the R2, slope and amplitude return

the better results, because the width of the confidence interval is very narrow, and so the data are distributed very

well around the chosen model.
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However, the analysis carried out leads, in any case, to a precise and unique conclusion: the parameter of the

truncation window size have a great influence on the obtained results.

In particular, for some algorithms as the slope and the square correlation coefficient R2, where the result is unique

for each analysis interval, the choice made can lead to completely opposite results.

The graph, shown below, summarizes what has been said: the non-normalized contrast trend over the time

(expressed in number of frames) is reported considering the selected analysis intervals. The different trends are

reported by considering different depths and fixed the size in terms of diameter Fig. 3.25.
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Figure 3.25: Slope contrast vs frames number; (a) diameter 16 mm (b) diameter 12 mm (c) diameter 8 mm (d)

diameter 4 mm (fixed depth).

Fig. 3.25 shows that the trends of the signal contrast for this slope algorithm seem fairly regular. Defects of 16

and 12 mm sizes show a change in sign for a fixed number of frames equal to about 128. This “blind value” for

the signal slope contrast seems to depend also on the defect depth. However, it is necessary to thick the analysis

interval between 64 and 256 frames to evaluate a possible dependence on the defect depth. Bigger defects (16 and

12mm sizes) reach a maximum contrast for 256 frames that moving to 128 frames for smaller defects. Finally, the

signal contrast decreases until to reach a plateau value in correspondence of 512 and 1024 frames (longer analyzes).

As expected, the number of frames has a great influence on the thermographic results. As it can be seen from the

analysis of the previous graphics, a different behavior of the thermal contrast as the number of frames increases is

observed for the superficial defects. In fact, the defects placed to 1 mm and 2 mm from the surface shows the higher

signal contrast within a time interval of 0.08 s. This behavior is possible because the thermal waves reach these
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defects already during the heating phase. In this regard, the thermographic technique can be considered as a stepped

test rather than a pulsed one. The deeper defects show a maximum value of the signal contrast in correspondence of

a suitable value of the frames number. In particular, this value changes as function of the depth and size of defects.

In other words, each defect owns an optimal truncation window of thermal data, as well as each analysis algorithm.

Similar graphs can be obtained by analyzing the R2 results (Fig. 3.26).
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Figure 3.26: R2 contrast vs frames number; (a) diameter 16 mm (b) diameter 12 mm (c) diameter 8 mm (d) diameter

4 mm (fixed depth).

Similar comments to the previous one, made in the case of slope contrast, can be done by analyzing the R2 signal

contrast trends. In the analysis of these latest results, it should also be emphasized that the maximum contrast for

all defects is placed around to 512 frames (about 2.5 seconds of analysis); in fact, above 512 frames of analysis, the

signal contrast does not change significantly and then, in this specific regard, if the aim is to reach the maximum

contrast, a further data analysis seems superfluous, because the computed times increases, and the contrast remains

however the same.

For completeness, also the same graphs, as a function of the diameter per depth set, are shown for both algorithms.
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Figure 3.27: Slope contrast vs frames number; (a) depth 1 mm (b) depth 2 mm (c) depth 3 mm (d) depth 4 mm (e)

depth 5 mm (fixed diameter).
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Figure 3.28: R2 contrast vs frames number; (a) depth 1 mm (b) depth 2 mm (c) depth 3 mm (d) depth 4 mm (e) depth

5 mm (fixed diameter).

However, it is necessary to underline, that these graphs, in both cases, have been obtained by considering the

simple contrast and not the normalized one (SBC), and so the chosen threshold value taken on the sound standard

deviation was not taken into account. In this regard, it will be necessary a further investigation by considering more

analysis intervals and the threshold std trend over the time, mainly because in both cases exists an analysis window

within which the investigated defects are not detected; in this sense, it might seem that the chosen algorithm does

not provide any results or that, in any case, it is not being exploited to the best of its ability. Within the next section

(Section 3.4), further results will be shown, by analyzing the slope and the R2 behaviors over the time, frame by

frame, and compare the same with the well established one in order to underline advantages and disadvantages of

each in the defect detectability and characterization.

3.4 The influence of the truncation window size: a further investigation

frame by frame

The obtained results for the first chosen intervals have shown a strong dependence by this choice for all investi-

gated points of view, such as number of detected defects, maximum SBC and correlation between SBC and aspect

ratio; from this derives the idea of treating the slope and R2 data by analyzing their behavior frame by frame and

comparing it with that obtained by applying well-known algorithms such as PPT in terms of phase and TSR® in

terms of 1st and 2nd derivative. The latest one allowing the analysis in the time domain or equivalently in the fre-
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The obtained results can be summarized as follows. i) Obviously, the areas in which the plots for each defect

are visible can be used for the analyses because the contrast exceeds the set threshold and so it indicates the actual

presence of a defect and it can not be confused with the noise. ii) It is also possible to note that for each plot it is

chosen to show the data set when there is a change of the size and the depth is fixed (one depth and different size for

plot), in order to show that there is a shift of the maximum and also a shift in the time when the defect changes the

sign. For all algorithms and for the used frequency (not too much high for a material with a high diffusivity), it is not

possible to identify the defect depth in a precise way with the individuation of a precise frame or time when there is

a “change” (maximum, minimum, change of sign) because this depends also from the defect size and not only from

the relative depth (Fig. 3.34). iii) It should also be noted that the standard deviation shows a decreasing trend in the

case of slope and R2 because, as time increases, the number of frames analyzed increases also (flattens the average

value), unlike what happens for the TSR® and PPT where instead the noise increases because the window is fixed

and as time increases the analyzed maps are more noisy.
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Figure 3.34: Slope contrast frame by frame: a zoom to underline the change of sign with the depth and defect size;

(a) depth 3 mm (a1) zoom depth 3 mm, (b) depth 4 mm (b1) zoom depth 4 mm.

However, it is not very simple to summarize all the results that are shown in the previous figures (Fig. 3.29-Fig.

3.33); in order to choose the more useful window size for each algorithm and in order to summarize the obtained

results, it is necessary to fix an aim or better a point of view for which to have a comparison among these different
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types of post-processing analyses. In fact, only to observe the previous plots, it is possible to note that the most good

interval changes based on what is observed.

In the following figures (Fig. 3.35-Fig. 3.39), for TSR®, 1st and 2nd derivatives, PPT in terms of phase and

for slope and R2, the obtained results are summarized focusing to the same aims analyses until now: i) number of

detected defects (blue trends), ii) goodness expressed in terms of R2 of the correlation between SBC and defect aspect

ratio r, when a linear calibration is investigated (green trends), iii) weighted SBC. All plots have the same y-scale in

order to show better the various comparisons. It is worth emphasizing that the chosen threshold is always fixed to 2

times the standard deviation for plotting all these trends: from this derives the broken and non-continuous trend for

the 3 investigated and compared aims; as already specified, in order to have a right evaluation of the weighted SBC

and the goodness of the linear fitting/correlation, it is necessary to look first the number of detected defects because

their correct evaluation is closely to that of the first parameter: a high weighted SBC or a good linear correlation has

meaning only if there is a considerable number of diagnosed defects.
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Figure 3.35: Slope overview; linear correlation SBC vs. r (R2 index), detected defect number and weighted SBC, an

analysis frame by frame.
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Figure 3.36: R2 overview; linear correlation SBC vs. r (R2 index), detected defect number and weighted SBC during

the entire observation time, an analysis frame by frame.
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Figure 3.37: 1st derivative (TSR®) overview; linear correlation SBC vs. r (R2 index), detected defect number and

weighted SBC during the entire observation time.
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Figure 3.38: 2nd derivative (TSR®) overview; linear correlation SBC vs. r (R2 index), detected defect number and

weighted SBC during the entire observation time.
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Figure 3.39: Phase overview; linear correlation SBC vs. r (R2 index), detected defect number and weighted SBC

during the entire observation time.
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Looking at the previous figures (Fig. 3.35-Fig. 3.39), the first question is: how long each algorithm takes to see

the greatest number of defects with an SBC>2? Or in other words: how long it is necessary to acquire with the chosen

frame rate if it is requested to see the greatest number of defects after applying the slope and R2 algorithm? What are

the advantages compared to a TSR® or PPT analysis? If the aim is to see a good number of defects with also a good

linear correlation within the analysis SBC versus aspect ratio (r) and with a good weighted SBC, probably the answer

is different from the previous one and the more useful choice in terms of truncation window size is different from the

one indicated above. In this regard, it is necessary to compare the different analyzes carried out and the different post

processing algorithms in terms of defect detectability, trying to summarize the results illustrated so far and giving

an indication for a correct thermographic analysis, especially in terms of acquisition times and therefore of analysis,

although the variables to be considered are different and influence each other. It is necessary to highlighted that the

comparison shown in this latest paragraph sees a different approach from the previous one: the slope and the R2

algorithms have been analyzed frame by frame, instead the TSR® and PPT algorithm are performed by evaluating

the entire sequence. Therefore, to evaluate the influence of the “analysis window” also for the other algorithms (PPT,

TSR® and PCT), the results illustrated in the previous session (Section 3.3) remain valid and will be compared in

the last paragraph.

These are two slightly different approaches of analysis and two quantitative comparisons with the same direction

but 2 different ways, since all the algorithms must be used to the best of their ability, but to make a comparison on

an equal footing it is necessary to have the same methodology of analysis.

3.5 Results and discussion: by comparing different thermographic algo-

rithms in terms of defect detectability

In order to do a final overview, all the obtained results have to be summarized, and so the used algorithms have

to be compared in terms of maximum SBC, number of detected defects and the correlation SBC vs. r.

A final comparison among the different analysis algorithms will be illustrated, considering separately the results

obtained for the TSR® and PPT algorithms, evaluating different analysis intervals or, alternatively, evaluating the

entire sequence of raw data and choosing the map that shows the best results.

In Fig. 3.40, the results, as 2D maps, are represented for each algorithm, by considering the 7 different analysis

intervals indicated previously (16-32-64-128-256-512-1024 frames) and chosen to evaluate the influence of this

parameter on the various analysis algorithms, including TSR® and PPT. In particular, it is chosen to show the maps

in which the greatest number of defects is detected, as already illustrated within the bar plot reported in Fig. 3.15.

For some of the analyzed algorithms (TSR® and PPT), there is more than one frames interval in which the greatest

number of defects is detected. In this particular case, the map corresponding to the smaller truncation window size

is shown for each algorithm.
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Figure 3.40: Best maps for each algorithm of analysis by considering the truncation window size for which the

greatest number of defects were detected.

Similar considerations are reported in Tab. 3.4, however specified the optimal truncation window size (TWS) in

order to obtain a linear correlation and the higher number of detected defects, within the chosen analysis:

Algorithm

TWS

(linear

correlation

optimization)

Linear

Correlation

(R2 index)

TWS

(higher

number of

detected

defects)

Number of

detected

defects

TSR® 1st derivative 1024 frames 0.86 128 frames 18

TSR® 2nd derivative 256 frames 0.92 512 frames 19

PPT phase 128 frames 0.49 128 frames 18

PPT amplitude 512 frames 0.98 256 frames 17

PCT (2nd principal component) 1024 frames 0.96 1024 frames 19

R2 512 frames 0.64 32 frames 19

Slope 1024 frames 0.98 1024 frames 17

Table 3.4: Final comparison among the different algorithms.

The strengths and the weakness of each algorithm can be summarized as follows:

• the PCT algorithm shows the maximum SBC value;

• the R2 algorithm is the faster one since it allows to find the greatest number of defects 480 (19/20) with only

32 analyses frames;

• the 2nd derivative (TSR®), the slope, the amplitude and the PCT algorithms seem to get a very good correlation

between the SBC and the aspect ratio r with a square correlation coefficient of R2>0.9.
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• the PCT algorithm, in this case, has returned a very good compromise: the greatest number of detected defects

with a very good SBC value and a good correlation between the SBC and the aspect ratio r, but with 1024

frames of analysis.

The results reported in Fig. 3.40 and in Tab. 3.4 have been obtained by considering the first type of approach, or

7 different truncation window sizes equal to all post processing algorithms, although 16 data of analysis represent

a small number and therefore a choice that is not entirely optimal for an analysis that involves a polynomial fitting,

such as the TSR® one.

Similar results can be obtained by using slope and R2 in the same way, and by increasing this type of analysis

frame by frame, but by adopting a different type of approach for TSR® and PPT (Section 3.4). In this regard, it

is possible to show a comparison entirely similar to the previous one and which takes into account the analysis

windows, the number of defects, the maximum weighted contrast and the SBC-r correlation, but with a slightly

different approach. The final comparison is show in Tab. 3.5, by summarizing the reached results described in

Section 3.4.

ALGORITHM
maximum number of defects minimum aspect ratio

number time number time

TSR® 1st derivative 19 0.02 s after 10 s of analysis 1 0.015 s after 10 s of analysis

TSR® 2nd derivative 19 0.045 s after 10 s of analysis 1 0.04 s after 10 s of analysis

PPT phase 18 0.06 s after 10 s of analysis 1.33 0.06 s after 10 s of analysis

Slope 19 0.14 s 1 0.125 s

R2 19 1.65 s 1 1.65 s

Table 3.5: Maximum detected defect number and minimum aspect ratio with the relative time interval necessary.

As shown in the second column of Tab. 3.5, also the time necessary to see the minimum detectable aspect ratio

is reported. With the application of all algorithms, except the phase (PPT) one, is possible to see 19/20 defects with

a minimum aspect ratio equal to 1. Probably it is necessary to choose a correct interval also for the PPT analysis in

order to have the same results of the other algorithms.

In Tab. 3.6-1 some compromise choices are indicated: if the aim is to see a good number of defects with a good

correlation between the aspect ratio and the SBC and with a good weighted SBC, the truncation windowing size is

different from the one indicated above and also the results are not the same.

ALGORITHM
compromise choice

number of defects linearity weighted contrast time (s)

TSR® 1st derivative 19 0.93 18.96 0.395 s of 10

TSR® 2nd derivative 19 0.90 18.87 0.045 s of 10

PPT phase 18 0.45 11.93 0.06 s of 10

Slope 19 0.97 17.05 2.16 s

R2 19 0.80 21.59 8.045 s

Table 3.6: Compromise choice by highlighting the best truncation window size that allows to have the maximum

detected defect number with a good weighted contrast and a good linearity.

From a final analysis, it is possible to say that in order to see 19/20 by analyzing only the slope of the cooling

down, it is sufficient to acquire in this particular case only 0.14 seconds, or 28 frames with a very low acquisition
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frequency and by investigating a material with very high diffusivity with minimum aspect ratio equal to 1.

These final plots show a further comparison among this last achieved result after the application of the slope al-

gorithm by considering only 0.14 seconds of analysis and the analysis with the same interval, but with the application

of the TSR® algorithm, however shown in terms of 1st and 2nd derivative and the PPT one, in terms of phase, always

with the same truncation window size of analysis. The three principal aims have always been considered.

(a) Slope (b) 1st derivative (TSR®)

(c) 2nd derivative (TSR®) (d) phase PPT

Figure 3.41: A comparison among different post processing algorithms after only 0.14s of analysis.

The 1st derivative allow to see 18/20 defects, one less than the slope, but with a very low weighted SBC and a not

good linearity. The 2nd derivative shows worse results, probably due to the use of a low polynomial degree equal to

5 (the 2nd derivative is a polynomial equal to 3). If, instead, the principal aim is to obtain good results by analyzing

the R2 map, it is necessary to acquire about for 2 seconds obtaining in general not good results in terms of correlation

between the SBC and the aspect ratio [19, 20, 21].

The last Fig. 3.42 shows the thermographic maps related to the column 1 of the Tab. 3.5 as best results obtained

from the previous analyses.
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visible after a few seconds and then a wider number of frames have to be considered. Moreover, the number of

processed frames changes within different algorithms.

An important result regards the possibility to use the linear correlation between the SBC and the relative defect

aspect ratio as calibration curve to make a new procedure to quantify the defect. In fact, the obtained results in terms

of linear correlation seem very promising and in some cases, for some algorithms and precise truncation window

size of analysis, very good. However, it will be necessary to separate depth and size information in order to quantify

the defect thus characterized (Chapter 4).



Chapter 4

By using a calibration approach to estimate

defect size and depth

Subsurface defects can be detected by the pulsed thermography technique analyzing the raw thermal data with

the application of different post processing algorithms. In this regard, different methods, based on one dimensional

models, are used in literature to estimate the depth and size of defects. Two of the most established methods refer to

TSR® (Thermal Signal Reconstruction) and PPT (Pulsed Phase Thermography) algorithms. These latter require a

carefully set up of the testing parameters such as sampling frequency, truncation window size and energy density to

obtain a good depth estimation.

Even if many works have already investigated these methods, there are few works in which the correct procedures

to obtain size and depth of defects are deeply explained, above all for high diffusivity materials, such as aluminum.

The aim of this work is to propose a new procedure to obtain depth and size estimation of defects and to overcome

the limits shown by the classical and well-established methods. Moreover, the influence of different thermographic

parameters on the quantitative results has been studied, by using two experimental setups, in terms of heat sources

and infrared detectors.

The proposed procedure starts by the experimental observation that there is a linear correlation between the defect

contrasts and the relative aspect ratios, for a suitable truncation window size, after the application of specific post

processing algorithms on the raw thermal data.

By using some models already present in literature and adapting them appropriately to the studied case, the linear

correlation between the defect slope contrast and the relative aspect ratio has been also demonstrated.

In order to obtain quantitative suitable information, the slope algorithm has been used to analyze the raw thermal

data, with the aim to quantify imposed defects in an aluminum sample.

Finally, a comparison with the well-established techniques, TSR® and PPT has been performed and its limitation

in terms of depth estimation for this type of material and for precise boundary conditions, such as pulse length and

acquisition frequency will be shown.

This part of dissertation wants also to emphasize that it is necessary to have a sample with imposed defects to

calibrate the thermographic parameters and to obtain the calibration curves, useful to estimate and characterize the

detected defects.

104
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4.1 A new procedure to quantify the defects in a material with high diffu-

sivity

4.1.1 Theoretical and experimental motivations

Within the previous Chapter (Chapter 3) an investigation about the possibility to characterize the defects in an

aluminum sample, by using pulsed thermography and its post-processing algorithms has been shown and the obtained

results have been widely illustrated. The obtained results have demonstrated that a linear correlation between the

achieved SBC for a precise post-processing algorithm and the relative set of defect aspect ratios exist for a suitable

truncation window of analysis.

Besides, the graphs reported in Section 3.5 consider the slope and R2 algorithms showing the trends that can be

obtained frame by frame in the case of precise features of investigation such as the number of detected defects above

a certain noise threshold, the achieved SBC and the possible linear correlation SBC-r (Fig. 3.36-Fig. 3.40). It is

precisely from the analysis of these experimental trends that it is discovered that there is a suitable analysis window

for which occurs the optimum in terms of linear correlation SBC-r, when a good number of defects are diagnosed.

It has also been experimentally demonstrated that there is a window of analysis which can be associated with the

concept of a “blind frequency” but in the time domain, and that this changes with the depth and the size of the defect

(Fig. 3.30-Fig. 3.31).

These experimental evidences have been studied mainly in the case of the slope algorithm (Fig. 3.30), usually

used for a qualitative analysis of the raw thermographic data and they should be theoretically explained if the aim is

to find and to propose a procedure for a quantitative characterization in terms of defect size and depth evaluation.

By considering the Almond 2D model for a semi-infinite body Eq. 1.21 [38, 39, 40], it is possible to simulate

the thermal behaviors of different defect aspect ratios and using the post processing algorithms [4, 5, 6, 7, 8, 9,

10, 11, 12, 13, 14, 15, 16, 17], for investigating the correlation between the signal contrast and the aspect ratio. In

the previous section, it has been demonstrated as for a suitable truncation window size there is a linear correlation

between the signal contrast and the defect aspect ratio. This relation occurs for different outputs deriving from

different algorithms [19, 20, 21]

The slope algorithm has been considered, but the results can be extended to other algorithms.

Within the previous Chapter (Chapter 3), the slope behavior has been already studied, by computing a linear

fitting of the raw thermal data frame by frame, in order to obtain the slope trend for each defect and for the relative

sound. In this way, it is possible to obtain a sequence of slope maps that shows the behavior of this thermographic

parameter over the time.

In Fig. 4.1, the data processing procedure to obtain the slope contrast trend for each defect is shown. Here the

abbreviation “t.w.s.” is used to indicate the truncation window size.
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Figure 4.1: Thermal trends (a), Slope trends (b) and the relative slope contrast over the time (c) for a defect and

relative sound (diameter 12 mm, depth 2 mm).

By considering the other defects of the tested aluminum sample, it is possible to obtain similar trends to the pre-

vious one, reported in green (Fig. 4.1a). The slope contrast has been computed, frame by frame, by using the model

in Eq. 1.21 for different aspect ratios and by using these parameters: ρ = 2700(kg/m3), k = 190(W/mK), cp =

880(J/kgK) f = 200HzQ = 6400J/m2; the theoretical sound slope equal to -0.5 has been subtracted to obtain the

simulated contrast slope trends, for each defect.

In Fig. 4.2, the simulated slope contrast, frame by frame, for a defect depth equal to 3 mm and different sizes, is

shown. In the same figure (Fig. 4.2), the simulated slope contrasts are compared with the experimental one.
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Figure 4.2: Comparison between simulated (a) and experimental slope contrast (b) for different aspect ratios; depth

3 mm.

Theoretically, it is possible also to obtain the trend that describes the linear correlation between the slope contrast
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and the defect aspect ratio, by studying as this correlation evolves frame by frame over the time manipulating the

Almond models. This linear correlation is expressed in terms of R2 and can be obtained by a linear fitting in a double

logarithmic scale and computing the slope contrast for each defect aspect ratio and plotting the relation that exists

between these values and the chosen aspect ratios for each frame.

In Fig. 4.3, the correlation that occurs between the slope contrast and the chosen aspect ratios is shown for 3

different truncation window sizes, in order to understand the logical and chronological process that leads to the result

shown above and here recalled for the slope algorithm (Fig. 4.4).
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Figure 4.3: Correlation between slope contrasts and relative defect aspect ratios for different truncation window

sizes, chosen as example (1 second-200 frames (a), 2 seconds-400 frames (b), about 9 seconds-1845 frames (c)).

As we can see by analyzing Fig. 4.3, the graphs show in the abscissa (x-axis) the simple contrast and not the

relative normalized one (however, the linear relationship remains the same) and in ordinate (y-axis) the defect aspect

ratio r, so the axes are inverted respect to those previously reported (results in Chapter 3), in order to have as output

the one useful for the final calibration.

By computing this correlation frame by frame, it is possible to find, experimentally, the precise truncation window

size in which the maximum linear correlation (R2 value) occurs (red line in the next Fig. 4.4b).
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Figure 4.4: simulated (a) and experimental linearity (b) between the defect aspect ratios and the relative slope

contrasts.

In the simulated case, the linear correlation is obtained by considering all 20 defect aspect ratios and the relative

simulated slope contrasts.

It is necessary to stress that the experimental trends have been obtained by taking into account the real detected

defects with a contrast higher than 2 times of the sound standard deviation (the orange trend in Fig. 4.4b).

By comparing Fig. 4.2 and Fig. 4.4, it is evident as there is a discrepancy between simulated and experimental

results, above all if we consider the times in which the maximum linear correlation and the slope contrast changes

in sign. This discrepancy is due to the two hypotheses that are not verified for the experimental tests: semi-infinite

plate and Dirac pulse, as well as the noise dependency (measured in terms of sound standard deviation).
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Figure 4.5: Experimental delta temperature over time (expressed as frames number) related to the sound regions

highlighted in red in a thermographic map showed as example (double log-scales).

Fig. 4.5 shows the experimental thermal contrast of the sound (indicated with red squares) during the cooling

phase. It is clear as in less 100 frames (0.5 seconds), the thermal phenomena can be considered concluded.

The experimental conditions are very far from the hypothesis of a semi-infinite body expressed by the Eq. 1.21,

and so the experimental slope is very different from the theoretical value equal to −0.5. For these reasons, to have a

better comparison of the simulated results with the experimental ones, it is possible to consider the body with a finite

thickness by means of Eq. 1.20.

Fig. 4.6 shows the theoretical temperature and the thermal contrast trends by simulating aluminum plates with

different thicknesses and by adopting a sample rate of 200 Hz.
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(a) (b)

Figure 4.6: Thermal defect trends (a) and relative contrasts (b) for a finite body.

In Fig. 4.6, it is simple to verify that the thermal wave reaches the sample bottom (10 mm) within 0.135 seconds

and then after only 27 frames.

By using both the models described with Eq. 1.21 and the Eq. 1.20, it is therefore possible to explain better the

experimental behavior of material.

For this reason, it is necessary to modify the Eq. 1.21, in order to evaluate the influence of the real sample

thickness on the defect thermal behavior [41]; in this way, the thermal contrast is re-defined by considering as sound

the temperature over a plate of specified thickness L, by using the Eq.7.

In this way, to obtain the defect thermal behavior in terms of temperature, it is necessary to simulate the thermal

sound behavior by using the Eq. 1.20 for a finite thickness of 10 mm and the thermal contrast by using the Eq.7 for

the different defects aspect ratios (Fig. 4.10, red box). The final used model can be expressed with these following

equations:

∆T (t) = 2
Q

e
√

πt

(

∞

∑
n=1

Rne−
(nd)2

αt −
∞

∑
n=1

Rne−
(nL)2

αt

)

(

1− e−
(Pd)2

16αt

)

f or eachde f ect aspect ratiowithL = 10mm (4.1)

T (t) =
Q

e
√

πt

[

1+2
∞

∑
n=1

Rne−
(nL)2

αt

]

withL = 10mm (4.2)

By using these equations, a better correspondence has been obtained between simulated and experimental data,

as shown in Fig. 4.7 and Fig. 4.8. In particular, both the maximum and minimum slope contrasts (as absolute values)

are anticipated in the time (Fig. 4.7).



CHAPTER 4. BY USING A CALIBRATION APPROACH TO ESTIMATE DEFECT SIZE AND DEPTH 111

(a) (b) (c)

Figure 4.7: Simulated (a,semi-infinite body and b, finite body) and experimental slope contrast (c) for different aspect

ratios; depth 3 mm.

In a similar way, also the linear correlation between the slope contrasts and the relative defect aspect ratios can

be obtained for simulated and experimental data (Fig. 4.8).
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Figure 4.8: Simulated and experimental linear correlation between the defect aspect ratios and the relative slope con-

trasts: a comparison between Almond 2D model-seminfinite body, Almond 2D-finite body model and experimental

one.

Some differences between the simulated and the experimental results remain, since a finite pulse of 5 ms cannot

be approximated with a Dirac pulse for this material. Besides, the experimental results are affected by the noise, that



CHAPTER 4. BY USING A CALIBRATION APPROACH TO ESTIMATE DEFECT SIZE AND DEPTH 112

involves a decrease in the signal contrast and number of detected defects. In this regard, by using Eq.8, the sound

behavior can be obtained, frame by frame, by applying the slope algorithm.

In Fig. 4.9, it is possible to observe that, the slope sound of the experimental data differs from the theoretical

one (-0.5) above all in the early frames of cooling (blue trend). Also, in Fig. 4.9 the simulated sound slope trend is

reported in green, obtained by using the Eq.8.
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Figure 4.9: Experimental slope results shown in terms of mean and standard deviation for the considered sound area.

The experimental data are computed by considering the same red area indicated in the previous Fig. 4.5. In Fig.

4.9, the trend of the sound standard deviation is also reported. This trend is a measure of the experimental noise due

to the acquisition and data post processing.

Some discrepancies that still remain are also due to not a perfect estimation of the material thermal properties,

but the green simulated trend follows very well the blue experimental one.

In this way, by studying the slope behavior over the time with well-established Almond models [39, 41, 42,

43, 44, 45, 46, 47, 48], it has been possible to estimate the correct temporal window within the maximum linear

correlation occurs (10 seconds are sufficient for this type of material and thickness) and also the one when the slope

contrast changes in sign.

4.1.2 By using two different set-ups and very different thermographic equipment: two

different frame rates and pulse durations

Several tests have been carried out on the same aluminum sample reported in Fig. 3.1, with different flat bottom

holes, characterized by different sizes and depths. The proposed procedure consists of a first phase in which a

calibration curve is obtained, by using the defect aspect ratio within the sample. Then, to validate it and obtain the

size and depth defect estimation, defects with a different aspect ratio were considered as validation data set. These

defects have been specially created in a sound part of the sample, choosing aspect ratios different from those used

for obtaining the calibration curve and with very small values, between 2 and 3, around the minimum value known

in the literature as the detectability threshold of the pulsed thermographic technique. The nominal defect sizes and

depths of the defects used as validation data set are reported in , with the previous one already shown.
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Figure 4.11: The used set-up for the comparative thermographic pulsed tests.

This setup is composed by the Infratec ImageIR 8300 hp IR camera with a cooled detector, a full frame window of

640x512 pixels with a wavelength range of 2 to 5 µm and an NETD < 30 mK. The pulsed tests have been performed

by using the same acquisition frame rate (200 Hz), in order to have the whole sample in an only acquisition. To

increase the frame rate up to 1000 Hz, four different frame windows of dimensions 160x128 and then four different

tests have been carried out to cover the whole specimen.

Four synchronized flash lamps with a pulsed duration of 3 ms and a total converted energy of 24 kJ have been

used. To reduce the thermal afterglow of the lamps, poly-methyl methacrylate (PMMA) plates were mounted be-

tween the flash lamps and the test specimens [75]. Thermal sequences of 15 s were acquired. The IR camera has

been positioned at a distance of about 45 cm to the sample surface, while the distance between lamps-sample was

equal to 35 cm. The camera and energy source specifications are reported with a major detail in Appendix A.

In the next sessions, the new procedure will be exposed together with a quantitative comparison with the tradi-

tional methods.

4.1.3 Experimental results and validation

As it already explained in the previous section, the proposed procedure is based on the linear correlation between

the defects aspect ratio and the relative slope contrasts.

By analyzing the cooling phase of a pulsed thermographic test there is a truncation window size in which the

maximum of the linearity is reached Fig. 4.4. As it just demonstrated, this latter depends strongly by the thickness

of the sample. In our case, this time interval is about 2 seconds (2.15 s, 430 frames).

In Fig. 4.1, the sound slope signal over time is reported with the slope signal of defect with diameter 12 mm and

depth 2 mm. It is interesting to underline as the maximum of the linearity occurs away from the time in which the

maximum slope contrast (and maximum thermal contrast) is obtained. Indeed, the first part of the cooling phase is

usually used in literature to quantify size and depth. However, the slope contrast is more stable in the second part of

the cooling phase and this explains the better correlation in this zone between the aspect ratio and the slope contrast.
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Moreover, as it shown in Fig. 4.4, a good defect detection is obtained in correspondence of the maximum R2. This

topic will be deeply investigated in the next section.

Unlike the previous sections (Chapter 3), in which it was necessary to introduce the concept of the Signal Back-

ground Contrast (SBC) in order to compare the different algorithms [19, 20, 21], in this one it is sufficient to refer

to the simple contrast between each defect and relative sound. The chosen defective and sound areas are the same

specified in the previous sections. The pre-processing procedure, in terms of cold frame subtraction and normaliza-

tion of the raw thermal data, is already explained in Section 3.2. As already specified, the results shown within this

Chapter 4 they are not see the application of the final Gaussian filter.

Fig. 4.12 shows the linear correlation between the aspect ratios and the slope contrasts for the defects enclosed

in the red box Fig. 4.10, used for obtaining the calibration curve. Only the detected defects have been used, as

explained in the previous Chapter 3 and reported in [19, 20, 21].

Figure 4.12: Slope results after an analysis interval of 2.15 seconds: linear correlation between defect slope contrasts

and relative aspect ratios and corresponding slope map (1 test).

To verify the test repeatability, in Fig. 4.13 are reported the results of 3 replications obtained by keeping the same

setup and carrying out 3 pulsed tests. The mean result, obtained from these 3 replications, is also reported in black.
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Figure 4.13: Mean calibration curve (aspect ratio vs. slope contrast) and relative replication results (3 tests).

In the next Fig. 4.14, the mean values obtained with these 3 replications and for each defect, are reported together

with the mean calibration curve (the one in black). The obtained linear model is reported with its confidence and

prediction bounds. These latter are larger than the confidence bounds because take into account not only the error

for the estimation of the model, but also the error associated to future observations [134, 135].

In the same graph, the slope contrasts of defects used for validation are reported with their standard deviation

calculated for three replications. It is necessary to stress, again, that these last measurements and relative post-

processing values are obtained by performing other tests with a different camera window, and so these are different

acquisitions.

The calibration curve can be used for estimating the aspect ratio of a detected defect, by knowing the achieved

slope signal contrast, after a pulse test and the application of the chosen post processing algorithm of data analysis.
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Figure 4.14: Calibration curve (aspect ratio vs. slope contrast) with the estimated regression line (linear model), the

prediction bounds (external curves) and the 95% confidence bounds.

Now, it is necessary to separate size and depth information in order to characterize and quantify the defect.

The size of a defect can be estimated by adopting several procedures or methods present in literature [74, 127]. In

this case, the semi-contrast method has been used: the contrast between the defect and the relative sound is evaluated

as explained before and a threshold equal to half of this value is chosen to discern defect and sound pixels [127].

Known the resolution of the test, in terms of mm/pixel ratio, it is possible, then, to determine the defect size. The

same procedure has been used for all the defects considered as validation data set.

Fig. 4.15 shows an example of the obtained binary map, choosing the threshold determined by applying the

semi-contrast method for the defect reported as example within a yellow circle.
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7. Analyzing data by considering the same temporal window (truncation window) used for the calibration proce-

dure (replications are recommended to reduce the standard deviation).

8. Selecting an area that can be considered as sound, in order to obtain the signal contrast.

9. Obtaining the defect aspect ratio by using the calibration curve.

10. Obtaining the defect size by applying a threshold algorithm (binary data).

11. Obtaining the defect depth by knowing the defect size and the defect aspect ratio.

In Tab. 4.1 are reported the errors derived by using the proposed procedure on the chosen validation data set (4 de-

fects); the reference values have been measured with a digital caliper, after the drilling, in order to have 2 significative

decimal places, after the comma.

estimated

aspect

ratio

aspect

ratio

% error

D/d (mean

value)

estimated

size
size

% error

size (mean

value)

estimated

depth
depth

% error

depth

(mean

value)

3.45 2.94 17.35 6.82 mm 5.97 mm 14.24 1.98 mm 2.03 mm -2.46

3.60 3.15 14.29 7.87 mm 7.90 mm -0.38 2.19 mm 2.51 mm -12.74

2.62 2.71 -3.32 9.74 mm 9.77 mm -2.60 3.71 mm 3.61 mm 2.77

2.39 2.98 -19.80 11.30 mm 13.96 mm -19.05 4.72 mm 4.68 mm -0.85

Table 4.1: % errors on the mean value in terms of aspect ratio, size and depth by using the mean calibration curve (3

replications in both cases).

These results have been obtained using the mean data of 3 replications carried out both in the case of calibration

analysis that in the validation one.

Anyway, in Tab. 4.2 are reported the errors obtained if only a measurement is performed.

estimated

aspect

ratio

aspect

ratio

% error

D/d

(single

measure)

estimated

size
size

% error

size

(single

measure)

estimated

depth
depth

% error

depth

(single

measure)

3.44 2.94 17.01 6.84 mm 5.97 mm 14.57 1.99 mm 2.03 mm -1.97

3.61 3.15 14.60 7.54 mm 7.90 mm -4.56 2.09 mm 2.51 mm -16.73

2.76 2.71 -1.84 9.33 mm 9.77 mm -4.50 3.38 mm 3.61 mm -6.37

2.38 2.98 -20.13 11.02 mm 13.96 mm -21.06 4.63 mm 4.68 mm -1.07

Table 4.2: % errors in terms of size and depth by using the calibration curve after only a single measurement.

It is necessary to underline that the committed errors in size and depth estimation are to be attributed to a double

source: the proposed procedure used to estimate the defect aspect ratio and also the method used to estimate the

defect size.

The semi-contrast method has the advantage to process the same data (slope contrast) used for obtaining the

calibration curve.
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4.2 The limits of PPT and TSR® methods for a correct depth estimation in

aluminum material

In this section, two well-established algorithms (TSR® and PPT) will be used for quantifying the defect depths

and comparing the obtained results with those obtained in the previous one.

In particular, difficulties and limits due to the high diffusivity of aluminum will be shown by adopting two

different setups.

4.2.1 Influence of the pulse duration

A first attempt has been carried out by keeping the same setup used for the proposed procedure Fig. 3.2, and after

the more performing one, to do a comparison Fig. 4.11.

TSR® allows for obtaining information about the defect depth by analyzing the first and second derivative of a

polynomial fitting of the raw thermal data in a double log scale [56, 71, 115, 116].

The analysis has been performed in Matlab® using the polyfit function on the raw thermal data with a polynomial

fitting of 5 degree. The aim is to estimate the defect depth by using the classical Eq. 2.5, starting from the second

derivative peak evaluation. In Fig. 4.16, the results in terms of second derivative are reported, for one of the defects

(defect size 6 mm, depth 2 mm) and different truncation window sizes.
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Figure 4.16: Second derivative trends (defect size 6 mm, depth 2 mm). Set-up showed in Fig. 3.2.

The flash duration for this type of material is decisive: the second derivative peak is completely lost. This is due

to the flash duration (5 ms) too long for this material and for the considered defect.
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For this reason, the same pulsed tests have been repeated by using the set up showed in Fig. 4.11, with a shorter

pulsed duration (3 ms), an energy 8 times higher (24 kJ) and also a maximum available frame rate up to 1000 Hz.

The chosen frequency remains equal to a low value of 200 Hz, in order to evaluate all depth defect in one acquisition.

The same previous defect has been considered to show the second derivative trends and also different truncation

window sizes have been considered (Fig. 4.17).
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Figure 4.17: Second derivative trends (defect size 6 mm, depth 2 mm). Set-up showed in Fig. 4.11 (200 Hz).

In this case, it is possible to see the second derivative defect peak, but it is necessary to choose the correct

truncation window size: in fact, by analyzing only 0.1 seconds or instead 2 seconds, mathematically too few and too

much frames, it is not possible to identify the defect peak, anymore. So it seems that, by adopting a more performing

thermal camera and choosing the correct analysis window, after a thermal diffusivity estimation, it is possible to have

a depth estimation, with a very low acquisition frequency; unfortunately, if different defect depths are considered,

the time in which the second derivative peak still remains equal the same.

In the following section (Section 4.2.2), the problem of the acquisition frequency will be illustrated.

4.2.2 Influence of the frame rate

In the following Fig. 4.18, the results are showed for the defects with a size of 12 mm and by considering different

depths; the chosen truncation window size is equal to 0.5 seconds.
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Figure 4.18: Second derivative trends (defect size 12 mm, different depth 1-5 mm). Set up showed in Fig. 4.11 (200

Hz).

As shown, by using a low frequency of 200 Hz, the second derivative time peak occurs always in the same

position, so it is not possible to have a depth estimation in this way.

Moreover, the sample rate has been increased up to 1000 Hz by using a different IR camera (Infratec ImageIR

8800, see Chapter 5, section 1) and 4 different windows for the acquisition, within the same set-up in terms of main

distances and thermal excitation.

Fig. 4.19 shows for the defects included in the red box in Fig. 3.2, and for a temporal window of 0.5 seconds

that it is not possible to use the second derivative peak, in both cases. We are able to see the second derivative peak,

but when a low frame rate is used Fig. 4.19a, it occurs always in the same position. Instead, when the frame rate

increases up to 1000Hz, Fig. 4.19b, the data result uncorrelated due to the high level of noise.
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Figure 4.19: Defect main parameters vs Time second derivative peak; set up showed in Fig.3 with a low frame rate

200 Hz (a) and 1000 Hz (b).

In Fig. 4.20, the second derivative trends are reported for the defects used as validation data set, as well the

frequency is set to 1000 Hz. It seems obvious that is very difficult to discern 3 different times in which the second

derivative peak occurs when the defects depths are in the range 2-3.5 mm, and the aspect ratio is around 3.
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Figure 4.20: TSR® second derivative trends for the defects chosen as validation data set (truncation window size 0.5

seconds).
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The same analysis has been carried out by using the PPT algorithm in terms of phase data, in order to obtain the

depth estimation by using the so-called blind frequency [142, 143, 144].

In Fig.19, the phase contrast is reported by considering the set up showed in Fig. 3.2, and so a power of only

3000 J. The different trends obtained for the defects used as validation have been considered, by choosing a frames

number of 1024 frames (about 1 second with a frame rate of 200 Hz), multiple of 2N [17].
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Figure 4.21: Phase contrast trends; set up showed in Fig. 3.2 (3 kJ).

The obtained results in terms of phase contrast are very noise, due to an inadequate heat power.

Increasing the power up to 24 kJ and the sample rate to 1000 Hz, a clear phase trend was obtained (Fig. 4.22),

by choosing the same truncation window size (1024 frames). However, in correspondence of the blind frequency the

phase signal still results very noise, because the material is characterized by a very high diffusivity and so it is not

simple to discern all the different depths.
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Figure 4.22: Phase contrast trends; set up showed in Fig. 4.11 (24 kJ).

As proposed in the work of Ibarra [92], it is possible to choose a threshold level different from 0, in order to

try an estimation of the blind frequency for this type of materials, but this choice remains arbitrary, as the one that

regards the best truncation window size. Another problem is the coefficient C1, that depends on materials properties

and test parameters, so it is also a random variable. Both TSR® and PPT methods, need the knowledge of the

thermal diffusivity of the material [62, 63, 64] to retrieve the depth estimation. The thermal diffusivity can be

assessed experimentally with the Parker method [62, 63, 64], but also in this case, the measurement requires a more

performing setup.

4.3 Final remarks

A new procedure has been proposed to quantify defects in very high diffusivity materials with the pulsed ther-

mographic technique. Such a procedure is based on the linear correlation between the defects aspect ratio and the

signals contrast and needs sample specimens with imposed known defects to obtain the calibration curves.

Different tests were carried out on a sample specimen made of aluminum with different flat bottom holes. The

slope algorithm has been used for data processing and a comparison with the theoretical models used in literature

has been shown. Finally, the limits of traditional quantitative methods have been discussed, by comparing different

experimental setups, test parameters and conditions. The main results can be summarized as follow:

• The extensive comparison between the obtained experimental results in terms of slope algorithms and the

simulated one has allowed to obtain information about the thermal behavior of the investigated material and

simulated defects

• The proposed procedure has been applied on post processing data obtained by the slope algorithm, but it

remains still valid for post processing algorithms that provide a signal contrast linearly related to the defect



CHAPTER 4. BY USING A CALIBRATION APPROACH TO ESTIMATE DEFECT SIZE AND DEPTH 126

aspect ratios

• This proposed procedure has been also theoretical explained and motivated; the linear correlation occurs within

a precise interval of analysis, changes based on the material properties and the test parameters, but it still occurs

and can be explained starting from the analysis of simple models

• The proposed procedure allows for obtaining the quantitative analysis of high diffusivity materials by using a

not expensive set up with only 3 kJ in terms of energy source and 200 Hz of acquisition frequency

• Errors up to 20% have been obtained in size and depth estimation, by choosing a very critical value of aspect

ratio (around 3) and a material with very high diffusivity



Chapter 5

Case studies

5.1 By using pulsed thermography to detect typical defects of Metal Addi-

tive Manufacturing process

One of the most advanced technologies of Metal Additive Manufacturing (AM) is the Laser Powder Bed Fusion

process (L-PBF), also known as Selective Laser Melting (SLM). This process involves the deposition and fusion,

layer by layer, of very fine metal powders and structure and quality of the final component strongly depends on

several processing parameters, for example the laser parameters. Due to the complexity of the process it is necessary

to assure the absence of defects in the final component, in order to accept or discard it. Thermography is a very

fast non-destructive testing (NDT) technique. Its applicability for defect detection in AM produced parts would

significantly reduce costs and time required for NDT, making it versatile and very competitive.

5.1.1 Metal Additive Manufacturing: Laser Powder Bed Fusion (L-PBF) process and its

typical defects

Additive manufacturing (AM) processes build three-dimensional (3D) parts by progressively adding thin layers

of materials starting from a digital model [136]. This unique feature allows production of complex, small and

customized parts directly from the design without the need for expensive tooling or forms such as punches, dies or

casting molds and reduces the need for many conventional processing steps.

The AM processes sees the use of materials such as powder, wire or sheets into a dense metallic part by melting

and solidification by using an energy source such as laser, electron beam or electric arc, or with ultrasonic vibration

in a layer by layer manner.

The AM processes fall into two categories defined by ASTM Standard F2792 [137] as Directed Energy Deposi-

tion (DED) and Powder Bed Fusion (PBF). A further distinction is provided as a function of the primary heat source;

in particular the nomenclature for laser (L), electron beam (EB), plasma arc (PA), and gas metal arc (GMA) heat

sources as PBF-L, PBF-EB, DED-L, DED-EB, DED-PA and DED-GMA.

Among the PBF technologies, Laser-Power Bed Fusion process (L-PBF) also known as Selective laser melting

(SLM) allows the manufacture of functional components with various materials and with a complex shape suitable

for high demanding applications in mechanical, aerospace, medical, and racing fields.

Generally, L-PBF is an Additive Manufacturing process that uses a laser to melt thin layers of powder. Once
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the tested samples are shown. The samples are covered with black graphite in order to avoid the reflection problems

that characterize the real surface.

Defect

height

(mm)

Row

1 a/b

(mm)

Row

2 a/b

(mm)

Row

3 a/b

(mm)

Row

4 a/b

(mm)

Row

5 a/b

(mm)

Row

1c (mm)

Row

3c

(mm)

Row

5c

(mm)

I 0.15 2.0x2.0 1.0x1.0 0.5x0.5 0.2x0.2 0.1x0.1 1.5x5.0 2.0x2.0/0.5 1.75x2.5/0.5

II 0.25 2.0x2.0 1.0x1.0 0.5x0.5 0.2x0.2 0.1x0.1 1.5x5.0 2.0x2.0/0.5 1.75x2.5/0.5

III 0.40 2.0x2.0 1.0x1.0 0.5x0.5 0.2x0.2 0.1x0.1 1.5x5.0 2.0x2.0/0.5 1.75x2.5/0.5

IV 0.60 2.0x2.0 1.0x1.0 0.5x0.5 0.2x0.2 0.1x0.1 1.5x5.0 2.0x2.0/0.5 1.75x2.5/0.5

Table 5.1: PK001-PK004 defects geometry in terms of size and height.



CHAPTER 5. CASE STUDIES 131

Size (mm)

I 4x4

II 8x8/2

III 3x3

IV 6x6

Table 5.2: PK005-PK016 defects sizes.
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Different thermographic pulsed tests have been carried out by using different energy sources and also different

thermal imaging cameras in order to analyze the influence of these choices on the possible results. We have to

analyze a different type of defect, that shows a different thermal behavior respect of the normal one; for this reason,

it is important to evaluate different types of thermographic analysis, such as the analysis of the cooling down after a

pulsed test with flash lamps, the analysis of the cooling down after a test with laser source, by using different pulse

durations and different laser power (long pulse analysis) and finally the analysis of the heating phase during the same

laser tests (stepped analysis).

The used equipment during the different tests consists of: two different cooling cameras, flash lamps, a widened

laser beam and a wave generator. The equipment specifications are shown in detail in Appendix A.

The used flash set-up is shown in Fig. 5.4, with main parameters and distances in Tab 5.4.

Figure 5.4: Pulsed thermographic set-up with 4 flash lamps.

Camera: Infratec ImageIR 8800

Frame rate 1000 Hz

Duration 10000 frames

Resolution 0.35 mm/pixel

Quarter Frame 160x128 pixels

Excitation:

Flash lamps Hensel EH Pro 4x6 kJ

Impulse Duration 3 ms

Distances:

Flash lamps to sample 25 cm

Camera to sample 45 cm

Table 5.4: Thermographic parameters and set-up distances for pulsed flash thermography.

To reduce the thermal afterglow of the lamps, poly-methyl methacrylate (PMMA) plates were mounted between

the flash lamps and the test specimens [75].

The used laser set-up is shown in Fig. 5.5, with main parameters and distances in Tab 5.5. The test plane, in

terms of laser powers and pulse durations is reported inTab 5.5.
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Figure 5.5: Pulsed thermographic set-up with a widened laser beam.

Excitation: DIODE LDM LASER (935 nm)

Square to phat profile 39 x 39 mm2

Laser focusing lens 600 mm

Camera: Infratec ImageIR 8300 hp Impulse duration 100 ms Power 300 W

Frame rate 500 Hz Impulse duration 300 ms Power 300 W Distances:

Duration 5000 frames Impulse duration 500 ms Power 300 W Laser to sample 60 cm

Resolution 0.11 mm/pixel Impulse duration 1000 ms Power 300 W Camera to sample 80 cm

Windowing 320x320 pixels Impulse duration 100 ms Power 500 W

Calibration file -10-60 °C Impulse duration 300 ms Power 500 W

Integration time 600 μs, 7.93 °C Impulse duration 500 ms Power 500 W

Impulse duration 1000 ms Power 500 W

Table 5.5: Thermographic parameters and set-up distances for pulsed laser thermography.

5.1.3 Theoretical remarks and experimental investigations

In this paragraph the obtained results by using pulsed thermography will be shown.

The simple analysis of the raw thermal data, as many times specified, does not allow to a quantitative analysis;

especially in this type of application, where the investigated defect can be considered a small reflector and with a

reflection coefficient value very low, it is necessary a post processing of the acquired data in order to detect and

characterize these typical defects.

The analyzed defects are very particular, and their thermal behavior is very different, for example, from the case

of a flat bottom hole. In particular, the analyzed reflector doesn’t have a flat shape, but its shape depends on the

process and on the powder quality.

As specified in Chapter 1, the surface temperature due to the back-wall at depth for a homogeneous plate is

given by the Eq. 1.20 [5]. Here, in fact, the value of the reflection coefficient R is decisive. Fig. 5.6 shows the

plots of temperature decay in the logarithmic domain with different values of R. It can be clearly observed that the

time of temperature deviation, representing the depth, is independent to the value of R. Furthermore, the value of R

determines the slope of the curve after the temperature deviation. If is 1, the slope is zero, which indicates 100%

thermal wave is reflected by the defect or back wall. If is zero, there is no temperature deviation occurred [151].
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Figure 5.6: The comparison of numerical simulation with different values of , where other parameters are shown in

Tab. 1.2 for a steel 316 L, Q=6400 J/m2, f=1000 Hz.

As it is easily understandable, small values of reflection coefficient request higher thermal stimuli and the defect

detectability is not simple, anymore.

Different post-processing algorithms have been applied in order to study the cooling thermal behavior and to find

a tool able to detect these type of very shallow and particular defects.

It is necessary also to evaluate the influence of the truncation window size on this type of analysis, because the

thermal phenomenon in terms of difference between the defect and relative sound zone runs out in the first frames,

being the defects depths very superficial (the maximum one is 0.4 mm). Another problem is the relative defect

height, in terms of interested layers, maximum equal to 1 mm; this problem influences inevitably the minimum

thermal contrast that can be reached.

As comparative measure the Signal Background Contrast has been chosen, in order to compare the different

results on the same scale. This parameter is computed pixel by pixel in order to show the obtained maps in terms of

SBC (Eq. 5.1).

SBC =
Pxyde f −MSs

SDs

(5.1)

where Pxy indicates the value of the chosen parameter as post processing algorithm for each pixel, MSs the mean

value in the chosen sound area taken as reference and SDs the standard deviation value in the same area.

Here the results obtained for the sample PK003, PK004, PK007, PK008, PK009 and PK010 will be summarized.

The chosen criteria shall take account of:
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• different samples (PK007 and PK010), keyhole defects (PK010) and defects build for lack of fusion (PK007),

same depth.

• different samples (PK008, PK009 and PK010), defects build for lack of fusion (PK007), different depths.

• same sample (PK003 and PK004), defects build by illumination gaps, same depth, but different heights in

terms of interested layers.

• different samples (PK003 and PK004), defects build by illumination gaps, different depths.

5.1.4 Pulsed thermographic results by using a flash source

Here, the achieved results by using a flash source and the set-up reported in was first type of post-processing

analysis, it is chosen to apply the Thermal Signal Reconstruction (TSR®) [56, 71], by using a polynomial fitting

in MATLAB® of 5 degree and by analyzing different truncation window sizes of analysis. The reached results are

shown in terms of first and second derivative maps, by choosing the best ones in terms of reached SBC. In Fig.

5.7, the used criteria is chosen in a graphical form, by taking the sample PK007 results as example. Also the raw

signal is reported, in order to show the quality of the same and the very small differences that we have tried to study

between the defect and the relative sound. A matrix of 3x3 pixels for the defect and the relative sound is considered.

The map shown in Fig. 5.7a is related to the frame taking in correspondence of the time which, according to the

one-dimensional model, is linked to the thermal diffusivity of the material, for the examined depth.
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As we can see from the analyzes reported in SubFig. 5.7b, the chosen truncation window size influences the max-

imum achieved SBC, although, as is known, the TSR® algorithm leads to obtaining a sequence of thermographic

maps and the polynomial fitting still requires a certain number of data to follow the thermal raw decay, for mathe-

matical reasons. In fact, for the examined case, the choice which leads to the best result correspond to 0.12 seconds

of analysis.

Although the graph shown in Fig. 5.7a changes according to the defect considered and the depth examined, the

results shown below consider for all samples (PK007-PK010) the same defect indicated in SubFig. 5.7b, and, from

time to time, the various depths examined.

So, for each sample, the different truncation window sizes indicated in SubFig. 5.7b have been considered

as analysis intervals and it has been chosen to show the map taking in correspondence of the maximum SBC, by

examinated the defect within the fourth quadrant. For the samples PK001-PK004 an average of the contrast was

considered, referring to all small defects present in the fourth quadrant.

By applying the previous procedure to the raw thermal data related to the samples PK007 and PK010, it is

possible to obtain the results shown in Fig. 5.8. First of all, it is chosen to analyze these two samples, in order to

evaluate the influence of the energy inside the defects (keyhole and lack of fusion mode), at the same defect depth

and height, on the possible results.
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(a) PK007, 1st derivative (TSR®), map 60 after 0.12 s

of analysis.

20 40 60 80 100

20

40

60

80

100
-5

0

5

SBC

1
st

 derivative

(b) PK010, 1st derivative (TSR®), map 45 after 0.12

s of analysis.
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(c) PK007, 2ndderivative (TSR®), map 132 after 0.5

s of analysis.
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(d) PK010, 2ndderivative analysis, map 96 after 0.5 s

of analysis.

Figure 5.8: A comparison between the sample PK007 (keyhole defects) and PK010 (lack of fusion defects); maps

related to the maximum achieved SBC, TSR® algorithm, analysis of the first and second derivative for different time

intervals.
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In fact, it appears evident that, if other defect characteristics such as shape, depth (0.4 mm) and height are

equal, the defects in keyhole mode have a greater contrast than those generated by lack of fusion, as well as a more

delineated form. However the quality of the defect influences, inevitably, the final result; the reflector shape is not

always very precise, and, in particular, only for the defect below left, the shape seems more pronounced when the

defect build for lack of fusion is considered.

Fig. 5.9 shows, instead, the comparison with the same energy (lack of fusion), considering different samples

(PK008, PK009 and PK010), with defects at different depths. The analysis is carried out by considering the feature

that shows the best results in terms of SBC, by considering different time intervals.
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(a) PK008, 2ndderivative (TSR®), map 66 after 0.12

s of analysis.
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(b) PK009, 2ndderivative (TSR®), map 93 after 0.25

s of analysis.
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(c) PK010, 2ndderivative (TSR®), map 96 after 0.5 s

of analysis.

Figure 5.9: A comparison among the samples PK008, PK009 and PK010, lack of fusion defects at different depths;

the maximum SBC, analysis of the second derivative sequences.

At the same energy, the more shallow defects show a higher contrast than the deeper one. The cross at the bottom

right of the sample PK008 was produced in keyhole mode for a mistake (Tab. 5.3), increasing the laser scanning

speed and not decreasing it, for this reason, this defects shows a higher contrast than the other one at the same depth,

as well it results already visible to a visual analysis (Fig. 5.3g). For the same reason the comparison of the samples

with defects produced in keyhole mode is not reported, since with depths less than 0.4 mm, the defects are already

visible to a visual analysis Fig. 5.3e.

The last comparison regards the samples PK001, PK002, PK003 and PK004, with very small defects. Also the

reached results in the case of the samples PK001 and PK002 are shown for completeness of information, despite on
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a simple visual control the most defects are visible.

In Fig. 5.10 the reached best results are shown, by using the same type of analysis and criteria of the previous

one. As reference defect area, a mean value of the ones that show a considerable SBC has been chosen in order to

evaluate the maximum SBC.

20 40 60 80 100

20

40

60

80

100

-5

0

5

SBC

2
nd

 derivative

(a) PK001, 2ndderivative (TSR®), map 32 after 0.12

s of analysis.
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(b) PK002, 2ndderivative (TSR®), map 99 after 0.12

s of analysis.
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(c) PK003, 2ndderivative (TSR®), map 102 after

0.25 s of analysis.
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(d) PK004, 2ndderivative (TSR®), map 100 after

0.25 s of analysis.

Figure 5.10: A comparison among the samples PK001-PK004, with defects at different depths and heights, produced

by a gap during the laser illumination.

These samples have inside several defects produced by laser illumination gaps; within the same sample, it is

possible to distinguish 4 different sectors where the defects have different heights, while the 4 samples differ from

each other for the defect depth. Obviously, if the height of the defect is higher, the contrasts, expressed in terms of

SBC, are greater. In all cases, we are able to see the defects with a high between 0.4 and 0.6 mm, instead the height

of only 0.15 mm is not sufficient to show, clearly, the presence of a defect.

The choice to use the TSR® as a post processing algorithm is subordinate to the possibility of having as output,

within the same analysis, a sequence of multiple maps, because the presence of the analyzed defect (it is a not plane

reflector) is not easy to diagnose. However, the results obtained with the other post processing algorithms were also

considered, but it was decided not to show them, because they show a worse quality than those obtained from a

TSR® analysis.
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very far from those foreseen by the one-dimensional models that are based on a thermal stimulation of a theoretical

infinitesimal duration [76, 77].

For this reason, in order to study the heating and the cooling down phenomena of this type of material and defects,

it is chosen to use these algorithms, and so the slope, the R2 and also the value of the intercept, after a polynomial

fitting of the raw thermal data, in both the phases of thermographic interest [74].

For the sample PK007, all the results will be shown, by comparing the different pulse durations (heating periods)

and also the relative combinations by changing the input laser power, both during the heating phase and during the

cooling one. As criteria in terms of truncation window size during the cooling down, it is chosen to analyze a time

interval (in terms of frames) equal to the pulse duration; in this way the frames number of both analyses is the same.

In order to have the same scale also by comparing this type of algorithm and analyses, it is chosen to refer to the

SBC, by computing this parameter pixel by pixel, like the pulse flash analyses.

For brevity, it is chosen to show only the results achieved by using a period of 1000 ms and the maximum

available laser power, of about 550 W, that theoretically, is the better condition that allow this type of set-up and

technique (Fig. 5.12).
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(a) Stepped analysis, pulse duration 1000ms, laser power 550 W.
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(b) Long pulse analysis, pulse duration 1000ms, laser power 550 W.

Figure 5.12: PK007, 1000 ms, 500 W, stepped and long pulse analysis; slope, intercept and R2(linear fitting of 500

frames)

The achieved results show that the long pulse analysis is better than the stepped one. In fact, except in the case

of the intercept map, however showed in terms of SBC, during the heating phase the detected defects show a low

contrast respect of the cooling one.

The same analysis have been repeated also by studying the other combinations, in terms of heating periods and

laser power. In all cases, the stepped analysis doesn’t allow to see the defects better than the long pulse one, as shown

in the previous Fig. 5.12, and also in the following paragraphs, where the reached results are compared by analyzing

other different points of view.
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Influence of the laser pulse duration

This paragraph regards the investigation of the influence of the laser pulse duration (heating periods) on the

achieved results. In terms of algorithms, it is chosen to show the best results both in the case of stepped heating

analysis, where the intercept show the best SBC, that in the long pulse one, where the maps related to the R2achieve

a very good SBC. In these shown analyzes, the laser power is fixed to 500 W, instead the pulse duration is made vary

according the chosen heating periods, indicated previously (100 ms, 300 ms, 500 ms, 1000 ms).

The results reported in Fig. 5.13 confirm that, at the maximum available power, regardless of the laser power, the

qualitative best results are obtained with the long pulse analysis.

100 200 300

100

200

300

100 200 300

100

200

300

100 200 300

100

200

300

100 200 300

100

200

300
-15

-10

-5

0

5

10

15
SBC intercept100 ms

1000 ms500 ms300 ms

Figure 5.13: Influence of the laser pulse duration, by analyzing the same parameter at the same laser power (500 W);

stepped analysis.
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Figure 5.14: Influence of the laser pulse duration, by analyzing the same parameter at the same laser power (500 W);

long pulse analysis.

By comparing the reached results related to the influence of the laser power on the long pulse analysis, seems that,

by increasing the laser pulse duration, the results are more and more influenced by the small heating inhomogeneities,

from the left to the right part of the sample. These heating inhomogeneities are due to the relative position sample-

camera-laser, that is, obviously, not perfect in line. Besides, the choice of analyze a truncation window equal to the

pulse lenght is, surely, not the best one for the longer pulse analysis; in fact for reasons due to the thermal diffusivity

of the material and the shallowness of the defects, a truncation window equal to 1 s (500 frames) seems too long if it

is compared to the previous one, in terms of defect detectability.

Influence of the laser power

Here there is an evaluation about the influence of the laser power on the results. In fact, it is not always possible
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to have a laser with a very high laser power, because it requires a significant commitment in terms of costs.

For this reason, it is important to find that, in this case, at the same pulse heating period (set to 500 ms), the

results are comparable in terms of maximum reached SBC, as shown in Fig. 5.15 and even more clear in Tab. 5.6,

where the result obtained in terms of maximum SBC, as absolute value, is reported, analyzing the defect indicated

as an example within the relative thermographic maps.
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(a) SBC slope.
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Figure 5.15: Influence of the laser power, same laser duration (500ms), long pulse analysis.

300 W, 500 ms, slope 500 W, 500 ms, slope

|SBCmax|=11.84 |SBCmax|=12.56

500 ms, 300 W, R2 500 W, 500 ms, R2

|SBCmax|=19.79 |SBCmax|=21.72

Table 5.6: Influence of the laser power, same laser duration (500ms), long pulse analysis, maximum achieved SBC.

By comparing the results reached by analyzing the different defect typical conditions and dimensions

All the analyses are also repeated for the other samples PK003, PK004, PK008, PK009, PK010, in order to

analyze the most signification combinations. Only the best results, so the long pulse one, are reported below for

brevity, by using a laser power of 500 W and a heating period of 500 ms, for the motivations that have been shown

before.
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(a) PK007.
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(b) PK010.

Figure 5.16: A comparison between the sample PK007 (keyhole defects) and PK010 (lack of fusion defects).
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(a) PK008
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(b) PK009
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(c) PK010

Figure 5.17: A comparison among the samples PK008, PK009 and PK010, lack of fusion defects at different depths;

the maximum SBC.
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(a) PK003
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Figure 5.18: A comparison between the samples PK003 and PK004, with defects at different depths and heights,

produced by a gap during the laser illumination.

Qualitatively, the analyzes carried out by using a laser source and a long pulse approach seem more promising

than the one obtained after a flash excitation. It is necessary also to underline the difference in terms of thermal

imaging camera used within the two different used set-ups, as well as the excitation source one. In the next section,

where the data are treated with a quantitative approach, it will explain how these choices affect the results obtained.

5.1.6 By comparing the achieved results: a quantitative approach

The achieved results are compared in terms of used set-up and so in terms of heating pulse duration, in order to

have an idea of the more useful solution for this application. In this regard, it is necessary to perform a quantitative

analysis. As quantitative parameter, it is chosen to use the achieved SBC. This is one of the possible indications

which can provide a measure of how the defect is seen within a thermographic analysis.

By comparing the reached results in terms of SBC seems to be evident that the geometrical resolution (mm/pixel)

and the energy density are decisive for this type of defects and application [152]; in fact the shallow depth does not

require the use of a very high speed camera, instead the small size need a good resolution.

In this context, the use of a thermal imaging camera in the mid-infrared, with its integration time and the possi-

bility to decide the precise window of analysis (pixelsx pixles) show significant advantages respect of the use of a

long-wave one, more performative in terms of frame rate (until 1000 Hz, instead 500 HZ), but with a less resolution,

due to the possibility to choose only 4 precise windows (pixelsx pixles).

Besides, the particular quality of the studied reflector requires very high thermal stimuli in terms of energy source.

In this context, the possibility to use a laser source having high performances, like the one summarized in Tab. 5.5

seems very promising. In fact, by applying the combination “middle wave camera+laser source” (set-up 2), the

achieved SBC is clearly higher than the “long wave+flash” one (set-up 1) (Tab 5.8).
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Figure 5.19: By comparing the different solution in terms of used set-up, sample PK007, size estimation, (a) flash

set-up, (b) laser set-up.

Flash set-up Laser set-up

1st derivative |SBCmax|=11.51 slope |SBCmax|=12.56

2nd derivative |SBCmax|=12.04 R2 |SBCmax|=21.72

Table 5.7: By comparing the different solution in terms of used set-up, sample PK007, maximum |SBC|.

Besides, a first tentative to do a quantitative analysis by using the achieved results in terms of maximum SBC is

shown in Fig. 5.19. In this regard, a simple threshold value equal to 3 times the sound standard deviation (taking

as measure of the noise within the considered map) is chosen to binarize the previous results and to have a size

estimation of the defect taken as example. The defect area is calculated as the sum of the white pixels that have a

unit value and greater than the average plus 3 times the standard deviation of the sound zone. The value obtained by

analyzing the R2 map after a long pulse test allows to obtain the best result, with a size estimation value perfectly

equal to the nominal one. In this regard, this latest result confirms what was obtained simply by comparing the results

in terms of SBC. However, if we try to analyze also the influence of the defect shape, seems to be evident that the

different analyzes carried out are complementary to each other; in fact the defect in the shape of a cross seems more

outlined within a 1st derivative (TSR®) or a slope map than the R2 one.

The reached results have to be compared also in terms of depth estimation. Two different set-ups by using the

same equipment previously chosen and described have been used, leaving the combinations unchanged “longwave

camera-flash source” and “mid-wave camera-laser source”. The used thermographic parameters are indicated within

Tab 5.8 and Tab 5.9 and are shown in Fig. 5.20 and Fig. 5.21.
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5.1.7 Final remarks and future steps

The reached results can be summarized as follow:

• For the first time, the thermography is been used to talk about of “quality assurance” within the field of Metal

Additive Manufacturing, in order to evaluate its effectiveness for detecting typical defects of L-PBF process

(small and not-plane reflectors).

• The influence of different thermographic parameters, in terms of acquisition frequency, truncation window

size, resolution, energy source and post processing algorithms are evaluated in order to try different solution

and to show the limits and the advantages of the possible combinations.

• By applying different types of thermographic analyses, we are able to see with a good contrast (SBC) the

typical defects of the L-PBF process, discerning the defects in keyhole mode from the one generated due to

lack of fusion. The defects in keyhole mode (high energy) show a higher contrast than the lack of fusion one

(low energy) because the amount of air inside (porosity) influences the results.

• The defect height, in terms of interested number of layers, influences the defect detectability, and so the reached

SBC.

• The resolution (mm/pixel) and the energy density, in terms of energy source, are decisive for this type of

defects, because the shallow depth does not require a high speed camera, instead a one with a high resolution.

In this regard, a mid-wave camera seems more promising than a log-wave one. By applying a laser source,

together with a mid-wave camera, the achieved SBC is clearly higher than the flash one.

• During a pulse heating, the contrast created by the defect occurs right after reaching the semi-infinite medium

regime for pulse-heating, but much later for the step-heating. This will have no influence for the detection of the

defect, indeed in this particular case it allows a higher contrast, but it will make the quantitative characterization

(depth identification) more difficult.

Future steps will investigate the influence of the truncation window size for the analysis of a long pulse test (or a

stepped one), when the slope or the R2 algorithms are used [21]. In Fig. 5.23, an example that shows this further

investigation is shown, by considering a long pulse test with a laser power of 500 W and a pulse duration of 500 ms

and by performing a polynomial fitting of one degree, frame by frame, capable to provide slope and R2 maps, like

the approach shown within Chapter 4.
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5.2 Pulsed Phase Thermography Approach for the Characterization of De-

laminations in CFRP and Comparison to Phased Array Ultrasonic Test-

ing

5.2.1 Materials and methods

Pulsed phase thermography (PPT) is a well-established algorithm used for processing thermographic data in fre-

quency domain with the aim to extract information about the defect size and depth. However, few works demon-

strated the capability of PPT in defects evaluation and characterization in real components. The aim of this work is

the assessment of capability of PPT in determining delaminations in CFRP components used in aeronautics. Com-

posite materials are widely used in aeronautics due to their high strength-to-weight ratio. However, such materials

require control with non-destructive (NDT) techniques in order to detect typical defects generated during production

or due to severe operating conditions. Among NDT techniques, ultrasonic tests (UT) are considered as a technique

already established in the aeronautical field, thanks also to the recent development of new instruments such as the

phased array [153, 154, 155, 156, 157] which allows scanning of large surfaces in relatively short times. The phased

array ultrasonic technique allows to detect all the typical defects of the composite materials and to determine their

size and position with high accuracy [155, 156, 157], faster and easier respect to the traditional pulse echo method.

In recent years, thermography has appeared particularly attractive among the non-destructive testing (NDT) methods

for the detection of defects in materials. It offers the advantages of low cost, easy operation, high speed, and wide

area coverage. The most widely used form of thermographic NDT is pulsed thermography in which the surface

of a tested part is heated with a brief pulse of light usually from a high power source. Then, the heat flux on the

surface tends to diffuse into the material. The time-dependent surface temperature response is captured as a series

of thermal images by an infrared camera. The defects hinder the heat flow of from the flash heated surface, causing

a reduction in the cooling rate of the surface above the defects, that is revealed as an area of thermal contrast in the

thermal images of the surface [50]. The temperature contrast between the defected and non defected regions enables

defects detection based on thermographic data. However, thermal images usually involve significant measurement

noise and non-uniform backgrounds caused by uneven heating. As a result, it is difficult to recognize the defective

regions clearly [158]. Hence, different types of thermographic image analysis methods have been proposed for signal
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enhancement, e.g. thermographic signal reconstruction (TSR) [6, 7, 11, 12, 13, 21, 159], pulsed phase thermography

(PPT) [2, 9, 36, 86, 93], principal component thermography (PCT) [88, 89, 90], the slope (m) and the linear correla-

tion R2 of data [19, 20, 21, 87], based on the assumption that the presence of the defect determines a modification of

thermal profile during cooling with a typical non-linear behavior.

In this part of dissertation, the pulsed phase thermography (PPT) algorithm has been used for the analysis of

thermographic data. The algorithm combines the techniques of pulsed thermography and lock-in thermography,

analyzing in the frequency domain and through the phase and amplitude parameters, the cooling transient of the

specimen subjected to a variable duration thermal pulse of and allows to extract information related to the size

and depth of defects [2, 10, 160, 161, 162, 163, 164, 165]. In the literature, there are several works that show the

capability of PPT technique in evaluating defect depth and dimensions on CFRP materials [2, 133, 164, 165, 166,

167, 168, 169]. However, most of them regards applications on sample specimens with simulated defects realized

by means of Teflon foils or flat bottom holes, generally with well-known shapes (circular or square). Real defects

present an in plane and in depth irregular shape that affects the signal contrast and then defects detection.

Very few works [96, 170, 171, 172] showed applications on real components and a comparison in defect evalua-

tion between two different non-destructive technique such as thermography and UT. In this context, the component

chosen for implementing the technique has a non-uniform geometry and the defects inside it are not simulated, but

they are real and generated during the production process. Within the surface of the investigated component, spread

delaminations are diagnosed. Delamination is the major failure mechanism in composite aeronautical components

and eventually leads to material failure [173, 174, 175, 176, 177]. An early-detection and a better understanding

of this phenomenon can be provided through a non-destructive assessment, by applying different techniques and

types of control. The specimen has been investigated through the application of both the ultrasonic technique and

the thermographic one. Thermographic phase images elaborated with a suitable computational processing have been

compared with Ultrasonic C-scan images and, the agreement between the location and depth of defects has been

verified. Besides, the ultrasonic technique has been used to validate the PPT results: the agreement between the

location of defects has been verified.

5.2.1.1 Samples

The specimens were stringer assy made of Carbon Fiber Reinforced Polymer (CFRP). Two main areas, cap and

web, can be identified on the samples Fig. 5.25. The testing was carried out on the cap. The cap length was

98 mm with a thickness of 2.76 mm (15 PLY), while the web thickness was 5.2 mm (30 PLY). Some detailed

information about materials and manufacturing process have to be hidden due to a non-disclosure agreement signed

with the aeronautical industrial partner involved in the research project. The project have seen the analysis and the

study of 4 different stringers (072 073 074 075), with same geometrical characteristics, but characterized by diffuse

delaminations over the entire surface in a scattered manner. Within this part of the work, the obtained results will

be shown only for the component 075, because they show the comparison more interesting between ultrasound and

thermographic techniques.
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Figure 5.25: Lateral (a) and top (b) view of analyzed component.

5.2.1.2 Ultrasonic testing equipment

The experimental set-up (Fig. 5.26a) was based on the Olympus OmniScan MX2 system with a Phased Array

module. The sample was inspected by means of a phased array flat probe with 64 individual elements, operating at

a frequency of 3.5 MHz (Fig. 5.26b).

Figure 5.26: Ultrasonic set up (a) and a particular of the probe and its support (b).

The UT inspection technique, chosen for this study, was the “pulse - echo” in immersion mode. A mechanical

displacement system allowed the transducer to move in an x–y raster scan pattern over the test piece. The scan

operation was done by using two Mini-Wheel encoders, which were connected to the pulse-receiver instrument, to

synchronize the probe data acquisition with the probe bidirectional motion. The axial resolution obtained with the

used probe is of about 0.3 mm, that is comparable with a third of the ultrasound wave length in the investigated

material, while the lateral resolution was 1 mm, since the pitch of the probe was 1 mm. Before performing the
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ultrasonic testing, the probe sensitivity and the ultrasonic velocity (3030 m/s) in the tested material was calibrated.

At the end of scan, UT data are saved in files containing the whole set of complete UT wave forms. The software

allows the visualization in the A-Scan, B-Scan, C-Scan mode (Fig. 5.27). The 3.5 MHz probe has allowed the

complete UT signal penetration in the specimen. Ultrasonic data were acquired and saved with the Omniscan MX2

flaw detector and offline elaboration has been processed by OmniPC and TomoView Software (Olympus). From the

UT file, UT C-scan images for any portion of the material thickness can be obtained and analyzed. The chosen C-scan

images to be analyzed were those related to a step of 0.3 mm (axial resolution) in order to display the defects present

at each depth. C-scan images of the section of interest show, according to the scale, areas with a great amplitude of

the reflected signal (pulse height in the A-scan), and areas with low amplitude of the signal. The first type of images

(yellow–red color bar) are indicative of areas in which the defectiveness has occurred, the second type refers to sound

area (Fig. 5.27). Tilted surfaces respect to the beam axis direction produce an increase in attenuation. Therefore, the

boundary echo in correspondence to the T section and the fillet radii in correspondence to the thickness variation are

not visible.

C-scan nondestructive analysis, realized by means of phased array ultrasonic technique, reveals some significant

discontinuities in correspondence to the middle and the two extremities of the stringer (Fig. 5.27). Fig. 5.27a shows

the C-scan image for almost all the stringer length. B-scan displayed on top right is chosen along the black line

indicated on C-scan (on the bottom) and it corresponds to a defected section. A-scan (on top-left) is referred to

position indicated by red line on B-scan (on top right), corresponding to a defect position. The first peak represents

the water-stringer interface, the low peak corresponds to the defect and the third one corresponds to the back-wall in-

terface. The two extremities are better analyses in some separate scans and the UTimages for sector 14 are displayed

in Fig. 5.27b.
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Figure 5.27: Visualization in the A-Scan, B-Scan, C-Scan mode of the entire stringer (a) and one of its extremities

(b).

5.2.1.3 Thermographic set-up

A cooled IR camera (camera specifications in Appendix A) with an indium-ammonium detector and a spatial res-

olution of 640×512 pixels (Flir X6540 SC) sensitive in the range of 3–5 μm was used to monitor the temperature

transient of the sample surface at a frame rate of 100 Hz after a flash test. The observation time was set at 5 s for

each test (final resolution 0.17 mm/pixel). As thermal source, it was used a Bowens equipment with two flash lamps

with a total energy of 3000 J. In order to obtain a good geometrical resolution (mm/pixel), it was necessary to divide

the entire cap length into 14 sectors with a length of 70 mm each one.

The experimental set up is shown in Fig. 5.28, with its main distances. This thermographic set-up allowed to

acquire the data sequences in a short time (about 5 min for each component), simply by moving the specimen during

the several acquisitions and by using a common equipment (IR camera and flash lamps).
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Figure 5.28: Set-up used for PPT acquisition (lamp angle 30°, sample-camera 900 mm, sample-flash lamps 150 mm)

5.2.2 By using Pulsed Phase Thermography to estimate depth delaminations

PPT processing consists on analyzing the material response in the frequency domain. The extraction of the differ-

ent frequencies is performed with a discrete one-dimensional Fourier transform on each pixel of the thermograms

sequence, by using the equations described within the Chapter 2. The algorithm described allowed to obtain ampli-

tude and phase maps and it has been developed in Matlab®, by using the f f t function. As already specified, the

algorithm results particularly efficient if the number of thermograms N is a power of 2. Therefore, it has been de-

cided to analyze only 256 frames of the entirely acquired sequence, that are sufficient to describe the entire physical

phenomenon.

In order to compare in qualitative way thermographic and ultrasonic data, three sectors of the examined compo-

nent have been chosen.

According to UT axial resolution, C-scan images have been extracted each 0.3 mm in order to analyze defects

present at each depth. In this way, it was possible to extract 12 ultrasonic maps in the whole specimen. As it is shown

in Fig. 5.25b, two sectors, named as 1 and 14, present spread delaminations while the sector 13 is free from defects.

As it has been described in a previous section, PPT algorithm provides phase maps for each analyzed frequencies

determined, based on the obtained resolution in the frequency domain that changes with the frame rate and the

truncation window size. To compare results of the two adopted techniques, it is necessary to estimate the depth

resolution obtained with PPT algorithm, related to the frequency one with the “blind frequency” relation.

It is important to underline as, generally, a reference specimen made of the same material of the component,

allows for evaluating thermal diffusivity (α) and the constant C in the “blind frequency” equation or for obtaining a

calibration curve by previous known depths of simulated defects. However, in evaluating real components, in most

cases, it is not available a reference specimen and then it is not possible to assess α and C. In view of this, it is
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proposed a practical approach capable for estimating the depth resolution and then the defect depth. This approach

is based on a number of literature data and results obtained by applying PPT algorithm on CFRP specimens. From

the analysis of this data set, reliable values of the thermal diffusivity and calibration constant (C) are respectively

4 ∗ 10E − 7m2/s [5] and 2. Based on the used parameters in terms of frame rate and analysis interval, these values

provide a maximum searchable depth of about 1.2 mm and a depth resolution of about 0.3 mm, this last very close

to UT value.

Figure 5.29: Depth and frequency relation (PPT algorithm).

Then, associating at each frequency obtained with PPT algorithm, the relative estimated depth, thermographic

and ultrasonic results can be compared.

In Fig. 5.29 and Fig. 5.30 the comparison between ultrasonic data (C-scan) and thermographic ones (phase

maps) is shown for different investigated depths. As example, only sectors 13 and 1 are reported as non-defected and

defected areas.
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Figure 5.30: Comparison between ultrasonic and thermographic map at different depths; sound sector 13. a 0.9–1.2

mm/0.3916 Hz; b 0.6–0.9 mm/0.7812 Hz; c 0.3–0.6 mm/1.1718 Hz; d 0–0.3 mm/1.5612 Hz.

Both UT and phase data are reported in grey scale palette. C-scan data with colors moved towards white are

indicative of the presence of defects, while the most attenuated signals moved toward black colors. In the same way,

for the thermographic data the lighter colors are associated with a higher phase signal (in absolute value) and can be

associated with the presence of defects.

Fig. 5.29 and Fig. 5.30 show a good agreement between UT and thermographic phase maps. Particularly, both

techniques provide areas free from defects for sector 13 (named as sound areas). By considering UT maps, it can be

noted that the delaminations are present above all on the top of the image related to the sector 1 of the component.

Phase maps report similar indications but with a reduced contrast. A better contrast with respect to UT data is

obtained only on the central part of the cap due to very shallow defects. In the next section, a suitable approach is

proposed with the aim to introduce a particular procedure to analyze the data of a real component.
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Figure 5.31: Comparison between ultrasonic and thermographic map at different depths; defective sector 1. a 0.9–1.2

mm/0.3916 Hz; b 0.6–0.9 mm/0.7812 Hz; c 0.3–0.6 mm/1.1718 Hz; d 0–0.3 mm/1.5612 Hz.

5.2.3 A comparison between the ultrasonic and PPT results in terms of depth estimation

Generally, the quantitative analysis of thermographic data requires a further processing aimed at evaluating the phase

contrast. The processing procedure consists of choosing a reference sound zone for assessing the phase contrast as

difference of phase signal between defect and sound (Fig. 5.32).
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Figure 5.32: Phase and phase contrast trends for a defect chosen as an example.

Then, for each defect, the frequency map obtained in correspondence with the phase maximum contrast is usually

used for evaluating defect dimension. At the same manner, the blind frequency, obtained in correspondence of zero

phase contrast can be used to assess defect depth.

It is important to notice as the phase signal changes along the transverse direction, while it is constant along the

longitudinal direction due to the geometry of the component. In this case, then, the sound signal can be represented

by a sound profile along the x direction (Fig. 5.33).

Hence, to obtain phase contrast images for each analyzed frequency, the follow procedure has been used (Fig.

5.33):

1. Considering a sound area (free from defects) as reference. In this case, the sector 13 in Fig. 5.25b has been

chosen as the reference for assessing the sound signal.

2. Considering an average sound profile obtained by averaging all profiles along the y direction of the sector 13.

3. Obtaining for each analyses frequency the phase contrast map by subtracting the reference profile from the

phase maps of defected sectors, row by row, along the y direction.
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Figure 5.33: A scheme of the procedure used to get contrast phase maps for a real sample.

It is noteworthy, that these are two thermographic tests acquired at different time and so the matching operation

has been computed in Matlab® as a post-processing operation by using the commands rot90, imrotate and cut already

implemented in this software (Fig. 5.34).
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Figure 5.34: Matching thermographic maps-a frequency example (3.906 Hz).

In this way, the phase contrast trend along frequencies has been obtained pixel by pixel and it is possible to obtain

the phase maximum contrast and the blind frequency pixel by pixel and then, the relative maps. As example, in Fig.

5.35 are shown the maximum phase contrast (MPC) and the blind frequency (BF) maps obtained for sectors 1 and

14.

Figure 5.35: Blind frequencies (BF) and maximum phase contrast (MPC) maps for the defected sectors. (a) sector 1,

(b) sector 14

The main advantage of this approach is to assemble in two maps the whole information deriving from the appli-

cation of the PPT algorithm and then to have a rapid investigation about dimensions and depths of defects.

The analysis of the phase contrast maps allows the knowledge of areas at the maximum phase contrast with its

corresponding frequency and areas at the zero-phase contrast with its corresponding frequency, the so-called blind

frequency. The blind frequency map provides the depths of the individual delamination, while the frequency map at

the maximum phase contrasts is useful to derive the right frequency where the size evaluation of the detected defects

is possible.

In the same way, by using TomoViewSoftware (Olympus), it is possible to obtain a map showing the presence of

defects corresponding to a chosen threshold percentage of the UT amplitude peak. The defects are representative of
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all the discontinuities in the entire depth of the specimen.

In Fig. 5.36, for sector 1, the map scanned along the entire depth is shown with a threshold value set at 60% of

the peak amplitude.

Figure 5.36: Map scanned along the entire depth-threshold value set at 60% of the peak amplitude, sector 1.

The same operations have been done in the case of the sector 14, and the results are shown in Fig. 5.37.

Figure 5.37: Map scanned along the entire depth-threshold value set at 60% of the peak amplitude, sector 14.

From the analysis of these maps (thermographic and ultrasonic results), there is a correspondence between the

location of the detected defects for the both analyzed sectors (1 and 14). It is important to highlight as two different

geometric resolutions have been used for the two techniques (0.17 mm/pixel for thermographic technique and 1 mm

for ultrasonic one) and this explains a better definition of defects obtained with the PPT procedure with respect to

the ultrasonic one.

Summarizing, UT allows for obtaining better results in terms of defect size and depth identification, but it requires

a more complex set-up with respect to the thermographic technique. In this regard, thermography seems more

suitable for analyzing very large components on-site.



CHAPTER 5. CASE STUDIES 166

5.2.4 Some final considerations

In the present part of dissertation, the results of the experimental activity carried out on a real component in CFRP

have been presented and discussed to determine the capability of PPT in evaluating the presence of delaminations.

The specimen has been investigated through the application of both the ultrasonic technique and the thermographic

one. Both techniques confirm the presence of defects.

Thermographic phase images and Ultrasonic C-scan images, elaborated with a suitable computational approach,

have been compared. In particular, a suitable approach has been proposed to processing phase maps derived from

PPT analysis. This approach allows for extracting the sound area from the same component to to get information

about defect size and depth of a defective part having the same geometry. Ultrasonic C-scan tests were also used

in order to validate thermographic results. PPT algorithm provides results in good agreement with UT C-scan

inspection. The agreement between the location of defects has been verified. PPT has shown itself to be an excellent

NDT tool to evaluate the condition of a CFRP real component: it can provide information with respect to the

‘correctness’ of the manufacturing process and it can give indication about the acceptance of the component after

a non-destructive control. However, the PPT algorithm has to be optimized in order to allow not only a qualitative

accordance between the defects revealed with the two techniques, but also a quantitative one. Summarizing, the main

results of comparison of the two techniques are:

• In terms of defect depth, the obtained results show a good correspondence between the so-called blind frequen-

cies and the defects depths found with the C-scan maps, even if ultrasonic technique allowed to detect deeper

defects. In fact, it seems that the thermographic technique allowed to estimate real defects (delaminations)

with a depth equal to 1.2 mm as well as to identify other shallow defects (probably excess of resin), some of

which did not emerge by analyzing the ultrasonic maps (depth<0.3 mm).

• UT allows for obtaining better results in terms of defect size and depth identification, but it requires a more

complex set-up with respect to the thermographic technique. In this regard, thermography seems more suitable

for analyzing very large components on-site.

For this reason and to perform a complete quantitative analysis, a further work is already in progress with the

application of other thermographic algorithms and with the improvement of the set-up parameters.
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5.3 A new thermographic procedure for the non-destructive evaluation of

RSW joints

Resistance Spot Welding (RSW) is one of most used method to weld two sheet material thanks to its reliability

and rapid production that makes it economical [178]. The process is based on the heat generated according to the

Joule’s law between the metals sheet interfaces. The principle of RSW is that two electrodes clamp two or more

metal sheets together. Forcing a large electric current through the electrodes (and thus the metal sheets), the metal

between the electrodes will melt and a weld nugget is formed when the metal has cooled down sufficiently. Then

the electrodes release the nugget. An attractive feature of RSW is that a large amount energy can be delivered to the

spot in a very short time (fractions of a second). That permits the welding to occur without excessive heating of the

remainder of the sheet [178, 179, 180, 181, 182, 183, 184].

The quality of the produced joints depends on time, electrode pressure, current and surface conditions since each

one is related on the heat generated during the process. A measure of the quality of a spot weld is the diameter of the

weld nugget since it directly relates to the strength.

There is an ever increasing need for efficient quality control in the automotive and aerospace industries, for

several reasons. One such reason is that reducing the weight of the manufactured structures as a means of reducing

fuel consumption and material costs has high priority. Reduced structural weight results in decreased margins with

respect to the structural strength, which leads to an increased need for product quality control. Another reason for

quality control is the safety aspects. With a higher demand for quality control follows a need for general inspection

of all manufactured products (not only a sparsely sampled subset), which requires automatic inspection cells in order

to be time and cost effective.

Generally, the quality of joints is assessed by means of destructive testing on lap-specimens and peel-specimens

[184]. However, more than thousands of spots are presented in one automobile so, a destructive control on the 100%

of the joints would be too expensive in term of times and costs. In fact, typically, a car body contains about more

than 4300 spot welds joining sheets of different thicknesses for making just one car and this trend is expected to be

continued.

In this regard, non-destructive tests (NDT) allow for controlling the welded joints with reduced times and for the

on-line monitoring of the RSW process. In literature, the main NDT techniques used for the RSW process are eddy

currents, ultrasounds and infrared thermography.

In the work of Tsukada et al. [181], a new method has been developed for evaluating the quality of joints. This

method, named (ECT) is capable to combine two different techniques based on the magnetic flux penetration and

eddy currents. In particular, a good correlation with the destructive shear tests has been obtained with the magnetic

flux penetration method. The ultrasonic C-scan technique has been used in the work [182] for NDT of aluminum

joints. The proposed technique allows for obtaining the quality assessment of RSW joints even if a flat contact

surface needs to be guarantee.

In the work of Wan et al. [185], the dynamic resistance variation has been used to investigate the weld nugget

formation in titanium joints. In particular, a regression analysis has been carried out to obtain different features

correlated to the quality of joints. In this work the attention was focused on the stimulated thermographic techniques

and in particular on the pulsed thermography technique performed with flash lamps.

Stimulated techniques have some peculiarities with respect to traditional NDT since they provide a full-field

information about the defect areas without a direct contact in rapid way [5, 19, 20, 21, 110, 115].
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In literature there are few works about the thermographic techniques used for controlling joints obtained with the

RSW process.

An automatic approach using thermography has been proposed in the work of Runnemalm et al., [183]. The

pulsed technique has been used adopting a reflection set-up and the shape and nugget dimension has been assessed

with an algorithm.

A different approach with a transmission set-up has been used in the work of Schlichting [186], in which, the

quality of joints has been classified by means of a statistical analysis.

Both the approaches, in transmission and reflection set-up, with two different heat sources (laser flash lamps)

were adopted in the work of Jonietz [187]. In particular, a new analysis procedure of thermographic data has been

developed to take into account effects due to emissivity variations. In this regard, these variations involve also a

different absorption of the heat although a uniform heat distribution is applied with a consequent problem on results

interpretation.

Woo et al. [188] suggested different excitation techniques, e.g. flash lamp and ice cubes. All experiments were

conducted with a transmission set-up, double sided.

Runnemalm et al. [183] propose a single-sided set up of a thermography system for spot weld inspection. The

set-up is arranged to be possible to mount on an industrial robot in order to achieve a fully automatic inspection

system. In this work, an analysis algorithm has been developed with the aim to find the spatial region in the acquired

images that corresponds to the successfully welded area (the nugget size). The presented system is capable to inspect

more than four spot welds per minute.

Lee et al. [189] used lock-in thermography to measure the nugget size of a spot weld. They used a single-side

experimental set up, and compared ultrasound-infrared, photo-infrared, and lock-in thermography methods. Their

conclusion was that the lock-in method was the most suitable for nugget sizing. However, lock-in thermography has

one major disadvantage when it comes to automation; it is more time consuming than pulsed thermography which is

used in this part of dissertation.

In fact, here the aim is to propose a new procedure for testing and processing of pulsed thermographic data,

capable of assessing the quality of joints produced with RSW technique. Different steel joints were obtained from

the RSW process by varying the main process parameters such as, current and time. The proposed procedure is based

on a data processing of pulsed thermographic tests and does not require the preparation of the specimen surface with

black coating. Thermographic data were acquired adopting a transmission set-up by means of a cooled infrared

camera capable to acquire thermographic sequences at 64 Hz with a geometrical resolution equal to 0.062 mm/pixel.

A flash lamp has been used to produce a thermal pulse of 3000 J with duration 5 ms. The procedure is based on

the study of the characteristic behavior of the obtained thermal signal over time in the welded area. By fitting the

thermal signal with a mathematical model, several features or indexes can be extracted, able to describe the thermal

behavior of joints. A correlation between these indexes and the process parameters can be demonstrated.

5.3.1 Materials and methods

RSW welded joints were obtained from two steel sheet with thickness of 0.8 mm by imposing for each test a

constant electrode pressure and varying current and time. Tab. 5.10 shows the specimen used for the experimental

campaign and the relative process parameters. It is possible to note that the joints named with 2, 3 and 5 have

very different conditions. In fact, the specimen 5 has been obtained with process parameters close to the optimum

conditions, while specimens 2 and 3 represent two opposite conditions in which a poor quality is obtained. In

particular, the specimen 2 has been obtained with low current and time values with a weld area characterized by
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the absence of the nugget (stick weld). Conversely, the specimen 3 has been obtained with high value of process

parameters and consequent welded area with material expulsion.

Specimen Number Current (I) [kA] Time (tc) [s] Electrode Force [kg]

1 8.9 12 270

2 7 6 270

3 15 15 270

4 8.9 9 270

5 9.7 15 270

Table 5.10: Process parameters used for obtaining the RSW joints.

Fig. 5.38 shows the surface conditions of the joints and the section variation at the nugget.

Figure 5.38: Specimens investigated and cross section of the welded area; (a) specimen 2, stick weld, (b) specimen

3, material expulsion, (c) specimen 5, correct parameters.

In reality, the test campaign was more extensive, and saw the examination of another 4 specimens, and for each

examined combination of 3 identical specimens. However, the process parameters of the other 4 specimens can be

traced back to the main cases studied, and for this reason the obtained results are not shown.

In Fig. 5.39 is shown the experimental set-up used for pulsed thermographic tests. A single flash lamp with

energy of 3000 J and pulse duration of 5 ms has been used as heat source while, a cooled IR detector has been used

for acquiring thermal sequences (FLIR X6540sc). A geometrical resolution of 0.062 mm/pixel has been obtained

by using an optical lens of 50 mm and an extension ring of 12 mm. Thermal sequences were acquired with a frame

rate of 64 Hz for a total duration of 30 seconds. Three repetitions were carried out for each specimen, and also

3 replications were performed by using the 3 different specimens with same name and parameter conditions (for

example, we have specimens 2a, 2b, 2c, and so on).
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Figure 5.39: Experimental transmission set-up adopted for thermographic tests.

However, the first test set-up used in order to analyze these specimens was carried out in a reflection configuration,

using a 1064 nm wavelength Ytterbium pulsed fiber laser with a power of 30 W, the same infrared camera FLIR

X6540SC, an optical bench, having the function of eliminating every single vibration, making the precise test as

much as possible, and a micro metric table. The tests were conducted using different heating times with a laser beam

of 25 ms, 500 ms, 1000 ms, with the same laser power. For the camera, a frame rate of 400 Hz and a time acquisition

of 30 s were used.

The configuration is shown within the following figures (Fig. 5.40a and Fig. 5.40b):

(a) (b) A detail of the used laser set-up.

Figure 5.40: Laser set-up adopted for experimental reflection tests (a), with a particular detail (b).

A similar set-up, in reflection configuration with the same IR camera, but by adopting a flash source with 2 lamps

was also used to perform the same tests.

Because of problems related to the emissivity of the spot surface, which varies greatly between the specimens, it

is not easy to draw considerations about the welding nugget. It would be necessary to compensate for the differences

in emissivity, which depends on factors such as the temperature, the angle of emission, the wavelength and the surface

finishing of the object observed. In particular, each single point (pixel) on the spot surface absorbs heat differently

and, in turn, emits infrared radiation in different ways. Surface finishing means both the surface roughness (average

value, shape and direction of the roughness) of the body, and the presence of extraneous inclusions.

Within the following sections (5.3.2 and 5.3.3), the problem of emissivity variation and its influence on thermo-
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graphic analysis will be shown and some procedures for its compensation will be discussed.

5.3.2 The problem of emissivity variation and its influence on thermographic analysis

The weld nugget provides the mechanical joint between the two steel sheets. At the same time, it constitutes a

thermal bridge between the two welded sheets, which is exploited in this method. The better thermal contact between

the sheets at the weld nugget contrasts with the surrounding material, where the heat transfer between the two sheets

is comparatively low. This means that in transmission configuration, the position and size of the spot weld can be

identified in the thermal image by a contrast of higher relative temperature, whereas in reflection configuration, the

enhanced heat diffusion through the spot weld leads to a contrast of lower relative temperature for the spot weld.

When putting this idea into practice, two major obstacles for observing the above explained effect are encoun-

tered.

First of all, reflections of the surroundings at the bare steel surface are dominant and interfere with the signal

induced by the spot weld. This effect is eliminated by subtracting a thermal image or a mean of the thermal images

before the heating; in this way, the thermal reflections of the surroundings are treated as a background, which is

subtracted, in order to obtain the classical delta temperature over the time.

Besides, the varying surface emissivity, which dominates the thermal signature in the case of a bare surface, has

to be compensated. A compensation emissivity operation is necessary in order to void surface inhomogeneities, like

scratches, surface impurities, surface color changes, and, most prominent, the dark discoloration of the impression

of the welding electrodes that can mask the effect of the thermal bridge, until they make it almost undetectable.

One solution would be coating the surface with a material with high emissivity, for example black graphite [186].

In this way, the emissivity of the surface is homogenized and besides, the signal strength results increased drastically,

as a bare steel surface has a rather low emissivity.

In the work [187], Jonietz et al. demonstrated that the coating solution on the investigated surface can be avoided

by a proper normalization of the data. The advantage of avoiding the surface coating is a fast and cheap testing

procedure, where the surface stays free of contamination by coating material. Within the cited work, two different

procedures of normalization for both transmission and reflection configuration are shown:

1. Normalization for transmission configuration: background subtraction and division by a thermal image taken

after 75 s of the cooling down, where the temperature has almost homogenized by lateral heat transfer and the

time gradient of the temperature is almost zero. However, the temperature has not reached room temperature

yet, in fact, the temperature of the sample has homogenized at a temperature still significantly above room

temperature. This means, that the pronounced signatures in the thermal image taken at time of maximal

intensity (immediately after the thermal radiation) are not caused by temperature differences, but by emissivity

differences. The final thermal image obtained in this way results nearly free of surface properties, which

indicates the real heat flow in the sample, i.e., in this transmission setup, the heat flux primarily through the

spot weld across the thermal bridge toward the IR-camera.

2. Normalization for reflection configuration: background subtraction and division by considering an emissivity

image taken 2 s after stopping the laser radiation. In reflection configuration, the real heat flow in the sample

primarily through the spot weld is apparent by a lower relative temperature compared to the rest of the illu-

minated area. It has to be added that the sample geometry has a significant influence on the normalization.

Especially if the emissivity image is taken after a long cooling down, the sample temperature will significantly
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In particular, the time in which the maximum temperature is reached depends on thickness of plate, it decreases as

the thickness decreases (Fig. 1.13). Fig. 1.13 shows the temperature trends in the case of an aluminum material for

different thickness of plate, under the hypothesis of a homogeneous and isotropic semi-infinite plate with thickness L,

subjected to a Dirac impulse, under adiabatic conditions. In the same way, only by changing the material properties

with the steel generic one (ρ = 7900 [kg/m3],k = 46 [W/mK],cp = 440 [J/kgK]), it is possible to obtain similar trends

(Fig. 5.43) [50].
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Figure 5.43: Temperature trend over time for a pulsed test in transmission mode (Eq. 1.24), steel material.

As shown in Fig. 5.43, the temperature reaches its maximum value in very short times and then reaches a

steady-state value.

In our case, with respect to the model of Eq. 1.24, the heat exchanges cannot be neglected, and we have two steel

plates welded with RSW process. As already said, in the previous section, the variation of the process parameters

is correlated with the heat generated and can cause typical defect such as stick weld or material expulsion and then

thickness reduction. In the first case the thermal resistance to heat flow will be higher than the second one so, the

thermal behavior and thermal profiles will be different.

In Fig. 5.44, the thermal profiles related to the investigated specimens are shown, after the flash test in transmis-

sion configuration. In particular, the means value of temperature in a square area at the centre of the weld zone has

been considered to plot the thermal profile over time.
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on:

1. Exporting thermal sequence as a 3D matrix in Matlab®;

2. Applying a move mean mobile filter (on 5 data) on temperature data to reduce noise;

3. Searching the maximum value of temperature and then the time coordinate by using the mean value of tem-

perature on a square area at the centre of the joint;

4. Applying the model, pixel by pixel, on temperature data to find the coefficients (indexes);

5. Searching the minimum value of temperature and the relative value of the time, pixel by pixel;

6. Obtaining for each index the 2D map of results.

In Fig. 5.45 is reported the temperature trend for the specimen 3 and a comparison among the raw data, after applying

the move mean filter and then the result of fitting by using the proposed empirical model.

Figure 5.45: Comparison among the mean value of temperature over time for the specimen 3, after the move mean

filter and data fitting.

5.3.5 By using thermographic technique and relative thermal indices to control RSW pro-

cess

In Fig. 5.46, the results obtained from the proposed procedure described in the previous section are summarized.

These latter are represented as 2D maps representative of the model coefficients (a and b) plus the 2D map related
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to the time (or frame) in which the minimum temperature is obtained (tmin). The results and then, each coefficient

(index) seem capable of discerning among the different process conditions. In particular, for the specimen 2 each

index provides a 2D map in which the weld spot is not visible. This result is due to the lack of welding in the joint

and to the presence of a stick weld. By contrast, the specimen 3 is characterized by the material expulsion in the

weld area with reduction of the thickness. In Fig. 5.46 is evident as the specimen 5 shows an intermediate thermal

behavior with respect to specimens 2 and 3.
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Figure 5.46: Results in terms of 2D maps for each index.

Tab. 5.11 shows the average values and the standard deviation one by considering an area on the welding spot
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(Fig. 5.46) for each coefficient.

specimen 1 a b c d tmin ( f rame)
mean 9,78E-05 -1,02E-02 4,13E-01 1,22E+00 128,09

std 6,65E-05 2,40E-02 3,61E-02 2,79E-05 8,61

specimen 2

mean -1,13E-04 -4.,53E-03 5.62E-01 1,59E+00 45,32

std 2,98E-05 2,29E-03 1,29E-02 1,24E-01 4,91

specimen 3

mean -6,10E-04 2,42E-02 2,65E-01 -1,07E+00 158,90

std 3,25E-05 9,61E-04 3,71E-02 3,69E-01 5,72

specimen 4

mean 1,09E+04 -2,56E-02 7,67E-01 1,66E+00 49,06

std 1,89E+04 4,36E-04 6,51E-03 9,71E-02 25,47

specimen 5

mean -3,05E-04 1,01E-02 4,72E-01 -2,33E-01 124,65

std 5,05E-05 2,08E-03 4,13E-02 1,90E-01 3,03

Table 5.11: Results obtained for each thermal index in terms of mean and standard deviation values.

By way of example, to show the significance of the difference among the average values of the specimens ana-

lyzed, a histogram graph relating to the tmin parameter expressed as the number of frames is shown in Fig. 5.47. In

particular, the height of each column represents the average value of the signal obtained as described above, while

the error bands have an amplitude equal to 3 times the standard deviation. In this case, therefore, it is possible to

adopt a threshold value equal to plus or minus 3 times the standard deviation beyond which it is possible to discern,

respectively, a weld with material leakage or a gluing.
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Figure 5.47: Results obtained for the examinated specimens, by considering the index tmin.

Having 3 specimens available for each process condition, it was decided to compare the thermographic results

(non destructive one) with the one obtained by applying the classic destructive controls provided for this type of
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Figure 5.49: Correlation among the thermographic indexes and the process parameters (I ∗ tc), transmission set-up:

(a) coefficient d versus I ∗ tc, (b) tmin versus I ∗ tc.

With the same idea and the same aim, it is possible to obtain a linear correlation with thermographic parameters

(such as the slope one) by using the laser results and applying the proposed procedure for the emissivity compensa-

tion. In Fig. 5.50, an example is reported by analyzing the slope map related to the thermal behavior of the three

specimen taking as limit cases and studied in detail. However, also in this case, it is necessary to expand the test

campaign and then the analysis one, in order to give a more accurate e precise measure about the possibility of using

the thermography for controlling the RSW process.

Figure 5.50: Correlation among the thermographic indexes and the process parameters (I∗tc), reflection configuration

and laser spot source (cooling down-long pulse analysis): (a) slope versus I ∗ tc before emissivity compensation, (b)

tmin versus I ∗ tc after emissivity compensation.
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5.3.6 Some final considerations and future steps

A new procedure has been proposed for evaluating the quality of RSW joints. The proposed procedure is based

on the analysis of thermographic data deriving from the pulsed technique with a flash lamp and in transmission mode.

The proposed analysis allows for evaluating the thermal behavior of joints by means of thermal indexes obtained by

fitting the thermal data.

The main results can be summarized as follow:

• The thermal behavior over time during a pulsed test is related to the process parameters;

• The thermal indexes allow for detecting the quality of joints. In particular, the stick weld and the expulsion of

material in the weld area;

• The possibility of using the thermal indexes for controlling the RSW process has been explored, by using a

very low cost set-up: a cooling camera with a low acquisition frequency of 64 Hz and a flash set-up with only

3000 J as energy amount.

Moreover, the possibility of using a laser source has been investigated, and a new procedure for emissivity com-

pensation has been described and discussed. Future works will be focused on a wide experimental campaign and

statistical analysis in order to optimize the proposed procedure, as well also by increasing the acquisition frequency

in order to obtain a more clear thermographic signal.
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5.4 A thermographic procedure for the measurement of the tungsten car-

bide coating thickness

Mechanical components are subjected to severe abrasive wear in a number of industrial fields, such as shipping,

metallurgy, energy, and construction industry, and it is one of the most serious issues for equipment failure. Because

wear only occurs on the surface of components, surface engineering techniques have become the most effective

solutions for the wear problems [190, 191, 192].

Cermet based WC–Co–Cr thermally sprayed coating is considered to be potential wear resistant coating material

since can offer a combination of high hardness and excellent toughness. The hard WC particles in the coatings lead

to high coating hardness and high wear resistance, while the metal binder Co–Cr supplies the necessary coating

toughness [193].

The tungsten carbide cermet powder can be sprayed using different spray processes such as conventional flame

spraying, plasma spraying and High velocity oxy-fuel (HVOF) spraying process. The coating properties are influ-

enced not only by the properties of the used powders but also significantly by the used spray process and spray

parameters [194, 195].

HVOF-sprayed WC-based cermet (e.g. WC–Co, WC–CoCr) have been shown to possess excellent tribologi-

cal properties; indeed, they combine very high hardness with satisfactory toughness, as Co-based metal matrixes

possesses ductility and excellent wettability toward the carbide grains [196].

One very important aspect, which has not been explicitly considered yet in literature, is the effect of the coating

thickness on its properties, in particular on the tribological performance: this issue is particularly critical when

dealing with soft substrates, as Al alloys are [197, 198].

Anyway, the coating plays a very important role in improving a component’s survivability and operational per-

formance. The coatings thickness is not only a parameter of the geometrical property of the coatings itself, but also

an important indicator for evaluating the coatings’ quality, performance and service life.

Therefore, effective non-destructive testing of the coatings thickness is of great significance for the performance

of the components.

The coating thickness needs to be controlled and mastered because it has a great influence on the final product

performance (weight, friction, corrosion, aspect, etc.). Commercially available thickness meters, including cross-

section microscopy or gravimetric (mass) measurement, might be destructive by inducing surface damage and are

limited in spatial sampling resolution. These methods are used when nondestructive methods are not possible, or as

a way of confirming non-destructive results [199].

In order to ensure the safety and reliability of the coating work, it is necessary to use nondestructive testing

method to characterize and evaluate the state of TBC in both manufacturing and service. Failure of a TBC could

lead to a costly unplanned outage and could lead to catastrophic events. It is therefore necessary to monitor the

condition of the TBC so as to avoid such failures and, if possible, to provide pre-cursor information that would

suggest whether spallation is imminent. Due to the porous nature of TBC, conventional nondestructive testing

methods, such as ultrasonic [191] and X-ray [192] method, are difficult to be competent. Besides, non-destructive

measuring techniques are also used for coating thickness evaluation: eddy current methods [200], ultrasound testing

[201], spettroscopy method [202].

The choice among these measurement methods depends on the coating thickness, the cost of instrumentation and

the accuracy required.
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The infrared thermography technique is an alternative nondestructive evaluation method. The thermal response

of an exited material depends on different parameters of the material such as thermal conductivity, diffusivity, emis-

sivity, and specific heat. Besides, the above properties manifest themselves in the thermal response depending upon

different factors including the coating heterogeneities [203]. Infrared thermography based measurement presents sev-

eral benefits: remote sensing, twodimensional data acquisition, rapid response, non-contact, high resolution, large

temperature range, post-processing versatility and portability [20].

The well established thermographic technique is the pulsed technique, although, it has only been used for the

evaluation of thermal barrier coating thickness [203, 204, 205]. In particular, Marinetti et al. even proposed the

thermographic inspection method to discriminate reliably between TBC thickness changes coated gas turbine blades

and adhesion defects [84]. To the knowledge of the authors this technique has been never used for the evaluation of

thickness for metal/metal configuration.

In literature the possibility of measuring the coating thickness has been widely explored but, very few authors

investigated the precision and accuracy in thickness evaluation. The proposed method is based on the cooling rate

evaluation after the application of a long pulse heating. This means that during the heating the thermal waves

reach the substrate. The accumulated heat depends on the thermal capacity of both the coating and substrate. If

the thickness of substrate is constant (the used specimens have this peculiarity), the follow cooling behavior will

only depend on the thickness of the coating. In particular, it has been considered the average cooling behavior by

evaluating the slope of cooling in a fixed temporal window. This allows us to use a lower frame rate for acquiring

thermal data with respect to the literature methods.

A procedure based on the “long pulse” thermographic approach for the measurement of the tungsten carbide

coating thickness has been proposed and a comparison has been made with the performance of the traditional pulsed

thermographic technique. In fact, very interesting results have been obtained by applying the thermographic “long

pulse” technique, as the parameters extracted from acquired thermal responses have the ability of identifying the

different coating thicknesses investigated. A calibration has been performed to evaluate the thickness of the coating

and a prediction model has been proposed.

5.4.1 Materials and methods

The 9 samples considered in this study are disks composed by a steel substrate with 9.75 mm thickness coated

with WC 86% - Co10% - Cr 4%. The tungsten carbide has been deposited by HVOF process. The specimens have

been realized by coating the basic metallic material with different thicknesses varying between 1,00E-01mm and

10,10E-01mm.

In Tab. 5.12, the thicknesses of WC 86% - Co10% - Cr 4% coating are reported.
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Specimen Thickness of WC-Co-Cr coating (mm)

TH1 1,00E-01

TH2 2,00E-01

TH3 3,00E-01

TH4 4,00E-01

TH5 6,00E-01

TH6 7,00E-01

TH7 8,70E-01

TH8 9,50E-01

TH9 10,10E-01

Table 5.12: Thicknesses of WC-Co-Cr coatings.

The thermophysical properties [2] of the analyzed coating and the steel substrate are indicated in Tab. 5.13.

Density

(kg/m3)

Specific heat

capacity

(J/(kgK))

Thermal

diffusivity

(m2/s∗10−7)

Thermal

conductivity

(W/(mK))
WC-Co-Cr

coating
13640 239 89.2 29.2

Steel substrate 8055 480 39 15.1

Table 5.13: Thermophysical data properties of WC-Co-Cr coatings and steel substrate [2].

Fig. 5.51 shows the final appearance of the samples.

Figure 5.51: Picture of one of the reference-coated samples.

The techniques applied are the pulsed Infrared thermography and the “long pulse” Infrared thermography.

Two different set-ups have been realized, as shown in Fig. 5.52 and Fig. 5.53.

The first test bench for implementing the pulsed Infrared thermography consists of a flash source (flash lamps

1500 J x 2) generating a pulse excitation of duration 5ms and a cooled IR camera (Flir X6540 SC) with an indium-

antimonium detector and resolution of 640x512 pixels sensitive in the range of 3-5 μm with Noise Equivalent Tem-

perature Difference (NETD) <25 mK. The distance between the camera and the sample is 70 cm. The lamps have

been placed as proximal as possible to the sample. The camera has been used with a lens of 50mm to reach a small

spatial target and hence to obtain sufficient spatial resolution. The use of such a high performance thermal imaging

camera allowed to obtain a reduced window (64x80 pixels) for the observation of the phenomenon Fig. 5.52, achiev-

ing a resolution 0.19 mm/pixel. The windowing is necessary to reduce the acquired data (in terms of dimension
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pixel x pixel) and allow the use of a higher frame rate of 980 Hz. The observation time of the thermal cooling has

been of 2 seconds.

Figure 5.52: Pulsed Infrared thermography set-up.

The other test equipment for implementing “long pulse” tests consists of a 1064 nm wavelength Ytterbium pulsed

fiber laser, generating a pulse excitation of 500 ms with a collimated laser spot having a diameter of about 8 mm.

In terms of IR camera, a microbolometric one has been used. The camera model is A655 FLIR (Fig. A.5) and

its technical specifications are reported in Tab. A.2. The distance between the camera and the sample is 100 cm.

The laser source has been placed at a distance of 15 cm from the sample and the laser beam strikes the sample

perpendicularly. The camera has been used with a lens of 13.1 mm to reach a spatial resolution of 0.37 mm/pixel

(Fig. 5.53).

Though the used camera allows to reduce the window of observation, it has been and forced to acquire the thermal

sequences at a frame rate of 50 Hz, avoiding the windowing. The aim has been to acquire at the most slow frame

rate.

As you can see from the set-up image (Fig. 5.53), the same acquisitions are carried out also by using the cooled

detector Flir X6540 SC, in order to compare, in a future work, the results reached by using two very different IR
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cameras, with also two different acquisition frequencies.

Figura 5.53: Laser setup to perform “long pulse” tests.

In this last case, the infrared image sequences have been acquired five times for each sample, and so five repe-

titions of the measure operation under identical condition have been carried out. The purpose of acquiring infrared

image sequences five times is to evaluate the test repeatability and to improve the measurement procedure.

The observation time of the thermal transient has been of 5 seconds. In the wavelength intervals in which both

the infrared cameras work, the spectral emissivity of the samples can be considered constant.

5.4.2 The limits of well-established methods (apparent thermal effusivity and TSR®) for

estimating metal coating thickness

The apparent thermal effusivity algorithm, based on the above theoretical remarks (Section 1.4.3.5), has been ap-

plied in order to study the thermal behavior that come from the analysis of the pulsed thermographic tests performing

with flash lamps.

The thermal sequences are those acquired for each thickness of the coating.

A pre processing procedure has been implemented before the application of the effusivity algorithm. The steps

of this procedure can be summarized as follows:

• Importing of the thermographic sequence (3D matrix) in Matlab®;

• Subtracting of the average of the first ten cold frames to the whole sequence to obtain theΔT values over time;

• Adding an offsetΔT value (zero machine) to avoidΔT values close to zero; this step is applied pixel by pixel

to each temperature decay curve and allows to avoid negative values in the logarithmic scale.

The mean temperature decay trend observed for the first 700 frames of the cooling stage are plotted in Fig. 5.54. The

choice of the frame number is due to the certainty that in this time interval the thermal cooling phenomenon can be
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considered terminated. The trends refer to each one of the 9 different thickness of the coating. Each trend represents

the average of the temperature behavior of the surface in the windowed area (80x64 pixels).
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Figure 5.54: Mean temperature decay trends observed for the first 700 frame of the cooling stage for all the speci-

mens.

The apparent effusivity profiles extracted for the 9 thickness are plotted in Fig. 5.55, where the influence of a

thickness variation of the coating (from 1,00E-01mm to 10,10E-01 mm) on the apparent effusivity profiles is shown.
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Figure 5.55: Influence of a thickness variation of the coating (from 1,00E-01 mm to 10,10E-01 mm) on the apparent

effusivity profiles.

Fig. 5.55 shows in a logarithmic representation the experimental curves of apparent effusivity (eapp) over time for

the considered areas (80x64pixels) for all the nine thickness, respectively. Each curve refers to the apparent effusivity

value averaged on 5376 pixels. As expected, eapp curves do not show any minimum, but only a shift caused by the

different coating thickness.

Anyway, the reached results show an important limitation; the thermal effusivity doesn’t allow to evaluate the too

thin (1,00E-01 mm 3,00E- 01 mm) coating and the too thick coating (9,50E-01 mm 10,10E-01 mm): in the first case,

the thermal excitation is too long and the calculated effusivity is not referred to the coating, but it is an expression

of both the involved materials; in the second case, the thermal excitation is too weak and the pulse doesn’t reach

the interface between the coating and the substrate returning the same effusivity. An increasing of the energy of

the pulse can induce a damage on the coating. If the reflection coefficient R results too small, it is impossible to

resolve the differences between the thicknesses in any case. Besides, it is necessary to consider the high diffusivity

of both materials, the coating and the basic one, that is crucial for the correct application and analysis of the data

that come from a pulsed test. However, in both cases, it is impossible resolve the difference among the different

thickness. The technique remains valid for the coating whose thickness varies from 3,00E-01 mm to 7,00E-010 mm.

In addition, another crucial issue has to be reported, this approach based on the analysis of the apparent effusivity in

the time domain needs a thermographic acquisition with an elevate frame rate, of about 1000 Hz, in order to capture

the cooling behavior of the material. This is possible only by using a high performance and so expensive IR camera.

Besides, an essential point of the effusivity method is that you need to know the thermophysical properties of the

coating and the substrate in order to estimate the coating thickness; however, once known the material thermophysical

properties, it is possible to calculate directly, without any calibration, the value of the unknown coating thickness.

Same considerations come from the analysis of 1st derivative trends, by fitting the raw thermal data with a

polynomial of 5 degree. Also in this case there are only a few points that outline the first part of the different curves
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(despite the high acquisition frequency) and so it is not possible to distinguish a net inflection point. Besides, if

we want to discern the different trends by considering the minimum points, the thick thickness (7,00E-018,70E-01

10,10E-01) don’t show this typical behavior.
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Figure 5.56: Influence of a thickness variation of the coating (from 1,00E-01 mm to 10,10E-01 mm) on the 1st

derivative (TSR®) trends.

5.4.3 By using slope algorithm and a calibration procedure to the thickness coating esti-

mation

The thermal sequences obtained by using a “long pulse” approach have been pre-processed with the same proce-

dure summarized in the previous paragraph.

In order to achieve the goal of proposing a prediction model and so a new procedure that require a training

(calibration) data set and a validation one, only 7 specimens have been used as training data set, while the remaining

two specimens have been used as validation one. The validation set consists of the specimens having the coating

thickness of 3,00E-01 mm and that having the coating thickness of 8,70E-01 mm, in order to consider two opposite

cases.

The mean temperature decay trends observed on the 7 samples for the first 250 frame (5 seconds) of the cooling

steady are plotted using a double log scale, in Fig. 5.57. The choice of the observation time has come by observing

that the physical phenomenon of cooling was exhausted, anyway studies are in progress to indicate the best final

frame for improving the procedure.

The plots have been obtained choosing the pixel with the maximum temperature value by considering a rettangu-

lar area inside the spot of the laser (34x40 pixels) on the surface of the sample. Each value of temperature reported
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in each plotted trend is the mean of the five repetitions carried out, so they are represented together with the relative

error bars, in order to show the data variability. The error bars represent the uncertainty of the mean due to random

effects [134, 135]. The reported uncertainty provides a level of confidence of approximately 95%.

(a) Selected area inside the thermogram acquired with the mi-

crobolometric infrared camera (640x480).
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(b) Long pulse analysis.

Figure 5.57: Mean temperature decay by considering the pixel with maximum temperature value and relative error

bars on 5 replications; training data set.

The analysis of the temperature plots relative to the samples with 7 different thicknesses allows to notice that

the thickness variation results in a change of the cooling rate of the material (Fig. 5.57). On this logarithmic scale

graphic, it can be notice that the central portion of the temperature decay follows a line. The value of the slope of the

different lines has a correspondence with the different coating thickness.

The evaluation of the slope has been obtained by processing the thermal sequences in Matlab® and using the

commands “polyfit” and “polyval” for fitting the same with a polynomial of 1 degree and for evaluating the polyno-

mial coefficients performing an ordinary least squares calculation. The fitting has been applied by considering the
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all data set (5 replications), avoiding the previous calculation of the mean. The least squares process solves for the

slope and intercept of the best fit line. The slope obtained has been chosen as the indicator to explain the variation of

thickness. In particular, the slope values decrease with the increasing of thickness.

Then, the validation samples have been investigated by adopting the same procedure in all its step and by using

the same experimental parameters. The temperature decay trends, calculated for five repetitions, for the validation

samples are reported in Fig. 5.58.
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Figure 5.58: Mean temperature decay by considering the pixel with maximum temperature value and relative error

bars on 5 replications; validation data set.

An attempt to create possible mathematical models to describe the behavior of coating thickness depending on

the slope values of the temperature cooling profiles has been investigated, by considering the results that come from

the considered validation data set.

The models (calibration curves) have been obtained by considering the WC-Co-Cr thickness as a function of the

slope values.

The models have been extrapolated using data provided by the training set. Two different models seem to explain

the observed behavior: a linear model and a second order polynomial model (Fig. 5.59 and Fig. 5.60); the results

show a goodness of fit very high. The two models are reported with their confidence bounds and their prediction

bounds. This last are larger than the confidence bounds because take into account not only the error for the estimation

of the model, but also the error associated to future observations [134, 135].
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Figure 5.59: Data dispersion plot (thickness vs slope) with the estimated regression line (linear model), the prediction

bounds (external curves) and the 95% confidence bounds.

Figure 5.60: Data dispersion plot (thickness vs slope) with the estimated regression line (second order polynomial

model), the prediction bounds (external curves) and the 95% confidence bounds.

The evaluated slope results related to the validation data set (green squares) are reported in the same previous

plots, in order to show, graphically, where these values, in terms of new observations, are collocated; in both cases,

the values are within the prediction bounds. These evaluated slope values are also reported in Tab. 5.14, accom-

panied with the associated confidence bounds. As we can see, there is a good resolution in solving two adjacent
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thickness. The result of fitting is good for both the obtained models, however the error committed, in the evaluation

of thickness, by choosing the linear model is a little bit greater than the error made with the polynomial model for

small thickness values. The errors have been calculated using the validation data set (two samples) and compared

with the nominal thickness. The difference between the mean of the measurements and the reference value (accuracy

of the measurement procedure), expressed as percentage, and the precision of the models are reported in Tab. 5.15.

The obtained results return errors lower than 6%.

For completness of information, the evaluated slope values related to the validation thickness are reported in Tab.

5.14, with the relative 95% confidence bounds related to the initail fitting (fitting of 1 degree on the 5 replications

carried out).

Specimen Slope Upper bound,

95% CI on

mean

Lower bound,

95% CI on

mean

TH3 -4.20E-01 -4.13E-01 -4.27E-01

TH7 -5.76E-01 -5.66E-01 -5.68E-01

Table 5.14: Slope values related to validation samples and 95% confidence bounds on them.

Specimen Nominal

thickness

Polynomial

model

expectation (mm)

value and 95%

confidence

bounds

Percentage

error (%)

Linear model

expectation (mm)

value and 95%

confidence

bounds

Percentage

error (%)

TH3 3.00E-01 2.87E-01
3.40E-01

4.33 2.83E-01
3.32E-01

5.56
2.26E-01 2.35E-01

TH7 8.70E-01 8.92E-01
9.50E-01

2.52 8.89E-01
9.40E-01

2.21
8.28E-01 8.39E-01

Table 5.15: Expected values of the thickness by using the models accompanied by their accuracy and precision with

respect to the nominal values.

The results reported in table 4 and in table 5 have been obtained using the data of the five repetition performed in

the experimental acquisition. Anyway, if it is impossible to perform the five measurements, the error that occurs, in

the case in which only a measurement is performed and the same calibration model is used, has been evaluated. The

percentage errors, reported in table 6, are higher if the linear model is used, while they results lower if the polynomial

model is used. The accuracy worsens also for the thin thickness. It is graphically shown, as already said, in Fig. 5.59

and Fig. 5.60.
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Specimen Nominal

thickness (mm)

Polynomial

model

expectation

(mm)

Percentage

error (%)

Linear model

expectation

Percentage

error (%)

TH3 3.00E-01

3.07E-01 2.33 3.03E-01 1.00

2.86E-01 4.67 3.29E-01 9.67

3.03E-01 1.00 3.08E-01 2.67

3.66E-01 22.00 2.27E-01 24.33

3.48E-01 16.00 2.50E-01 16.67

TH7 8.70E-01

9.51E-01 9.31 9.65E-01 10.09

9.14E-01 5.06 9.19E-01 5.63

9.02E-01 3.68 9.05E-01 4.02

8.98E-01 3.22 9.01E-01 3.56

8.94E-01 2.76 8.95E-01 2.87

Table 5.16: Expected values of the thickness by using the models accompanied by their accuracy with respect to the

nominal values if single measurements are carried out.

This new and simple procedure based on the evaluation of the slope of the linearized temperature profile, as

previously shown, needs a calibration model to be useful, but the provided results show the capability of the method

in measuring the real thickness of an unknown coating. A further condition to ensure the good functioning of the

developed model based on “long pulse” thermography is the thickness of the substrate whose value has to be the

same for all the investigated samples.

It is noteworthy that this approach, on the contrary of the other one, doesn’t require an elevate frame rate for data

acquisition, so a cheap IR camera is sufficient to implement the procedure if the accuracy requested is comparable

with the obtained results. A chance to improve the accuracy and the precision of the model is given by using a more

performant camera, and so, for this reason, a future development regard the analysis of the same data, acquired in

the same time, by using the cooled IR camera.

5.4.4 Final remarks

A novel procedure to estimate WC-Co-Cr coating thickness over a metallic substrate has been proposed and

described, in detail. The methodology consists in evaluating the changes in slope of the linear fitting that describes

the cooling behavior, in a double logarithmic scale, of the surface of the sample after a laser heating, by using a

microbollometric camera with a very low speed as temperature detector.

A linear and a second degree polynomial dependency of the coating thickness with respect to the evaluated slope

is demonstrated. An experimental analysis has been conducted on samples constituted by a steel substrate and WC-

Co-Cr different coating thickness. The results obtained for the measured thickness return values with a precision

of one hundredth of a millimeter. This achievement demonstrates the high potential of the method to estimate in a

simple, fast and robust way the WC-Co-Cr coating thickness over metallic substrates. Besides, the procedure shows

a significant advantage over the alternative pulsed technique that doesn’t work well in the case of thin and thick

coatings with also very similar thermosphysical properties, with the aggravating factor of needing a very performing

and expensive infrared camera.

However, it is necessary to underline as the application of which the results have been shown, although it seems

narrow, in reality it is placed in a wider context of industrial interest. In fact, when performing in-field tests on

thermal barrier coatings (TBCs), we can encounter several cases of coatings deposited on gas turbine blades and the
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main problem could be the difficulty to correctly interpret the experimental data that come from a thermographic

inspection. The coating thickness changes, which are not regarded as anomalies, are one of the most common

sources of false alarms. They are very challenging to recognize because, unlike stains, eroded areas and optical

property variations, they are not detectable in the visible band. Furthermore, their thermal signal is similar to the one

produced by an adhesion defect. It would be very interesting, for the power generation industry, to be able to interpret

the coating thickness variations by means of PT, with also a very high final precision. Although the results concerned

the analysis of specimens with imposed thickness, the approach adopted lends itself well to the application of a real

case, after a previous calibration of the chosen quantitative thermographic index, and so it could be a promising

choice in order to investigate, for example, serviced turbine blades still mounted on their turbine rotor, for a robust

quantitative assessment of their coatings within this very interesting industrial application.



Chapter 6

Conclusions and future developments

Here the key results of this thesis are summarized to provide to the reader an overall picture of the conclusions

that can be drawn from the present manuscript.

In this dissertation, a new thermographic quantitative approach has been developed, capable to provide interesting

results for defect detection, and more in general, for ensuring structural integrity within different applications of

industrial interest.

An essential question that needs to be asked before to start a research analysis is: there is someone who did it

before you, or who did something similar, within the same topic?

If the answer is positive, you have to investigate his work and to study his methodology, try applying it to your

precise case.

If maybe it didn’t work you have to find out why and give the right reasons, with physical and mathematical

explanations.

Again, if it works, you can try to do it in a different way, perhaps by applying another technique or, more simply,

a different analysis methodology and you can compare the results, stressing the advantages and, why not, also the

disadvantages of both the procedures.

And finally, if nobody did your idea before you, ask yourself again why, and try to do it.

Basically, this is the aim of a research work and within this thesis, I tried to answer these questions.

For this reason, within Chapter 2, a careful study of the state of art has been presented, by showing methodolo-

gies and procedures already used for a quantitative thermographic analysis, together with strengths and weaknesses

of the same. The influence of some experimental and analysis choices have been investigated in detail, in order to

understand and stressing where the literature has arrived and the encountered problems. The analysis of the works

in the literature has shown that there are unidimensional models often used for the quantitative analysis of thermo-

graphic data and that provide an estimation of the depth and size of the defect. When these relations are applied

to experimental data, where 3D phenomena are involved, the first problems arise. Besides, the application of these

models very often require the use of a high performance set-up, in terms of energy source and acquisition frame rate,

and boundary conditions that are not easy to obtain and to replicate.

The work carried out in the literature study has therefore demonstrated the presence of different post processing

algorithms for the analysis of thermographic data. However, most of these literature works have seen a comparative

study of the various analysis algorithms above all qualitative and that, in most cases, has concerned the investigation

of low diffusivity materials such as FRP composites..

196
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So, what should be the guidelines or the basis for this kind of a comparative study? The first thing, the experi-

ments should be clear. Or better, the experimental procedures should be clear. It should be presented in a way that

the reader or the user can replicate and/or reproduce that result. And the evaluation criteria should be very clear,

straighfoward.

Things like “better” or “worse” does not mean anything to the audience. Also the choice of the specimen to be

tested should be made with criteria. Definitely, the quantitative real analysis in terms of depth and size values, that

represents what in the end users are looking for, should be presented.

For this reason, within Chapter 3, where an extended comparison among different post processing algorithms has

been shown, we tried to make a comparison work that would answer the questions asked.

First of all, we have to choose a sample. We tried to investigate an aluminium sample with different imposed

defects, since this type of material is highly diffusive and therefore some choices such as the acquisition frequency,

the analysis window and the duration of the pulse create problems for the purpose of a complete diagnosis and

characterization of the sound material and the defective one.

The test parameters such as the acquisition frequency, the pulse lenght, the duration of the acquisition have been

specified, and also the comparison among the use of different thermographic set-ups has been described, in detail

(Chapter 4).

Some criteria have to be defined; for this reason, the weighted maximum SBC, the number of detected defects

above a certain threshold or the possibility to have a correlation among the investigated defect indices have been

clearly defined, in order to have a quantitative comparison. The results have showed a clear dependence from the

analysis window and the same in turn demonstrated a clear dependence on the chosen algorithm for data analysis, on

the investigated aspect ratio. The conclusions did not lead to say that one method or algorithm was better than the

other, but different results were shown for which one is preferable to the other.

The quantitative analysis in terms of depth and size has been shown in Chapter 4. A new procedure to quantify

the results has been proposed and described in detail, giving, at the end, a measure of the defect dimensions and

the related error respect to the nominal size values. The proposed procedure allows for obtaining the quantitative

analysis of high diffusivity. materials by using a not expensive set up with only 3 kJ in terms of energy source and

200 Hz of acquisition frequency. Errors up to 20% have been obtained in size and depth estimation, by choosing a

very critical value of aspect ratio (around 3) and a material with very high diffusivity. In this way, a new algorithm

of data processing such as the slope one has been declared as a quantitative algorithm and its effectiveness has

been demonstrated both with simulations and with experimental results. Besides, the limits of TSR® and PPT as

quantitative algorithms of data analysis have been shown, however stressing that is a specifica case, with a specific

material and partcular set-up conditions.

The same common thread is also found in the following chapters, where the results obtained by investigating a

sample with imposed defects have been used within studied cases of industrial interest and in the analysis of real

defects.

For the first time, as knowledge of the author, the Thermography, as non destructive control, has been used for

detecting and characterizing the defects tipycal of Metal Additive Manufacturing process, in particular of the L-PBF

one. The results have shown how the use of a laser source, together with the one of a thermal imaging camera in

the mid-infrared are more effective for a small and non-flat reflector, and so for the analysis of components that

commonly have complex shapes and small dimensions. By using Thermography, we are able to discern defects in

keyhole mode respect of the one for lack of fusion, and we are able to detect defects very shallow (until a depth of
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0.4 mm, with a step of 0.1 mm) with a good SBC (that is a measure of SNR-Signal Noise Ratio), which would not

be easy to assessment by adopting an ultrasonic control (Chapter 5, section 1).

The capability of PPT algorithm to give information about the depth of a defect has been demonstrated within an

analysis of a real component, by proposing a new approach for the identification of a sound material suitable for the

analysis of a component that show a variable geometry (Chapter 5, section 2).

The results obtained by applying a new procedure for the analysis of RSW joints have demonstrated the possi-

bility to identify the typical thermophysical behavior of this type of welded joints and to discern among stick weld,

weld with material expulsion and a weld produced with correct process parameters. The proposed new procedure

doesn’t require the use of a coating, as well as emissivity map compensation (Chapter 5, section 3).

An empirical procedure that uses the slope algorithm for processing raw thermal data has been developed to

discern the coating thickness. The obtained results by applying this new procedure return errors lower than 6%.

Besides, the limits of the classical procedures used for this assessment have been shown, when the substrate and

the relative coating have thermophysical properties very close and the coating thickness are too thin (1,00E-01 mm

3,00E-01 mm) or too thick (9,50E-01mm 10,10E-01mm) (Chapter 5, section 4).

All the proposed procedures are the sum of a detail study of the problem, of the relative state of art and how

Thermography can solve it.
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Appendix A: IR cameras and energy sources specifications

Camera FLIR X6540 SC

Figure 1: IR camera FLIR X6540 SC

IMAGING AND OPTICAL DATA

IR RESOLUTION 640X512

THERMAL SENSIVITY/NETD <25 mK (18 mK typical)

DETECTOR TYPE Focal plane array (FPA)

SENSOR MATERIAL InSb

DETECTOR PITCH 15 µm

IMAGE FREQUENCY Up to 120Hz by windowing

MAXIMUM IMAGE FREQUENCY (FULL

FRAME)
126 Hz

MAXIMUM IMAGE FREQUENCY 4011 Hz

MAXIMUM FRAME RATE 126 Hz

SPECTRAL RANGE 1.5–5.5 µm

MEASUREMENT

MAXIMUM TEMPERATURE WITHOUT FILTER 300°C

OPERATING TEMPERATURE RANGE –20°C/+50°C (–4°F/122°F) (–4°F/122°F)

ACCURACY ±1°C (1.8°F) or ±1%

Tabella 1: FLIR X6540 SC

Camera Mirko

• Model: Infratec ImageIR 8800

• Detector IR: (MCT)-Focal-Plane-Array telluride mercury-cooled cadmium
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• Detector size: 640 x 512 (step 16μm)

• Spectral range: LWIR, 8-9,4 μm

• Temperature resolution: NETD @ 30°C < 60mK, (at 140 μs) 80 mK (at 70 μs) measured on single pixels

• Integration times: 1 .... 200 μs (step by 1μs)

• Conversion A/D: 14 bit

• Storage temperature / humidity: -40°C .... 70°C / 10 ... 95% rel (no condensation)

• Operating temperature: -20°C .... 40°C

• Power supply: 230V / 50Hz

• Weight: 4 kg

• Sizes: 244mm x 130mm x 160mm (L x P x A)

• Series Number: 880981 (90466.103)

• Freq/Windowing: 100Hz / FullFrame, 350Hz / HalfFrame, 1200Hz / QuarterFrame, 8 kHz / LineScan (8 x

1.024(h x w))

Camera Objective

MWIR Objective 25 mm

• Focal lenght: f=25 mm

• Light intensity: f/1,4

• Opening angle: 23,1° x 18,6°

• Optimized for LWIR spectral range LWIR

• IFOV: 6,3 rad

• Image field (d=1 m): (384 x 307) mm, geometrical resolution 0,3 mrad

• Nominal focus range: approx. 20 cm - ∞
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Figure 2: Layout of Camera Infratec ImageIR.

Flash Lamps

For the pulsed flash tests a source of optical thermal excitation is used, with 4 flash lamps Hensel EH PRO 6 kJ.

• Capacity up to 6000 Ws

• 5m lamp cable (long plug)

• Housing made of aluminum drawn profile, 2.6 mm thick

• Plug-in flash tube

• Modeling light up to 650 W

• Clear glass cover

• Reflector quick-change automatic, 360° for EH

Figure 3: Lamp Hensel EH Pro 6000.
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Camera Kasimir

• Model: Infratec ImageIR 8300 hp

• Spectral range: (2.0 . . . 5.7) µm

• Pitch: 15 µm

• Detector MCT or InSb

• Detector format (IR pixels) (640 × 512)

• Detector cooling: Stirling cooler

• Temperature measuring range: -40 . . . 1,500 °C

• Measurement accuracy: ± 1 °C or ± 1 %

• Temperature resolution @ 30 °C: Better than 0.02 K

• Frame rate: Up to 125 / 404 / 1,051 / 2,996 Hz

• Window mode: Yes

• Integration time: (0.6 . . . 20,000) µs

• Power supply 24 V DC, wide-range power supply (100 . . . 240) V AC

• Storage and operation temperature (-40 . . . 70) °C, (-20 . . . 50) °C

• Dimensions: 235 × 120 × 160 mm

• Weight: 3.3 kg (without lens)

Camera Objective

MWIR Objective 25 mm

• Focal lenght: f=25 mm

• FOV: 21.7x17.5

• IFOV: 0.6 mrad
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Diode laser system LDM 500-20

• Laser line

• Technology: Fiber-coupled BA high-power diode laser array with 2D scanner head and homogenizing optics

• Optical fiber cable: 200 μm fiber core diameter, 10 m length, NA 0.22 +/- 0.02

• Power up to 500 W

• Wavelenght 935 nm

In order to control the laser power and the pulse duration, it is chosen to use a pulse generator and a function

generator, connected as shown in Fig. A.4. The technical specification of both are reported below:

Pulse generator

Quantum composers 9520 series Digital Delay Pulse Generator

• 8 indipendent channels

• Resolution: 250 ps

• Accuracy: 1na + 0.0001 x setpoint

• Jitter: < 50 ps

Function generator

Rhode & Shwarz HMF2525 Arbitrary Function Generator

• Frequency range: 10 μHz to 25 MHz [50 MHz];

• Triangle and ramp signal up to 10 MHz;

• Pulse: frequency range from 100 μHz to 12.5 MHz [25 MHz];

• Output voltage: 5 mVPP to 10 VPP (into 50 Ω load);

• DC offset: ± 5 mV to 5 V;

• Output impedance steplessly adaptable (1 Ω to 10 kΩ);

• Total harmonic distortion: 0.04% (f < 100 kHz);

• Waveform modes: sine, square, pulse, triangle, ramp and arbitrary wave forms (incl. standard curves: white

noise, pink noise, cardiac, exponential rise and fall, etc.);
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• Modulation modes: AM, FM, pulse, PWM, FSK (internal and external);

• Arbitrary waveform generator: 250 MSa/s, 14 bit, 256 kSa;

• Easily create your own wave forms using standard PC software;

• Oscillographic signal display;

• Front USB to easily save and recall wave forms and settings, RS-232/USB dual interface for remote control;

• BNC connectors: modulation input, sweep output, trigger (input, output), 10MHz reference (input, output, ±1

ppm TCXO).

(a) Pulse generator. (b) Function generator.

(c) Connection pulse generator-function generator.

Figure 4: Scheme and components for square wave pulse generation: pulse and function generator.
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Camera FLIR SC655

Figura 5: FLIR SC655.

IMAGING AND OPTICAL DATA

IR RESOLUTION 640X480

THERMAL SENSIVITY/NETD <0.05°C + 30°C/ 50 mK

FIELD OF VIEW (FOV)/MINIMUM FOCUS

DISTANCE
25° x 18.8°

SPATIAL RESOLUTION (IFOV) 0.69 mrad

IMAGE FREQUENCY 50 Hz

FOCUS Automatic or manual (build in monitor)

FOCAL PLANE ARRAY (FPA)/SPECTRAL

RANGE
7.5 - 13 µm

MEASUREMENT

TEMPERATURE RANGE -20°C to +150°C 0°C to +650°C

ACCURACY ± 2°C or ± 2% of reading

Tabella 2: Technical Specification FLIR SC655.

Appendix B: Matlab® Code

c l e a r a l l

2 f c l o s e a l l ;

d i r e c t o r y = i n p u t ( ’ i n s e r t i n g t h e d i r e c t o r y f i l e I r t a : ’ , ’ s ’ ) ; %i m p o r t t h e r m a l s e q u e n c e i n Mat lab

( f i l e . i r t )

4 n a m e _ t e s t = i n p u t ( ’ i n s e r t i n g t h e t e s t name : ’ , ’ s ’ ) ;

name_sequence= s t r c a t ( d i r e c t o r y , ’ / ’ , name_ te s t , ’ 0 ’ , ’ . i r t ’ ) ;

6 n a m e _ s e q u e n c e _ i r t = s t r c a t ( d i r e c t o r y , ’ / ’ , name_sequence ) ;

f i d = fopen ( name_sequence ) ; %r e a d f i l e 0 ( s i z e s e q u e n c e and t im e v e c t o r t )

8 B= f r e a d ( f i d , [ 1 , 3 ] , ’ i n t e g e r *4 ’ ) ; %g e t s i z e s e q u e n c e ( p i x e l by p i x e l )

t = f r e a d ( f i d , [ 4 , c e i l ( ( B ( 3 ) / 4 ) ) ] , ’ d o u b l e ’ ) ; %e x t r a c t t ime

10 t = r e s h a p e ( t , 4 * c e i l ( ( B ( 3 ) / 4 ) ) , 1 ) ;

f c l o s e ( f i d ) ;
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12 i n i t i a l _ f r a m e = i n p u t ( ’ i n i t i a l f rame : ’ ) ; %i n i t i a l f rame of a n a l y s i s ( Tmax i f i t i s a p u l s e d t e s t )

f i n a l _ f r a m e = i n p u t ( ’ f i n a l f rame : ’ ) ; %f i n a l f rame of a n a l y s i s

14 m a t r i x = z e r o s ( 1 , 1 ) ;

f o r i = i n i t i a l _ f r a m e : f i n a l _ f r a m e %r e a d t h e r m a l s e q u e n c e f rame by frame

16 s t r i n g =[ n a m e _ s e q u e n c e _ i r t i n t 2 s t r ( i ) ’ . i r t ’ ] ;

f i d 1 = fopen ( s t r i n g ) ;

18 f i l m = c a t ( 2 , ma t r i x , f i d 1 ) ;

f i l m = f i l m ( 2 : s i z e ( ma t r ix , 2 ) ) ;

20 f i lm2D ( : , i ) = f r e a d ( f i lm , ’ d o u b l e ’ ) ;

f c l o s e ( f i d 1 ) ;

22 end

fi lm3D=fi lm2D ( : , f r a m e _ i n i z i a l e : f r a m e _ f i n a l e ) ; %fi lm2D i n t o f i lm3D by c o n s i d e r i n g own i n i t i a l and

f i n a l f r a m e s

24 f i lm3D= permute ( film3D , [ 1 2 3 ] ) ;

f i lm3D= permute ( film3D , [ 1 3 2 ] ) ;

26 f i lm3D= r e s h a p e ( film3D , B ( 2 ) ,B ( 1 ) , i n i t i a l _ f r a m e −f i n a l _ f r a m e +1) ;

t = t ( i n i t i a l _ f r a m e : f i n a l _ f r a m e ) ; %t im e r e l a t e d t o t h e c o n s i d e r e d s e q u e n c e

importing_film(irt_to_matlab).m

d i r e c t o r y = i n p u t ( ’ I n s e r i r e d i r e c t o r y f i l e I r t a o u t p u t : ’ , ’ s ’ ) ; %e x p o r t i n g Mat lab r e s u l t ( f o r

example 1 s t d e r i v a t i v e s e q u e n c e ) i n IRTA

2 n a m e _ s e q u e n c e _ f i l e 0 = s t r c a t ( d i r e c t o r y , ’ \ ’ , ’ f i l e 0 ’ , ’ . i r t ’ ) ; %c r e a t i n g a f i l e ( f i l e 0 ) w i th t ime

and m a t r i x s i z e s ( row by column )

name_sequence= s t r c a t ( d i r e c t o r y , ’ \ ’ , ’ f i l e ’ ) ;

4

6 f i d 1 = fopen ( n a m e _ s e q u e n c e _ f i l e 0 , ’wb ’ ) ; %w r i t e f i l e 0

f w r i t e ( f i d 1 , s i z e ( m a t l a b _ r e s u l t , 2 ) , ’ i n t e g e r *4 ’ ) ; %m at l ab r e s u l t number o f columns ( s i z e 2 )

8 f w r i t e ( f i d 1 , s i z e ( m a t l a b _ r e s u l t , 1 ) , ’ i n t e g e r *4 ’ ) ; %m at l ab r e s u l t number o f columns ( s i z e 1 )

f w r i t e ( f i d 1 , s i z e ( m a t l a b _ r e s u l t , 3 ) , ’ i n t e g e r *4 ’ ) ; %m at l ab r e s u l t number o f f r am es ( s i z e 3 )

10 f w r i t e ( f i d 1 , t , ’ d o u b l e ’ ) ; %w r i t i n g t im e

f c l o s e ( f i d 1 ) ;

12 f o r i =1 : s i z e ( m a t l a b _ r e s u l t , 3 ) %w r i t i n g Mat lab r e s u l t

s t r i n g a =[ name_sequence i n t 2 s t r ( i ) ’ . i r t ’ ] ;

14 f i d 2 = fopen ( s t r i n g a , ’wb ’ ) ;

p o s t p r o c e s s i n g _ r e s u l t = m a t l a b _ r e s u l t ( : , : , i ) ;

16 f w r i t e ( f i d 2 , p o s t p r o c e s s i n g _ r e s u l t , ’ d ou b l e ’ ) ;

f c l o s e ( f i d 2 ) ;

18 end

exporting_film(matlab_to_irt).m

f c l o s e a l l

2 f i l m = o r i g i n a l _ s e q u e n c e ;

t ime = o r i g i n a l _ s e q u e n c e _ t i m e ;

4 i n i t i a l _ f r a m e = i n p u t ( ’ s t a r t i n g f rame : ’ ) ;

f i n a l _ f r a m e = i n p u t ( ’ f i n a l f rame : ’ ) ;

6 c o l d _ f r a m e = i n p u t ( ’ c o l d f rame : ’ ) ;

c o o l i n g _ f i l m = f i l m ( : , : , i n i t i a l _ f r a m e : f i n a l _ f r a m e )−f i l m ( : , : , c o l d _ f r a m e ) ; %d e l t a T s e q u e n c e (

c o o l i n g )

8 f o r i =1 : s i z e ( c o o l i n g _ f i l m , 3 )
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f i n a l _ f i l m ( : , : , i ) = ( ( c o o l i n g _ f i l m ( : , : , i ) ) . / ( c o o l i n g _ f i l m ( : , : , 1 ) ) ) ; %n o r m a l i z a t i o n

10 end

12 f o r i =1 : s i z e ( f i n a l _ f i l m , 3 )

f o r j =1 : s i z e ( f i n a l _ f i l m , 2 )

14 f o r k =1: s i z e ( f i n a l _ f i l m , 1 )

i f f i n a l _ f i l m ( k , j , i ) <=0

16 f i n a l _ f i l m ( k , j , i ) =10^−12;

end

18 end

end

20 end

22 f r a m e _ r a t e = i n p u t ( ’ camera f rame r a t e : ’ ) ;

p o l y n o m i a l _ d e g r e e = i n p u t ( ’ p o l y n o m i a l d e g r e e : ’ ) ;

24 t = t im e ( i n i t i a l _ f r a m e : f i n a l _ f r a m e ) ;

t = t −( t ( 1 ) −1/ f r a m e _ r a t e ) ;

26

s1= s i z e ( f i n a l _ f i l m , 1 ) ;

28 s2= s i z e ( f i n a l _ f i l m , 2 ) ;

s3= s i z e ( f i n a l _ f i l m , 3 ) ;

30

32 f o r b =1: s1

f o r c =1: s2

34 TEMP= f i n a l _ f i l m ( b , c , : ) ;

TEMP=TEMP ( : ) ;

36 ln_T= l o g (TEMP) ;

l n _ t i m e = l o g ( t ) ;

38 p o l y n o m i a l _ c o e f f = p o l y f i t ( l n _ t i m e , ln_T , p o l y n o m i a l _ d e g r e e ) ;

p o l y n o m i a l _ v a l u e s = p o l y v a l ( p o l y n o m i a l _ c o e f f , l n _ t i m e ) ;

40 p o l y n o m i a l _ v a l u e s = t r a n s p o s e ( p o l y n o m i a l _ v a l u e s ) ;

42 f i r s t _ d e r i v a t i v e _ c o e f f = p o l y d e r ( p o l y n o m i a l _ c o e f f ) ;

f i r s t _ d e r i v a t i v e _ v a l u e s = p o l y v a l ( f i r s t _ d e r i v a t i v e _ c o e f f , l n _ t i m e ) ;

44 f i r s t _ d e r i v a t i v e _ v a l u e s = t r a n s p o s e ( f i r s t _ d e r i v a t i v e _ v a l u e s ) ;

46 s e c o n d _ d e r i v a t i v e _ c o e f f = p o l y d e r ( f i r s t _ d e r i v a t i v e _ c o e f f ) ;

s e c o n d _ d e r i v a t i v e _ v a l u e s = p o l y v a l ( s e c o n d _ d e r i v a t i v e _ c o e f f , l n _ t i m e ) ;

48 s e c o n d _ d e r i v a t i v e _ v a l u e s = t r a n s p o s e ( s e c o n d _ d e r i v a t i v e _ v a l u e s ) ;

50 m=1;

s =1;

52 f o r m=1: p o l y n o m i a l _ d e g r e e +1

p o l y n o m i a l _ c o e f f _ m a t r i x ( b , c ,m) = p o l y n o m i a l _ c o e f f ( 1 , s ) ; %m a t r i x f o r p o l y n o m i a l

c o e f f i c i e n t s

54 s=s +1;

end

56

x =1;

58 g =1;

f o r x =1: p o l y n o m i a l _ d e g r e e
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60 f i r s t _ p o l y n o m i a l _ c o e f f _ m a t r i x ( b , c , x ) = f i r s t _ d e r i v a t i v e _ c o e f f ( 1 , g ) ; %m a t r i x f o r

f i r s t d e r i v a t i v e p o l y n o m i a l c o e f f i c i e n t s

g=g +1;

62 end

64 d =1;

w=1;

66 f o r d =1: s i z e ( f i n a l _ f i l m , 3 )

p o l y n o m i a l _ m a t r i x ( b , c , d ) = p o l y n o m i a l _ v a l u e s ( 1 ,w) ; %m a t r i x f o r p o l y n o m i a l s e q u e n c e

68 w=w+1;

end

70

k =1;

72 z =1;

f o r k =1: s i z e ( f i n a l _ f i l m , 3 )

74 f i r s t _ d e r i v a t i v e _ m a t r i x ( b , c , k ) = f i r s t _ d e r i v a t i v e _ v a l u e s ( 1 , z ) ; %m a t r i x f o r f i r s t

d e r i v a t i v e s e q u e n c e

z=z +1;

76 end

78 j =1 ;

l =1 ;

80 f o r j =1 : s i z e ( f i n a l _ f i l m , 3 )

s e c o n d _ d e r i v a t i v e _ m a t r i x ( b , c , j ) = s e c o n d _ d e r i v a t i v e _ v a l u e s ( 1 , l ) ; %m a t r i x f o r second

d e r i v a t i v e s e q u e n c e

82 l = l +1 ;

end

84 end

end

Matlab_Code_Post_processing.m
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