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A B ST R AC T

In this Ph.D. dissertation, the feasibility investigation, design and characteri-
zation of different microwave and optical resonator devices with applications
in the fields of medicine, such as cancer radiotherapy, and diagnostic, such
as chemical/biological fluid sensing, is detailed. Different microwave and
optical resonant structures have been considered, the common thread among
them is related to the electromagnetic field theory and the exploitation of the
resonance effect to improve their performance. Ad-hoc homemade computer
codes have been developed, for accurate investigations, and validated via
experimental data.

• The design and optimization of side-coupled proton linear accelerator
microwave cavities via a novel hybrid numerical/analytical approach
is reported in [1], [2]. Such microwave cavities are typically used in
proton linear accelerators devoted to hadron therapy applications. The
design hybrid approach has been validated through measurements. An
excellent agreement between simulation and experiment has been found
in terms of accelerator frequency (simulation: 2.997 916 GHz, experi-
ment: 2.997 796 GHz) and accelerating field nonuniformity (simulation:
1.806 %, experiment: 1.585 %);

• By exploiting the same foregoing hybrid approach, the design and
optimization of a novel proton linear accelerator based on on-axis
coupled electromagnetic band-gap (EBG) cavities for hadron therapy
applications is reported in [3]. The use of EBG cavities allows a very
strong reduction (by about 65 %) of the peak surface electric field, paving
the way to the design and fabrication of very high gradient proton linear
accelerators.

• The design of optical whispering gallery mode (WGM) microresonators
efficiently and selectively excited via tapered optical fibers and long
period gratings is reported in [4]. The design has been well validated
via experimental data. A microbubble-based set-up for chemical and
biomedical fluid sensing has been also investigated [5], [6]. By proper
coupling the WGMs with the tapered fiber modes, resonance shifts higher
than i) −40 GHz/wt.% at 1550 nm and ii) −3 GHz/wt.% at 589 nm, have
been calculated for a sodium chloride (NaCl) and glucose (C6H12O6)
fluid sensing set-ups, respectively.

The foregoing main research topics are detailed in this Ph.D. dissertation.
In addition to them, during the three-year Ph.D. course, I have contributed
to the following side research activities concerning microwave and optical
electromagnetic field applications:

• the design and characterization of an optically transparent wideband
graphene-based planar antenna for microwave applications (GPS, WiFi,
Bluetooth, and 5G) [7]. In particular, I have performed the measurement
of the gain and radiation pattern of the fabricated antenna through the
anechoic chamber SATIMO StarLab, supplied by the “Electromagnetic
Fields” laboratory led by Prof. Francesco Prudenzano;
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• the design and characterization of a reconfigurable antenna loaded by
a gated-graphene capacitor [8]. In particular, I have performed the
measurement of the gain and radiation pattern of the fabricated antenna
via the foregoing anechoic chamber SATIMO StarLab;

• the design of a pulsed Dy3+:ZBLAN laser emitting at about 3 �m, by
exploiting an in-band pumping scheme and the gain-switching regime
for pulse generation [9]. In particular, I have contributed to the numerical
homemade codes for the design of the pulsed Dy3+:ZBLAN laser;

• the design of a multi-wavelength fiber laser based on Tm:Er:Yb:Ho
co-doped germanate glass (simultaneous emission at 1550 nm, 1800 nm
and 2050 nm) [10]. In particular, I have contributed to the numerical
homemade codes for the design of the multi-wavelength fiber laser;

• the design and characterization of a microwave planar sensor for the
dielectric assessment of different vegetable oils [11]. In particular, I have
performed the fabrication of the microwave planar sensor by means
of the PCB prototyping system LPKF ProtoLaser U3, supplied by the
“Electromagnetic Fields” laboratory led by Prof. Francesco Prudenzano.

Finally, I have also contributed to two review papers reporting the recent
advances on middle-infrared fiber lasers and photonic crystal fiber sensors
[12], [13].

v



AC K NOW L E D G M E N T S

These few words are really not enough to express my most heartfelt thanks
to my Ph.D. Supervisor, Prof. Francesco Prudenzano. These three years of
doctoral research activity (and not only that) spent with Prof. Prudenzano
have contributed in a truly significant way to my scientific and technical
education. And, above all, to my personal growth. The scientific insights,
the enthusiastic encouragement and the constructive criticism which Prof.
Prudenzano provided throughout my doctoral work have always been very
helpful and very much appreciated.

I wish to thank my family for giving me a valuable moral support throughout
my graduate and doctoral studies. In this regard, very special thanks go to
my sweetheart, Roberta.

I would like to thank my colleagues and friends Giuseppe, Vincenza and
Christian for their useful technical and humane suggestions.

I wish to thank my long-standing friends. They are my extended family. I
am very grateful to them for their support.

Last but not least, I want to sincerely thank my father. I will be forever
grateful to him for what he taught me. I am very proud to be his son.

Bari, October 2019 Dario Laneve

vi



P h . D . P U B L I C AT I O N S

papers in international journals

[1] M. C. Falconi, D. Laneve, and F. Prudenzano, “Advances in Mid-IR
Fiber Lasers: Tellurite, Fluoride and Chalcogenide,” Fibers, vol. 5, no. 2,
pp. 23–34, Jun. 2017. doi: 10.3390/fib5020023.

[2] M. Grande, G. V. Bianco, D. Laneve, P. Capezzuto, V. Petruzzelli,
M. Scalora, F. Prudenzano, G. Bruno, and A. D’Orazio, “Optically
transparent wideband CVD graphene-based microwave antennas,”
Appl. Phys. Lett., vol. 112, no. 25, 251103, Jun. 2018. doi: 10.1063/1.
5037409.

[3] F. Chiavaioli, D. Laneve, D. Farnesi, M. C. Falconi, G. Nunzi Conti,
F. Baldini, and F. Prudenzano, “Long Period Grating-Based Fiber
Coupling to WGM Microresonators,” Micromachines, vol. 9, no. 7, 366,
Jul. 2018. doi: 10.3390/mi9070366.

[4] D. Laneve, M. C. Falconi, M. Bozzetti, G. Rutigliani, R. A. Prisco,
V. Dimiccoli, and F. Prudenzano, “Electromagnetic Design of Mi-
crowave Cavities for Side-Coupled Linear Accelerators: A Hybrid
Numerical/Analytical Approach,” IEEE Trans. Nucl. Sci., vol. 65, no. 8,
pp. 2233–2239, Aug. 2018. doi: 10.1109/TNS.2018.2851387.

[5] M. C. Falconi, D. Laneve, M. Bozzetti, T. T. Fernandez, G. Galzerano,
and F. Prudenzano, “Design of an Efficient Pulsed Dy3+:ZBLAN Fiber
Laser Operating in Gain Switching Regime,” J. Lightw. Technol., vol. 36,
no. 23, pp. 5327–5333, Dec. 2018. doi: 10.1109/JLT.2018.2871665.

[6] D. Laneve, M. C. Falconi, M. Bozzetti, G. Rutigliani, R. A. Prisco,
V. Dimiccoli, and F. Prudenzano, “Efficient hybrid approach to the
electromagnetic design of resonant cavities for side-coupled linacs,”
IET J. Eng., vol. 2019, no. 6, pp. 4617–4621, Mar. 2019. doi: 10.1049/
joe.2018.5145.

[7] V. Portosi, D. Laneve, M. C. Falconi, and F. Prudenzano, “Advances
on Photonic Crystal Fiber Sensors and Applications,” Sensors, vol. 19,
no. 8, 1892, Apr. 2019. doi: 10.3390/s19081892.

[8] M. Grande, G. V. Bianco, D. Laneve, P. Capezzuto, V. Petruzzelli, M.
Scalora, F. Prudenzano, G. Bruno, and A. D’Orazio, “Gain and phase
control in a graphene-loaded reconfigurable antenna,” Appl. Phys. Lett.,
vol. 115, no. 13, 133103, Sep. 2019. doi: 10.1063/1.5111868.

[9] A. Ivanov, T. Agliullin, D. Laneve, V. Portosi, A. Vorobev, R. R. Nigmat-
ullin, A. Nasybullin, O. Morozov, F. Prudenzano, A. D’Orazio, and M.
Grande, “Design and Characterization of a Microwave Planar Sensor
for Dielectric Assessment of Vegetable Oils,” Electronics, vol. 8, no. 9,
1030, Sep. 2019. doi: 10.3390/electronics8091030.

[10] M. C. Falconi, D. Laneve, V. Portosi, S. Taccheo, and F. Prudenzano,
“Design of a Multi-wavelength Fiber Laser Based on Tm:Er:Yb:Ho
Co-doped Germanate Glass,” J. Lightw. Technol., Jan. 2020, early access.
doi: 10.1109/JLT.2020.2966999.

vii

https://doi.org/10.3390/fib5020023
https://doi.org/10.1063/1.5037409
https://doi.org/10.1063/1.5037409
https://doi.org/10.3390/mi9070366
https://doi.org/10.1109/TNS.2018.2851387
https://doi.org/10.1109/JLT.2018.2871665
https://doi.org/10.1049/joe.2018.5145
https://doi.org/10.1049/joe.2018.5145
https://doi.org/10.3390/s19081892
https://doi.org/10.1063/1.5111868
https://doi.org/10.3390/electronics8091030
https://doi.org/10.1109/JLT.2020.2966999


[11] D. Laneve, V. Portosi, M. C. Falconi, G. Rutigliani, R. A. Prisco, V. Dimic-
coli, and F. Prudenzano, “Design of Electromagnetic Band-Gap Cavities
for High-Gradient On-Axis Coupled-Cavity Linear Accelerators,” IEEE
Trans. Nucl. Sci., Oct. 2019, submitted.

papers in proceedings of international and national conferences

[12] D. Laneve, M. C. Falconi, G. Palma, A. Crudele, and F. Prudenzano,
“Optical microresonators for biomedicine applications,” in Proc. ICTON
2017, Girona, Spain, Jul. 2017, We.B4.4. doi: 10.1109/ICTON.2017.
8025017.

[13] M. C. Falconi, D. Laneve, C. Clemente, D. Gurban, T. T. Fernandez, G.
Galzerano, and F. Prudenzano, “Global optimization via evolutionary
approach of a Dy3+:ZBLAN fiber amplifier for MID-IR applications,”
in Proc. SPIE 2018, vol. 10683, Strasbourg, France, May 2018, p. 106830L.
doi: 10.1117/12.2306473.

[14] M. C. Falconi, D. Laneve, M. Bozzetti, T. T. Fernandez, G. Galzerano,
and F. Prudenzano, “Continuos-wave and pulsed optical fiber lasers
for medium infrared applications,” in Proc. ICTON 2018, Bucharest,
Romania, Jul. 2018, Mo.B6.5. doi: 10.1109/ICTON.2018.8473783.

[15] M. Grande, G. V. Bianco, D. Laneve, P. Capezzuto, V. Petruzzelli, M.
Scalora, F. Prudenzano, G. Bruno, and A. D’Orazio, “Graphene for
Optically Transparent Telecommunication Devices,” in Proc. ICTON
2018, Bucharest, Romania, Jul. 2018, Mo.C2.2. doi: 10.1109/ICTON.
2018.8473815.

[16] D. Laneve, M. C. Falconi, F. Chiavaioli, D. Farnesi, G. Nunzi Conti,
S. Soria, F. Baldini, and F. Prudenzano, “Optical coupling of spherical
microresonators with tapered fibers for chemical/biomedical applica-
tions,” in Proc. MetroSea 2018, Bari, Italy, Oct. 2018, pp. 247–251. doi:
10.1109/MetroSea.2018.8657862.

[17] D. Laneve, M. C. Falconi, G. Palma, C. Scarnera, F. Chiavaioli, D.
Farnesi, T. Kishi, A. Chiappini, G. Nunzi Conti, S. Soria, V. Nazabal, F.
Baldini, M. Ferrari, and F. Prudenzano, “Passive and active whispering
gallery mode microresonators in optical engineering,” in Proc. SPIE
2019, vol. 10904, San Francisco, CA, US, Mar. 2019, p. 1 090 417. doi:
10.1117/12.2512038.

[18] M. C. Falconi, D. Laneve, C. Clemente, G. Ricchiuti, A. Loconsole,
V. Portosi, A. Crudele, G. Galzerano, and F. Prudenzano, “Fluoride
Glass Pulsed Laser in Middle Infrared Wavelength Range,” in Proc.
CLEO/Europe-EQEC 2019, Munich, Germany, Jun. 2019, cj_p_33. doi:
10.1109/CLEOE-EQEC.2019.8872425.

[19] M. C. Falconi, D. Laneve, V. Portosi, S. Taccheo, and F. Prudenzano,
“Design of ultra-wideband Yb:Er:Tm:Ho co-doped germanate glass
devices,” in Proc. ICTON 2019, Angers, France, Jul. 2019, Th.B6.3. doi:
10.1109/ICTON.2019.8840460.

[20] V. Marrocco, V. Basile, I. Fassi, M. Grande, D. Laneve, F. Prudenzano,
and A. D’Orazio, “Dielectric Resonant Antennas via Additive Manu-
facturing for 5G Communications,” in Proc. PIERS 2019, in press, Rome,
Italy, 2019.

viii

https://doi.org/10.1109/ICTON.2017.8025017
https://doi.org/10.1109/ICTON.2017.8025017
https://doi.org/10.1117/12.2306473
https://doi.org/10.1109/ICTON.2018.8473783
https://doi.org/10.1109/ICTON.2018.8473815
https://doi.org/10.1109/ICTON.2018.8473815
https://doi.org/10.1109/MetroSea.2018.8657862
https://doi.org/10.1117/12.2512038
https://doi.org/10.1109/CLEOE-EQEC.2019.8872425
https://doi.org/10.1109/ICTON.2019.8840460


[21] M. C. Falconi, D. Laneve, V. Portosi, S. Taccheo, and F. Prudenzano,
“Modeling of a 980-nm pumped Yb:Er:Tm:Ho co-doped glass device
for homogeneous gain and lasing over a 600-nm wavelength interval,”
in Proc. ASSL 2019, Vienna, Austria, Oct. 2019, JTu3A.31. doi: 10.1364/
ASSL.2019.JTu3A.31.

[22] D. Laneve, M. C. Falconi, G. Palma, F. Chiavaioli, G. Nunzi Conti, G. C.
Righini, C. Trono, and F. Prudenzano, “Microspheres and Microbubbles
for Chemical and Biomedicine Optical Sensing,” in Proc. FOTONICA
2017, Padua, Italy, Jun. 2017. doi: 10.1049/cp.2017.0195.

[23] M. C. Falconi, D. Laneve, Y. Wang, T. T. Fernandez, G. Galzerano, and F.
Prudenzano, “Modelling of Dysprosium-Doped ZBLAN Fiber Laser,”
in Proc. FOTONICA 2017, Padua, Italy, Jun. 2017. doi: 10.1049/cp.
2017.0194.

[24] M. C. Falconi, D. Laneve, M. Bozzetti, T. T. Fernandez, G. Galzerano,
and F. Prudenzano, “Design of an In-Band Pumped Dysprosium-
Doped ZBLAN Fiber Amplifier Operating at 2.9-3.2 Micron,” in Proc.
RiNEm 2018, Cagliari, Italy, Sep. 2018, pp. 229–232. [Online]. Available:
http://www.elettromagnetismo.it/wp-content/uploads/2018/

09/XXII-RiNEm-Conference-Proceedings.pdf.

abstracts of international and national conferences

[25] D. Laneve, M. C. Falconi, G. Palma, F. Chiavaioli, G. Nunzi Conti, G. C.
Righini, C. Trono, and F. Prudenzano, “Optical microresonators for
chemical and biological sensing applications,” presented at the 7th
EOS Topical Meeting on Optical MicroSystems (O�S’17), Anacapri,
Italy, Sep. 10–14, 2017.

[26] M. C. Falconi, D. Laneve, T. T. Fernandez, G. Galzerano, and F. Pruden-
zano, “Numerical modeling of a Dy3+:ZBLAN fiber laser operating in
gain switching regime,” presented at the 7th International Workshop
on Photoluminescence in Rare Earths: Photonic Materials and Devices
(PRE’17), Rome, Italy, Nov. 30–Dec. 2, 2017.

[27] D. Laneve, M. C. Falconi, F. Chiavaioli, D. Farnesi, G. Nunzi Conti,
S. Soria, F. Baldini, and F. Prudenzano, “Optical Resonators for Chemi-
cal/Biological Sensing,” presented at the 1st International Conference
on Dielectric Photonic Devices and Systems Beyond Visible (D-Photon
2018), Bari, Italy, Oct. 1–2, 2018.

[28] M. C. Falconi, D. Laneve, C. Clemente, A. Crudele, T. T. Fernandez,
G. Galzerano, and F. Prudenzano, “Mid-IR Fiber Amplifier Based on
Dysprosium-Doped ZBLAN Glass,” presented at the 1st International
Conference on Dielectric Photonic Devices and Systems Beyond Visible
(D-Photon 2018), Bari, Italy, Oct. 1–2, 2018.

[29] M. C. Falconi, D. Laneve, and F. Prudenzano, “Feasibility Investigation
of Fiber Lasers for Mid-IR applications,” presented at the COST Action
MP1401 4th Annual Conference, Warsaw, Poland, Oct. 24–26, 2018.

[30] D. Laneve, M. C. Falconi, G. Palma, V. Nazabal, F. Starecki, L. Bodiou, J.
Charrier, and F. Prudenzano, “Rare Earth Doped Integrated Microcavi-
ties for Active Sensing Applications,” presented at the 41st PhotonIcs
& Electromagnetics Research Symposium (PIERS 2019), Rome, Italy,
Jun. 17–20, 2019.

ix

https://doi.org/10.1364/ASSL.2019.JTu3A.31
https://doi.org/10.1364/ASSL.2019.JTu3A.31
https://doi.org/10.1049/cp.2017.0195
https://doi.org/10.1049/cp.2017.0194
https://doi.org/10.1049/cp.2017.0194
http://www.elettromagnetismo.it/wp-content/uploads/2018/09/XXII-RiNEm-Conference-Proceedings.pdf
http://www.elettromagnetismo.it/wp-content/uploads/2018/09/XXII-RiNEm-Conference-Proceedings.pdf


[31] D. Laneve, M. C. Falconi, F. Chiavaioli, D. Farnesi, G. Nunzi Conti, S.
Soria, F. Baldini, and F. Prudenzano, “Optical Microcavities Resonances:
Chemical and Biological Sensing Applications,” presented at the 41st
PhotonIcs & Electromagnetics Research Symposium (PIERS 2019),
Rome, Italy, Jun. 17–20, 2019.

[32] M. C. Falconi, D. Laneve, S. Taccheo, and F. Prudenzano, “Design
and Optimization of Wideband Spectrum Lasing,” presented at the
41st PhotonIcs & Electromagnetics Research Symposium (PIERS 2019),
Rome, Italy, Jun. 17–20, 2019.

[33] M. C. Falconi, D. Laneve, C. Clemente, G. Ricchiuti, A. Crudele, M.
Bozzetti, V. Nazabal, I. T. Sorokina, and F. Prudenzano, “Mid-IR Super-
continuum Generation in Rare Earth-doped Optical Fibers,” presented
at the 41st PhotonIcs & Electromagnetics Research Symposium (PIERS
2019), Rome, Italy, Jun. 17–20, 2019.

[34] S. Berneschi, A. Barucci, F. Chiavaioli, M. C. Falconi, D. Farnesi, G.
Frigenti, I. A. Grimaldi, D. Laneve, S. Pelli, G. Persichetti, S. Soria, G.
Testa, C. Trono, F. Prudenzano, R. Bernini, and G. Nunzi Conti, “Man-
aging Coupled Wavelengths and Modes in Waveguide-microresonator
Systems,” presented at the 41st PhotonIcs & Electromagnetics Research
Symposium (PIERS 2019), Rome, Italy, Jun. 17–20, 2019.

[35] M. C. Falconi, D. Laneve, V. Portosi, S. Taccheo, and F. Prudenzano,
“Numerical investigation of simultaneous lasing at three different
wavelengths in an Yb:Er:Tm:Ho co-doped germanate glass,” presented
at the 8th International Workshop on Photoluminescence in Rare Earths:
Photonic Materials and Devices (PRE’19), Nice, France, Sep. 4–6, 2019.

[36] D. Laneve, M. C. Falconi, G. Palma, V. Gallo, A. Rizzuti, F. Chiavaioli,
G. Nunzi Conti, G. C. Righini, S. Soria, C. Trono, and F. Prudenzano,
“Feasibility Investigation of Microspherical Resonators for Fluid Sens-
ing in Medicine,” presented at the 20th Italian National Conference
on Photonic Technologies (FOTONICA 2018), Lecce, Italy, May 23–25,
2018.

[37] M. C. Falconi, D. Laneve, M. Bozzetti, T. T. Fernandez, G. Galzerano,
and F. Prudenzano, “Design of a Gain-Switched Dy3+:ZBLAN Fibre
Laser,” presented at the 20th Italian National Conference on Photonic
Technologies (FOTONICA 2018), Lecce, Italy, May 23–25, 2018.

x



CO N T E N T S

list of figures xiii
list of tables xiv
list of acronyms and abbreviations xiv
introduction 1

1 coupled-cavity linear accelerators theory 3
1.1 On-axis energy gain in an RF accelerating gap . . . . . . . . . 4
1.2 Linac figures of merit . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Coupled oscillators circuit model . . . . . . . . . . . . . . . . . 8
1.4 Dispersion curve of biperiodic structures . . . . . . . . . . . . 11
1.5 Properties of the 𝜋/2 mode . . . . . . . . . . . . . . . . . . . . 11
1.6 Biperiodic linear accelerating structures . . . . . . . . . . . . . 14
1.7 Finite-length CCL tanks: half-cells termination . . . . . . . . . 16
1.8 Finite-length CCL tanks: full-cells termination . . . . . . . . . 18

2 electromagnetic design of microwave cavities for side-
coupled linear accelerators : a hybrid numerical/an-
alytical approach 20
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Design overview . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.1 HA code details . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 Design specifications . . . . . . . . . . . . . . . . . . . . 25

2.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 End Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 32

3 design of electromagnetic band-gap cavities for high-
gradient on-axis coupled-cavity linear accelerators 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Design overview . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.1 HA code details . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Design specifications . . . . . . . . . . . . . . . . . . . . 36

3.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.1 End Cells . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Performance comparison between SCL and EBG ACs . . . . . 38
3.5 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 42

4 whispering gallery mode theory 47
4.1 Analytical model of a multilayer WGM microresonator . . . . 47
4.2 Coupling model . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5 optical coupling of wgm microresonators with tapered
fibers for chemical/biological sensing applications 53
5.1 WGM-based sensing applications . . . . . . . . . . . . . . . . . 53
5.2 Overview of the WGM microresonator-taper coupling system 54
5.3 Manufacturing of WGM microresonators, tapers and LPGs . . 54
5.4 Design and experimental validation of the coupling system . . 56

5.4.1 Microsphere-based set-up . . . . . . . . . . . . . . . . . 56
5.4.2 Microbubble-based set-up . . . . . . . . . . . . . . . . . 58

5.5 Microbubbles for chemical/biological fluid sensing . . . . . . 60
5.6 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . 66
conclusion 67

xi



contents xii

bibliography 69



L I ST O F F I G U R E S

Figure 1.1 Periodic disk-loaded cylindrical waveguide . . . . . . 3
Figure 1.2 RF accelerating gap . . . . . . . . . . . . . . . . . . . . 4
Figure 1.3 Stable synchronous phase for longitudinal focusing . 5
Figure 1.4 Equivalent circuit model of a CCL . . . . . . . . . . . 8
Figure 1.5 Dispersion curve of a CCL . . . . . . . . . . . . . . . . 12
Figure 1.6 Electric field patterns for 0, 𝜋/2, and 𝜋 modes . . . . . 13
Figure 1.7 Biperiodic linear accelerating structures . . . . . . . . 15
Figure 1.8 Half-cells termination of finite-length CCLs . . . . . . 16
Figure 1.9 Full-cells termination of finite-length CCLs . . . . . . 18
Figure 2.1 CAD sketches of the SCL’s ACs and CCs . . . . . . . . 22
Figure 2.2 Boundary conditions for simulating SCL quintuplets . 23
Figure 2.3 Flowchart of the HA code . . . . . . . . . . . . . . . . 24
Figure 2.4 Convergence of the HA code . . . . . . . . . . . . . . . 28
Figure 2.5 Fabricated five-cavity SCL tank with end cells (ECs) . 30
Figure 2.6 Simulated and measured longitudinal electric field

intensity . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Figure 3.1 CAD sketches of the EBG’s ACs and CCs . . . . . . . 34
Figure 3.2 3D sketch of a full EBG accelerating cavity . . . . . . . 35
Figure 3.3 Accelerating electric field distribution in the optimized

EBG tank . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Figure 3.4 On-axis electric field intensity in the optimized EBG tank 40
Figure 3.5 Dispersion curves of the optimized SCL and EBG tanks 42
Figure 3.6 Longitudinal wakefields in the EBG and SCL tanks . . 43
Figure 3.7 Transverse wakefields in the EBG and SCL tanks . . . 44
Figure 3.8 Transverse wake potentials for each mode in the EBG

and SCL tanks . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 4.1 Multilayer WGM sphere resonator coupled with a

tapered fiber . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 4.2 Cross-section of a multilayer WGM sphere resonator . 48
Figure 5.1 Simulated WGM microresonator-taper coupling system 54
Figure 5.2 Microsphere and microbubble-based set-ups . . . . . 55
Figure 5.3 Microsphere-based set-up: simulation vs experiment 57
Figure 5.4 Microsphere-based set-up: transmittance vs gap . . . 58
Figure 5.5 Microbubble-based set-up: simulation vs experiment 59
Figure 5.6 Microbubble-based set-up: transmittance vs gap . . . 60
Figure 5.7 Electric field distribution in microbubble and taper . . 61
Figure 5.8 Microbubble-based NaCl sensor: WGM1149,1149,1 cou-

pled with LP0,10 . . . . . . . . . . . . . . . . . . . . . . 62
Figure 5.9 Microbubble-based NaCl sensor: WGM1117,1117,2 cou-

pled with LP0,12 . . . . . . . . . . . . . . . . . . . . . . 63
Figure 5.10 Microbubble-based NaCl sensor: WGM1067,1067,3 cou-

pled with LP0,12 . . . . . . . . . . . . . . . . . . . . . . 63
Figure 5.11 Microbubble-based NaCl sensor: detuning shift vs

concentration . . . . . . . . . . . . . . . . . . . . . . . 64
Figure 5.12 Microbubble-based C6H12O6 sensor: detuning shift vs

concentration . . . . . . . . . . . . . . . . . . . . . . . 65

xiii



L I ST O F TA B L E S

Table 2.1 SCL design: HA tank period calculation settings . . . 26
Table 2.2 SCL design: ACs and CCs optimized geometrical pa-

rameters . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Table 2.3 SCL design: ACs and CCs constant geometrical pa-

rameters . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Table 2.4 SCL design: HA optimization settings . . . . . . . . . 27
Table 2.5 EM parameters of the optimized SCL cavities . . . . . 29
Table 3.1 EBG design: ACs and CCs optimized geometrical

parameters . . . . . . . . . . . . . . . . . . . . . . . . . 36
Table 3.2 EBG design: ACs and CCs constant geometrical pa-

rameters . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Table 3.3 EM parameters of the optimized EBG cavities . . . . . 38
Table 3.4 Performance comparison between the SCL ACs and

the EBG ACs . . . . . . . . . . . . . . . . . . . . . . . . 40
Table 5.1 Refractive index dispersion of an aqueous NaCl solution 62
Table 5.2 Refractive index dispersion of an aqueous C6H12O6

solution . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

L I ST O F AC RO N Y M S A N D A B B R E V I AT I O N S

AC accelerating cavity
CC coupling cavity
CCL coupled-cavity linac
em electromagnetic
EBG electromagnetic band-gap
EC end cell
FEM finite element method
FSR free spectral range
HA hybrid approach
HOM high-order mode
linac linear accelerator
LP linearly polarized
LPG long period grating
NIR near infrared
OACL on-axis-coupled linac
PEC perfect electric conductor
PMC perfect magnetic conductor
PML perfect matched layer
PSO particle swarm optimization

xiv



list of tables xv

RF radio frequency
SCL side-coupled linac
TE transverse electric
TM transverse magnetic
VNA vector network analyzer
WGM whispering gallery mode



I N T RO D U C T I O N

In recent years, the role of microwave and optical resonator devices in the
fields of the medicine diagnostic and biological investigations is considerably
increased, opening the way for novel opportunities and interesting applications.
The huge potential and flexibility of resonant electromagnetic fields can
be effectively exploited in chemical and biomedical applications ranging
from microwave to optical frequencies. For instance, electromagnetic fields
resonating at microwave frequencies are at the basis of adavanced real-time
mini- or non-invasive diagnostic systems for cancer radiation therapy using
particle linear accelerators (linacs). On the other hand, several applications
in biology, health care and environmental monitoring can greatly benefit
from the exploitation of optical resonances arising in sub-millimeter dielectric
structures.

An innovative form of radiotherapy, known as hadron therapy (or particle
therapy), has been recently established as a new technique in therapeutic
treatment of tumors [14]. It basically consists of cancerous tissues irradiation
by means of high-energy heavy ion beams, in partricular protons and carbon
ions [14]–[16]. In fact, the depth-dose energy distributions of protons and
carbon ions interacting with the matter largely increase at the end of their path,
where a narrow peak (Bragg peak) arises. This is a favourable feature when
treating deep-seated and radioresistant tumours, i.e. tumours tissues which
are less sensitive to the conventional X rays irradiation than the surrounding
healthy tissues. Microwave cavity-based particle linacs are very promising
for the development of precise and high target selectivity hadron therapy
machines. In fact, linacs have several advantages compared to other particle
accelerators, such as synchrotrons and cyclotrons: i) they are modular, each
accelerating module can be powered by independently controlled pulsed
klystrons; ii) the output beam energy can be continuously varied on a pulse-
to-pulse basis, by adjusting the amplitude and/or phase of the klystron RF
pulses; iii) the tumour target can be covered several times by applying the spot
scanning technique [15]; iv) very low proton currents are enough to deliver the
typical doses required by the cancer treatment protocols; v) there is no power
loss from synchrotron radiation, beacuse of the linear path traversed by the
particle beam; vi) beam injection and extraction are simpler than in circular
accelerators, beacuse of the open ends of the linacs; vii) high-intensity charged-
particle beams of high beam quality (i. e. small beam diameter and energy
spread) can be produced through linacs [17]. The fabrication and acceleration
tests of the first 3-GHz proton linac prototype devoted to the hadron therapy
is described in [18]. It was based on a well-known coupled-cavity accelerating
structure, known as side-coupled linac (SCL) [19], in which a proton beam was
accelerated from 62 to 74 MeV by an average electric field of 16 MV/m. Since
then, a number of design and fabrication projects involving proton linacs for
hadron therapy have been undertaken [20]–[24].

In addition to microwave resonators, optical dielectric microresonator-based
devices are also fundamental in a wide class of applications, including chemical
sensing and label-free detection of biomolecules [25]–[27]. Optical resonators
are also very promising for diagnosing different cancer biomarkers [28]–[32].
Optical resonators allow light to be confined in very compact volumes where
hundreds of roundtrips takes place. This dramatically increases the interaction
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length with the surroinding environment, compared to waveguide-based
sensors, in which light–matter interaction is limited by single-pass propagation.
This aspect can greatly help the detection of low concentration analytes and it
is related to the high quality factor which optical microresonators typically
exhibit. Other remarkable properties of optical microresonator-based set-ups
are compactness, low response time, immunity to electromagnetic interference
and limited fabrication costs. The most common optical resonators are Fabry-
Pérot cavities and whispering gallery mode (WGM) resonators. In Fabry-Pérot
cavities the light oscillation is achieved by using mirrors [33], which is a
well-established and simple method. However, Fabry-Pérot cavities suffer
from the limited compactness and the low integration density, resulting in
poor suitability for modern photonics applications. A valuable alternative to
Fabry-Pérot cavities, especially in the fields of biology and medicine, is given by
dielectric microcavities with circular geometries, such as rings, disks, spheres,
bubbles and toroids [34]–[43]. The light propagation in such microcavities
are described by the well-known WGM theory [44]. WGM resonators are
characterized by very high power density, extremely small mode volume, very
narrow spectral linewidth, very high quality factors, potentially low material
absorption and minimal reflection losses [44]. All these properties make
the WGM resonators very attractive for developing chemical and biosensing
applications.

In view of the foregoing discussion, this thesis has been devoted to the the-
oretical study, design, optimization and characterization of novel devices and
systems for biomedical/chemical and environmental diagnosis applications,
based on microwave and optical resonant structures. In particular:

the first chapter illustrates the analytical theory describing the coupled-
cavity linacs (CCLs), which has been exploited for the electromagnetic
design of radio frequency (RF) CCL-based particle accelerators;

the second chapter describes a novel hybrid analytical/numerical ap-
proach for the design and optimization of the coupled microwave cavities
of an SCL. The experimental validation of the design hybrid approach
is also reported;

the third chapter illustrates the design of a novel proton linac based on
on-axis coupled electromagnetic band-gap (EBG) cavities, by means of
the same foregoing hybrid approach. The performance comparison with
the SCL cavities is also reported;

the fourth chapter reports a general and comprehensive theoretical
model concerning multilayer WGM microresonators evanescently cou-
pled to input/ouput optical waveguides;

the fifth chapter illustrates the design and characterization of novel
WGM microresonator-based coupling systems for efficient and selective
addressing of (quasi-)distributed WGM microresonators via tapered
optical fibers and long period gratings (LPGs). The use of a microbubble-
based coupling system for chemical/biological sensing applications has
been also investigated.



1CO U P L E D - C AV I T Y L I N E A R AC C E L E R ATO R S T H E O RY

An electromagnetic (em) field can provide energy gain to an electrically
charged moving particle, if the following two conditions are met [17]:

1. the em field must have an electric component with the same direction of
the particle motion;

2. the propagating em field and the moving particle must have the same
velocity to maintain synchronism.

The first condition can be satisfied by a transverse magnetic (TM) em field
propagating in a uniform cylindrical waveguide. But the second condition is
not satisfied for a uniform cylindrical waveguide, because 𝑣𝑝 > 𝑐, where 𝑣𝑝 is
the phase velocity of the field and 𝑐 is the speed of light in vacuum [45]. In
order to have an accelerating field with a phase velocity 𝑣𝑝 < 𝑐, accelerating
structures with periodic geometries are effectively used. In this regard, a
periodic slow-wave accelerating structure can be viewed as [17]:

1. a periodically loaded cylindrical waveguide in which the phase velocity
of the propagating em field is reduced by the reflections from the
periodic loading elements;

2. a periodic array of coupled resonators.

As an example, in Figure 1.1 a periodic disk-loaded cylindrical waveguide
accelerating structure is shown. The disk-loaded structure in Figure 1.1 can
be also viewed as a periodic array of pillbox cavities coupled through irises.
This coupled-cavity picture allows to formulate an analytic description for the
dispersion curve of the accelerating structure as well as analytical formulas
for estimating the cavity coupling constants [46]–[48].

The monoperiodic disk-loaded waveguide in Figure 1.1 is effectively used
as an accelerating structure for relativistic particles. Electron linacs are
typically designed as disk-loaded waveguides, since electrons are so light
that their velocity is already relativistic at injection from the electron gun.
For accelerating heavier ions, such as protons, resonantly-coupled linear

d

2a
2b

Figure 1.1: Periodic disk-loaded, or iris-loaded, cylindrical waveguide. The waveguide
radius is 𝑏. The iris radius is 𝑎. The distance between two adjacent loading
disks, i. e. the spatial period, is 𝑑.
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Figure 1.2: (a) RF accelerating gap geometry. A sketch of the on-axis electric field lines
is also shown. The gap length, 𝑔, is within an axial distance, 𝑙, including
the drift space, 𝑠. (b) RF electric field distribution on the beam propagation
axis. (Adapted from [17])

accelerators (linacs) are instead used, including the biperiodic coupled-cavity
linacs (CCLs) [17].

In this chapter, the general concepts pertaining to the energy gain of
charged particles from a radio frequency (RF) electric field confined within
an accelerating gap are first introduced. The typical design figures of merit
used to assess the performance of linac cavities are also listed. Then, an
equivalent circuit model to analytically described the CCLs will be illustrated.
The remarkable properties of the accelerating 𝜋/2 mode of the CCLs will be
described. Moreover, suitable boundary conditions will be considered for
modelling finite-length biperiodic CCLs with preserved em field distribution
and symmetry.

1.1 on-axis energy gain in an rf accelerating gap

In all RF accelerators, the energy gain is provided to the particle beam by an
RF electric field, which must be synchronous with the beam for a efficient
energy transfer. In particular, multicavity RF linacs are designed to produce a
given energy/velocity gain per cavity. To do this, a reference particle, known
as the synchronous particle, is considered. The synchronous particle is an
ideal particle whose velocity at each instant of time equals the phase velocity
of the accelerating field. That is, the synchronous particle enters each linac
cavity with the same correct velocity (phase). Thus, the synchronous particle
gains the same right amount of energy to maintain exact synchronism with
the accelerating fields. As will be described in Section 1.6, the velocity of the
synchronous particle is used to design the accelerating cavity lengths. The
synchronous particle is also fundamental for providing longitudinal focusing
and stable output beam intensity, as described in the following.

Energy is transferred to particles from a TM010-like standing-wave em field
having the electric component along the direction of the particle motion. An
example of an RF accelerating gap is shown in Figure 1.2a. The gap, 𝑔, is
centered on an axial distance, 𝑙, which includes the drift space, 𝑠. The drift
space prevent particles from interacting with a reverse-phase field when
particles transit from one gap to the next one. The on-axis electric field, 𝐸𝑧(𝑧),
experienced by the synchronous particle moving along the 𝑧-axis with a
velocity 𝑣(𝑧) is [17], [49]

𝐸𝑧(𝑟 = 0, 𝑧, 𝑡) = 𝐸(0, 𝑧) cos[𝜔𝑡(𝑧) + 𝜙𝑠], (1.1)
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S
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L

Figure 1.3: Time variation of the on-axis electric field within an accelerating gap. The
three points are the stable (S), early (E), and late (L) phases pertaining to
the particle beam longitudinal focusing.

where 𝑡(𝑧) =
∫ 𝑧

0 𝑣(𝑧)d𝑧 is the time the particle is at position 𝑧; 𝜔 is the RF
frequency; 𝜙𝑠 is the synchronous phase, i. e. the phase of the synchronous
particle. The on-axis electric field confined within the axial distance 𝑙 is shown
in Figure 1.2b. At the time 𝑡 = 0, the phase of the field relative to the crest is
𝜙𝑠 , as shown in Figure 1.3, where it can be seen that 𝜙𝑠 < 0. At first glance, a
negative synchronous phase might seem unreasonable since a synchronous
particle with 𝜙𝑠 = 0 would experience the maximum electric field strength, so
the maximum energy gain. Actually, the crest of the field is not a stable point
for particle acceleration [17], [49]. In fact, all particles entering a cavity with
a phase 𝜙 ≠ 𝜙𝑠 would experience a lower electric field, a lower energy gain
and a lower acceleration. In the next cavity, such particles would experience
an even lower electric field and acceleration, and so on. The final effect is a
strong longitudinal defocusing, since particles slip behind in phase and do
not experience any net acceleration, leading to a very unstable output beam.
In contrast, longitudinal restoring forces exist when the beam is accelerated
by an electric field that is rising in time [17], [49]. That is, the synchronous
phase, 𝜙𝑠 , is chosen corresponding to the stable point S shown in Figure
1.3. It is a stable point because nearby particles arriving earlier than the
synchronous particle (labeled E in Figure 1.3) experience a smaller electric
field, and particles arriving later (labeled L in Figure 1.3) will experience a
larger electric field. In the next accelerating gap, the previous early particles
are now late particles and the previous late particles are now early particles.
By going on, the nearby particles will oscillate about the stable phase, with
an oscillation amplitude that decreases as the beam energy increases, i. e.
when particles approach relativistic velocities [17], [49]. In summary, choosing
𝜙𝑠 < 0, with the accelerating field rising in time, provides longitudinal phase
stability.

A general equation for energy gain can be derived from the electric field
expression in (1.1). The energy gain of an arbitrary particle with charge 𝑞 and
phase 𝜙 traveling through the accelerating gap shown in Figure 1.2a is [17],
[49]

Δ𝑊 = 𝑞𝑉0𝑇 cos 𝜙, (1.2)
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where

𝑉0 =

∫ 𝑙/2

−𝑙/2
𝐸(0, 𝑧)d𝑧 (1.3)

is the on-axis RF voltage, and

𝑇 =

∫ 𝑙/2
−𝑙/2 𝐸(0, 𝑧) cos[𝜔𝑡(𝑧)]d𝑧∫ 𝑙/2

−𝑙/2 𝐸(0, 𝑧)d𝑧
− tan 𝜙

∫ 𝑙/2
−𝑙/2 𝐸(0, 𝑧) sin[𝜔𝑡(𝑧)]d𝑧∫ 𝑙/2

−𝑙/2 𝐸(0, 𝑧)d𝑧
, (1.4)

is the so-called transit-time factor. The axial RF voltage in (1.3) can be written
as 𝑉0 = 𝐸0𝑙, where 𝐸0 is the average electric field over the axial distance, 𝑙,
traversed by the particle beam. The product 𝐸0𝑇 is known as the accelerating
gradient [17]. 𝐸0 is a fundamental quantity to take into account in a linac
design, because it directly determines the energy performance of a linac. The
higher the accelerating gradient the higher the energy gain. But, the value of
𝐸0 is mainly limited by power consumption constraints and the RF electric
breakdown.

To better understand the physical meaning of the transit-time factor, 𝑇, the
expression in (1.4) is simplified by removing its dependence on the phase 𝜙.
To do this, the following considerations can be done:

1. both the phase and the transit-time factor depend on the origin, which
can be arbitrarily chosen within the gap. It is convenient to choose the
origin at the electrical center of the gap, such that∫ 𝑙/2

−𝑙/2
𝐸(0, 𝑧) sin[𝜔𝑡(𝑧)]d𝑧 = 0;

2. 𝐸𝑧(𝑧) is usually at least approximately an even function about the
geometric center of the gap. That is, the electrical center and the
geometric center are at least approximately the same.

In view of the two aforesaid considerations, the transit-time factor, 𝑇, can be
reformulated as

𝑇 =

∫ 𝑙/2
−𝑙/2 𝐸(0, 𝑧) cos[𝜔𝑡(𝑧)]d𝑧∫ 𝑙/2

−𝑙/2 𝐸(0, 𝑧)d𝑧
= 𝑉−1

0

∫ 𝑙/2

−𝑙/2
𝐸(0, 𝑧) cos[𝜔𝑡(𝑧)]d𝑧. (1.5)

Thus, the transit-time factor, 𝑇, is the ratio of the energy gain in a harmonically
time-varying RF electric field to the energy gain in a constant DC electric field
equal to 𝐸0, which is the field seen by the particle at the center of the gap. The
transit-time factor, 𝑇, is effectively an acceleration efficiency, since it expresses
the reduction in the energy gain caused by the sinusoidal time variation of
the accelerating field in the gap.

Generally, the particle acceleration in a single gap is small. By neglecting
the velocity change, 𝜔𝑡 ≈ 𝜔𝑧/𝑣 = 2𝜋𝑧/𝛽�, where 𝛽 = 𝑣/𝑐 is the fractional
particle velocity, � is the RF wavelength in vacuum, and 𝛽� is the distance the
particle travels in an RF period. Then, the transit-time factor, 𝑇, is

𝑇 =

∫ 𝑙/2
−𝑙/2 𝐸(0, 𝑧) cos(2𝜋𝑧/𝛽�)d𝑧∫ 𝑙/2

−𝑙/2 𝐸(0, 𝑧)d𝑧
= 𝑉−1

0

∫ 𝑙/2

−𝑙/2
𝐸(0, 𝑧) cos

(︃
2𝜋𝑧
𝛽�

)︃
d𝑧. (1.6)

The transit-time factor increases when the field is more concentrated lon-
gitudinally near the origin, due to the presence of the cosine factor. We
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will see later that a common practice to increase the transit-time factor is
to use protrusions, called nose cones, on the beam line that extend into the
gap in order to reduce the effective gap length and increase the electric field
concentration near the center of the gap.

1.2 linac figures of merit

Before getting in greater details on the CCL theory, the figures of merit that are
commonly used to assess the accelerating performance of any linac cavity are
described in this section. Most of them depend only on the power dissipated
on the walls of the cavities. The well-known intrinsic quality factor, 𝑄0, is a
typical figure of merit of any cavity resonator and it is defined as

𝑄0 = 𝜔𝑈/𝑃, (1.7)

where 𝜔 is the cavity resonant frequency, 𝑈 is the stored energy and 𝑃 is the
power loss due to the non-zero electrical resistance of the cavity walls.

Another figure of merit is the shunt impedance, 𝑟𝑠 , desfined as

𝑟𝑠 = 𝑉2
0 /𝑃. (1.8)

The shunt impedance is the effectiveness of producing an axial voltage 𝑉0 for
a given power loss 𝑃 and it is usually expressed in MΩ. To take into account
the reduction in the energy gain caused by the sinusoidal time variation of
the accelerating field, the effective shunt impedance is defined as

𝑟 = (𝑉0𝑇)2/𝑃 = 𝑟𝑠𝑇2. (1.9)

The effective shunt impedance is the effectiveness of delivering energy to a
particle per unit power loss. Effective shunt impedance is also expressed
in MΩ. In a linac design, both 𝑟𝑠 and 𝑟 can be maximized to increase the
(effective) voltage gain for a given power loss.

Since 𝑉0 = 𝐸0𝑙 and 𝑃 increase linearly with the length 𝑙, it is also convenient
to introduce shunt impedances per unit length. The shunt impedance per unit
length, 𝑍, is

𝑍 = 𝑟𝑠/𝑙 = 𝐸2
0/(𝑃/𝑙). (1.10)

Similarly, the effective shunt impedance per unit length, 𝑍𝑇2, is

𝑍𝑇2 = 𝑟/𝑙 = (𝐸0𝑇)2/(𝑃/𝑙). (1.11)

The units of 𝑍 and 𝑍𝑇2 are usually MΩ/m. Especially for normal-conducting
cavity design, the energy gain in a given length for a given power loss can be
maximized through 𝑍𝑇2 or 𝑍. Another useful design parameter is the ratio
of the effective shunt impedance to the quality factor, the so-called “r over Q”
[17], defined as

𝑟/𝑄 = (𝑉0𝑇)2/𝜔𝑈. (1.12)

The parameter 𝑟/𝑄 is usually expressed in Ω and it represents the efficiency of
acceleration per unit stored energy at a given frequency. In a similar way, the
ratio 𝑍𝑇2/𝑄 can be defined. Both these ratios are a function only of the cavity
geometry, and does not depend on the surface properties that determine the
power losses.

The peak surface electric field, 𝐸𝑠 , is also a fundamental constraint in linac
cavities design. In fact, especially for normal-conducting cavities, if 𝐸𝑠 is too
large, RF electric breakdown phenomena may arise causing physical damage
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Figure 1.4: Equivalent coupled-oscillators circuit model of a biperiodic CCL. The
subscript “a” refers to the ACs, while the subscript “c” refers to the CCs.

to the cavities. To avoid this, the Kilpatrick’s criterion [50] can be used to limit
the peak surface electric field to a maximum value defined as [17]

𝐸𝑠 = 𝑏𝐸𝑘 , (1.13)

where 𝑏 is called bravery factor and 𝐸𝑘 , which is known as the Kilpatrick limit,
is calculated via the following formula

𝑓 = 1.64𝐸2
𝑘e−8.5/𝐸𝑘 , (1.14)

where 𝑓 is the cavity frequency in MHz, and 𝐸𝑘 is expressed in MV/m. Typical
values chosen for 𝑏 are in the range from 1 to 2. It is worth noting that, for
higher frequencies, larger values of 𝐸𝑠 are allowed, making possible the use of
higher design accelerating gradients.

1.3 coupled oscillators circuit model

A microwave cavity resonator can be viewed as an equivalent RLC circuit
oscillator [45]. Therefore, a biperiodic chain of coupled cavities, such as a
CCL, can be effectively analyzed in terms of coupled RLC oscillators [51].
“Biperiodic” means that the spatial period of the linac consists of two different
cavity resonators, i. e. having different geometries and resonant frequencies.
One cavity is devoted to the beam acceleration, so it is referred to as accelerating
cavity (AC). The other cavity is mainly used for coupling two adjacent ACs
and it is known as coupling cavity (CC). In Figure 1.4 the equivalent circuit of
a CCL consisting of five cavitie, or cells, is shown. Each oscillator is coupled
to the adjacent ones via the nearest-neighbor coupling constant, 𝑘1. The
oscillators of the same type (i. e., having the same electrical characteristics)
are coupled to each other via the next-nearest-neighbor coupling constants,
𝑘𝑎 and 𝑘𝑐 [51], [19]. The end oscillators have half the inductance and twice
the capacitance of the middle oscillator, in order to have the same unloaded
resonant frequency, i. e. when no coupling is considered. Such end oscillators
represent half-length cavities, that is cavities with a conducting plane in the
center to provide perfect reflecting symmetry. This is a convenient way to
model the end cavities, making the finite-length coupled resonator chain
in Figure 1.4 look like an infinite periodic structure (image theory [52]).
More details on the most appropriate boundary conditions for designing
finite-length CCLs will be given in Section 1.7 and Section 1.8.
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By numbering from 0 to 4 the RLC loops in Figure 1.4 and by applying the
Kirchhoff’s voltage law around any loop, the following circuit equations are
obtained:1(︃

𝚥𝜔𝑞𝐿𝑎 + 𝑅𝑎

2 + 1
𝚥2𝐶𝑎

1
𝜔𝑞

)︃
𝑖0 + 𝚥𝜔𝑞𝑀1𝑖1 + 𝚥𝜔𝑞𝑀𝑎 𝑖2 = 0, (1.15a)(︃

𝚥𝜔𝑞2𝐿𝑐 + 𝑅𝑐 + 1
𝚥𝐶𝑐

1
𝜔𝑞

)︃
𝑖1 + 𝚥𝜔𝑞𝑀1(𝑖0 + 𝑖2) + 𝚥𝜔𝑞𝑀𝑐 𝑖3 = 0, (1.15b)(︃

𝚥𝜔𝑞2𝐿𝑎 + 𝑅𝑎 + 1
𝚥𝐶𝑎

1
𝜔𝑞

)︃
𝑖2 + 𝚥𝜔𝑞𝑀1(𝑖1 + 𝑖3) + 𝚥𝜔𝑞𝑀𝑎(𝑖0 + 𝑖4) = 0, (1.15c)(︃

𝚥𝜔𝑞2𝐿𝑐 + 𝑅𝑐 + 1
𝚥𝐶𝑐

1
𝜔𝑞

)︃
𝑖3 + 𝚥𝜔𝑞𝑀1(𝑖2 + 𝑖4) + 𝚥𝜔𝑞𝑀𝑐 𝑖1 = 0, (1.15d)(︃

𝚥𝜔𝑞𝐿𝑎 + 𝑅𝑎

2 + 1
𝚥2𝐶𝑎

1
𝜔𝑞

)︃
𝑖4 + 𝚥𝜔𝑞𝑀1𝑖3 + 𝚥𝜔𝑞𝑀𝑎 𝑖2 = 0, (1.15e)

where 𝜔𝑞 , 𝑞 = 0, . . . , 4, is the resonant frequency of the oscillating mode 𝑞
of the entire chain; 𝑀1 = 𝑘1

√
𝐿𝑎𝐿𝑐 , 𝑀𝑎 = 𝑘𝑎𝐿𝑎 and 𝑀𝑐 = 𝑘𝑐𝐿𝑐 are the mutual

inductances for coupling between the oscillators, 𝑘1, 𝑘𝑎 and 𝑘𝑐 being the
coupling constants. Then, by dividing

1. (1.15a) and (1.15e) by 𝚥𝜔𝑞
√
𝐿𝑎 ,

2. (1.15c) by 𝚥𝜔𝑞2
√
𝐿𝑎 ,

3. (1.15b) and (1.15d) by 𝚥𝜔𝑞2
√
𝐿𝑐 ,

the circuit equations can be written in the following form:(︄
1 − 𝜔2

𝑎

𝜔2
𝑞
+ 1

𝚥2𝑄𝑎

𝜔𝑎

𝜔𝑞

)︄
𝑥0 + 𝑘1𝑥1 + 𝑘𝑎𝑥2 = 0, (1.16a)(︄

1 − 𝜔2
𝑐

𝜔2
𝑞
+ 1

𝚥2𝑄𝑐

𝜔𝑐

𝜔𝑞

)︄
𝑥1 + 𝑘1

2 (𝑥0 + 𝑥2) + 𝑘𝑐
2 𝑥3 = 0, (1.16b)(︄

1 − 𝜔2
𝑎

𝜔2
𝑞
+ 1

𝚥2𝑄𝑎

𝜔𝑎

𝜔𝑞

)︄
𝑥2 + 𝑘1

2 (𝑥1 + 𝑥3) + 𝑘𝑎
2 (𝑥0 + 𝑥4) = 0, (1.16c)(︄

1 − 𝜔2
𝑐

𝜔2
𝑞
+ 1

𝚥2𝑄𝑐

𝜔𝑐

𝜔𝑞

)︄
𝑥3 + 𝑘1

2 (𝑥2 + 𝑥4) + 𝑘𝑐
2 𝑥1 = 0, (1.16d)(︄

1 − 𝜔2
𝑎

𝜔2
𝑞
+ 1

𝚥2𝑄𝑎

𝜔𝑎

𝜔𝑞

)︄
𝑥4 + 𝑘1𝑥3 + 𝑘𝑎𝑥2 = 0, (1.16e)

where

• 𝜔𝑎 = 1/√2𝐿𝑎𝐶𝑎 , 𝑄𝑎 and 𝑥2𝑛 = 𝑖2𝑛
√
𝐿𝑎 are the unloaded resonant fre-

quency, intrinsic quality factor and normalized currents of the even
oscillators (ACs), respectively;

• 𝜔𝑐 = 1/√2𝐿𝑐𝐶𝑐 , 𝑄𝑐 and 𝑥2𝑛+1 = 𝑖2𝑛+1
√
𝐿𝑐 are the unloaded resonant

frequency, intrinsic quality factor and normalized currents of the odd
oscillators (CCs), respectively.

1 A clockwise direction for the electric current in any loop is considered.
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The circuit equations from (1.16a) to (1.16e) can be easily generalized for an
arbitrary number of coupled oscillators as(︄

1 − 𝜔2
𝑎

𝜔2
𝑞
+ 1

𝚥2𝑄𝑎

𝜔𝑎

𝜔𝑞

)︄
𝑥2𝑛 + 𝑘1

2 (𝑥2𝑛−1 + 𝑥2𝑛+1) + 𝑘𝑎
2 (𝑥2𝑛−2 + 𝑥2𝑛+2) = 0,

(1.17a)(︄
1 − 𝜔2

𝑐

𝜔2
𝑞
+ 1

𝚥2𝑄𝑐

𝜔𝑐

𝜔𝑞

)︄
𝑥2𝑛+1 + 𝑘1

2 (𝑥2𝑛 + 𝑥2𝑛+2) + 𝑘𝑐
2 (𝑥2𝑛−1 + 𝑥2𝑛+3) = 0,

(1.17b)

where the subscripts 2𝑛 and 2𝑛 ± 2, 𝑛 = 0, 1, 2, . . . , refer to the even-numbered
oscillators (ACs), while the subscripts 2𝑛 ± 1 and 2𝑛 + 3, 𝑛 = 0, 1, 2, . . . , refer
to the odd-numbered oscillators (CCs). The coupled equations (1.17a) and
(1.17b) can be expressed in terms of an eigenvalue problem as

𝐿𝑿 𝑞 =
1
𝜔2

𝑞
Ω𝑿 𝑞 , (1.18)

where, by neglecting losses,

𝐿 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 𝑘1 𝑘𝑎 0 0 0 0 0 . . . 0
𝑘1
2 1 𝑘1

2
𝑘𝑐
2 0 0 0 0 . . . 0

𝑘𝑎
2

𝑘1
2 1 𝑘1

2
𝑘𝑎
2 0 0 0 . . . 0

0 𝑘𝑐
2

𝑘1
2 1 𝑘1

2
𝑘𝑐
2 0 0 . . . 0

0 0 𝑘𝑎
2

𝑘1
2 1 𝑘1

2
𝑘𝑎
2 0 . . . 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (1.19)

Ω = diag(𝜔2
𝑎 , 𝜔

2
𝑐 , 𝜔

2
𝑎 , 𝜔

2
𝑐 , 𝜔

2
𝑎 , . . . ) (1.20)

are matrix operators, which are function of the cavity frequencies and the
coupling constants.2 For a finite resonator chain, the system in (1.18) can
be solved analytically by finding the eigenfrequencies 𝜔𝑞 of the cavity chain
eigenmodes. Each eigenfrequency is associated with the eigenvector 𝑿 𝑞 =

[𝑥0 , 𝑥1 , 𝑥2 , 𝑥3 , 𝑥4 , . . . ]⊺ whose elements are the normalized currents 𝑥2𝑛 and
𝑥2𝑛+1. Such currents represent the normalized amplitudes of the electric fields
in each cavity resonator. Thus, 𝑿 𝑞 is effectively the electric field pattern of the
resonator chain operating in the (eigen)mode 𝑞.

By assuming a cosine-like behaviour of the standing-wave cavity fields, the
solutions of the coupled equations (1.17a) and (1.17b) are [17], [51], [19]

𝑥2𝑛 = 𝐴 cos 2𝑛𝜙,
𝑥2𝑛+1 = 𝐵 cos(2𝑛 + 1)𝜙,

where 𝜙 = 𝜋𝑞/2𝑁 , 𝑞 = 0, 1, . . . , 2𝑁 , is the phase advance per cavity of the
mode 𝑞 propagating at the frequency 𝜔𝑞 ; 𝐴 and 𝐵 are arbitrary amplitude
constants. By substituting the above expressions of 𝑥2𝑛 and 𝑥2𝑛+1 in (1.17a)
and (1.17b), one finds that

𝑘1 cos 𝜙
𝜔2

𝑎/𝜔2
𝑞 − 𝑘𝑎 cos 2𝜙 − 1

=
𝜔2

𝑐/𝜔2
𝑞 − 𝑘𝑐 cos 2𝜙 − 1
𝑘1 cos 𝜙 (1.21)

2 In the first row of the matrix L, the boundary conditions 𝑥−1 = 𝑥1 and 𝑥−2 = 𝑥2 must be considered
[53].
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and the dispersion relation of the biperiodic chain of an arbitrary number of
coupled oscillators is

𝑘2
1 cos2 𝜙 =

(︄
1 − 𝜔2

𝑎

𝜔2
𝑞
+ 𝑘𝑎 cos 2𝜙

)︄ (︄
1 − 𝜔2

𝑐

𝜔2
𝑞
+ 𝑘𝑐 cos 2𝜙

)︄
(1.22)

The dispersion relation in (1.22) states that the resonant frequencies, 𝜔𝑞 , of a
CCL have a periodic dependence on the longitudinal wavenumber 𝑘𝑧 = 𝜙/𝐿,
where 𝐿 is the spatial period of the CCL. For finite-length CCLs, the solutions
𝜔𝑞 of (1.22) takes on a finite discrete set of values, the number of solutions
being equal to the number of cavities. In the limit of an infinite CCL, 𝜙 is
a continuos variable and the dispersion relation in (1.22) can be graphically
represented by a continuos curve.

1.4 dispersion curve of biperiodic structures

The dispersion relation (1.22) is described by two different frequency intervals,
known as lower passband and upper passband (see Figure 1.5a). The solutions
of (1.22), i. e. the eigenfrequencies 𝜔𝑞 , are found in the two passbands. Each
passband represents the dispersion curve of either the monoperiodic chain
of coupled ACs or the monoperiodic chain of coupled CCs in itself. The two
passbands are separated by a stopband, in which no solutions to the (1.22)
exist. As depicted in Figure 1.5a, the stopband 𝑆𝐵 is practically the difference
between the frequency solutions of (1.22) when 𝜙 = 𝜋/2, i. e.

𝑆𝐵 = |𝜔𝑎𝑐
𝜋/2 − 𝜔𝑐𝑐

𝜋/2 |, 𝜔𝑎𝑐
𝜋/2 =

𝜔𝑎√
1 − 𝑘𝑎

, 𝜔𝑐𝑐
𝜋/2 =

𝜔𝑐√
1 − 𝑘𝑐

. (1.23)

The stopband is removed when 𝜔𝑎𝑐
𝜋/2 = 𝜔𝑐𝑐

𝜋/2.3 In such case, the frequency of
the highest mode of the lower passband (𝜔1 in Figure 1.5a) coincides with the
frequency of the lowest mode of the upper passband (𝜔2 in Figure 1.5a). The
joining of the two passbands is called confluence and the accelerating structure
is said to be compensated [17], [49]. In fact, at confluence of the passbands,
the slopes of the dispersion curves increase from zero to a maximum value
(see Figure 1.5b). As a consequence, the group velocity also increases to a
maximum value thereby improving the power flow along the tuned structure
and the mode spacing on its dispersion curve.

1.5 properties of the 𝜋/2 mode

The oscillating mode of the entire coupled resonator chain in Figure 1.4
depends on the cavity-to-cavity phase shift, 𝜙. Therefore, the value of 𝜙 is
among the first design specifications a linac designer have to choose, along
with the linac operating frequency. Typical 𝜙 values considered for designing
a linac are

• 𝜙 = 0 (0 mode): the instantaneous electric field in one cavity is in
phase with the instantaneous electric fields in the adjacent cavities
(Figure 1.6a). The normalized electric field pattern of the 0 mode is
𝑿 0 = [1, 1, 1, 1, 1, . . . ]⊺;

• 𝜙 = 𝜋/2 (𝜋/2 mode): a 90° phase shift arises between the instantaneous
electric fields in adjacent cavities (Figure 1.6b). The normalized electric
field pattern of the 𝜋/2 mode is 𝑿𝜋/2 = [1, 0,−1, 0, 1, . . . ]⊺;

3 In real scenarios, ACs and CCs are never perfectly tuned. Nevertheless, if 𝜔𝑎𝑐
𝜋/2 ≅ 𝜔𝑐𝑐

𝜋/2, the
stopband is negligible.
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Figure 1.5: Dispersion curve of a biperiodic chain (CCL) of 35 cavities. The black dots
are the chain eigenfrequencies, 𝜔𝑞 . (a) Open stopband (passbands not at
confluence). (b) Closed stopband (passbands at confluence).



1.5 properties of the 𝜋/2 mode 13

(a) 0 mode.

(b) 𝜋/2 mode.

(c) 𝜋 mode.

Figure 1.6: Sketches of the instantaneous electric field distribution for (a) 0, (b) 𝜋/2
and (c) 𝜋 phase shift per cavity. The electric field direction rotates to be in
phase with the motion of the beam particles as they move from one cavity
to the other after a time Δ𝑡 = 𝜙/𝜔𝑞 , where 𝜔𝑞 is the resonant frequency of
the coupled-cavity chain.

• 𝜙 = 𝜋 (𝜋 mode): a 180° phase shift arises between the instantaneous
electric fields in adjacent cavities (Figure 1.6c). The normalized electric
field pattern of the 𝜋 mode is 𝑿𝜋 = [1,−1, 1,−1, 1, . . . ]⊺;

The 𝜋/2 mode has remarkable properties that make it more attractive than
the 0 and 𝜋 modes for particle acceleration, especially in CCL structures.

The 𝜋/2 mode is substantially independent of frequency errors in the
individual cavities. It has been demonstrated via perturbation theory how
frequency errors of the individual cavities affect the field amplitudes in terms of
perturbed eigenvectors [17], [51], [19]. This means that the components of the
perturbed eigenvectors are no longer unity, even though they are still real (i. e.,
frequency errors does not affect the phase of the cavity fields). In particular,
fractional frequency errors of the form 𝛿𝜔/𝜔 appear as first-order corrections
to the elements of 𝑿𝜋 and 𝑿 0, resulting in nonuniform field distributions
which can be very sensitive to frequency errors of single cavities. By contrast,
for the 𝜋/2 mode, fractional frequency errors of the form 𝛿𝜔/𝜔 appear as
first-order corrections only to the fields of the odd-numbered oscillators (CCs),
which are nominally unexcited in a perfectly tuned lossless case. The fields of
the excited even-numbered oscillators (ACs) are affected only by second-order
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corrections [17], thus being very insensitive to any small frequency errors.
This remarkable advantage of the 𝜋/2 mode is very important for achieving
field stability and relaxing the manufacturing tolerances.

The 𝜋/2 mode is also substantially independent of the resistive power losses
due to cavity walls and beam loading. It has been demonstrated that, when
losses are considered in the coupled-resonator circuit model, the amplitudes
in the eigenvectors 𝑿 𝑞 become complex. In particular, losses produce an
additional phase shift between adjacent oscillators in both the 0 and 𝜋 modes,
which decreases for increasing cavity coupling constant and Q factors [17],
[51], [19]. Such additional phase shift, known as power-flow phase shift,
can greatly alter the phase velocity of the accelerating field. By contrast, no
power-flow phase shift exists for the 𝜋/2 mode. In the 𝜋/2 mode, losses only
produce an excitation of the nominally unexcited odd-numbered oscillators
which is in quadrature to the fields in the excited even-numbered oscillators.
Moreover, small loss-dependent amplitude variations may occur in excited
oscillators away from the RF drive point (an effect known as power-flow
droop). However, for most cases of interest involving high Q factors, this two
effects are negligible.

The 𝜋/2 mode has the greatest distance from the adjacent modes. As
discussed in the Section 1.4, when the stopband is closed and the two passbands
join at confluence, the dispersion curve in Figure 1.5b is obtained. It can be
clearly seen that the 0 and 𝜋 modes, i. e. the first and last points, respectively,
on the dispersion curve, have poor mode spacing compared with the 𝜋/2
mode (the central point), due to the zero slope of the curve at the end points.
This effect is more deleterious as the number of cavities (modes) increases.
Since variations of the mode frequencies may occur due to losses, temperature
fluctuations, manufacturing errors and so on, the major risk is to excite
unwanted modes due to overlap with the desired mode. For weak coupling,
𝑘1 ≪ 1, in a chain of 𝑁 + 1 cavities the relative frequency spacing between the
𝜋 mode and the closest mode is approximately

𝛿𝜔
𝜔

= 𝑘1

(︂ 𝜋
2𝑁

)︂2
(1.24)

For the 𝜋/2 mode, assuming again 𝑘1 ≪ 1, the distance from the nearest mode
is given by

𝛿𝜔
𝜔

= 𝑘1

(︂ 𝜋
2𝑁

)︂
(1.25)

Hence, for equal coupling and for equal number of cavities (at least 𝑁 > 2),
the 𝜋/2 mode has a closest-mode frequency spacing which is greater than
that pertaining to the 𝜋 mode.

1.6 biperiodic linear accelerating structures

A CCL consists of a sequence of multicavity tanks. Each tank in turn consists
of a biperiodic array of magnetically-coupled ACs and CCs. Each tank can
be theoretically described in terms of coupled circuit oscillators (Section 1.3),
where identical accelerating cells alternate with identical coupling cells. This
means considering the approximation of equal-length ACs in a given tank,
since the velocity change of the beam particles in a CCL tank is typically small
[17]. As already said at the beginning of this chapter, the synchronism between
the accelerating fields and the particle beam is fundamental in order to have a
properly operating linac. This also depends on the cavity lengths. For the 𝜋/2
mode to accelerate a particle beam in a given CCL tank, the center-to-center
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L = βsλ/2
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L = βλ/2

(b)
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Figure 1.7: Linac configurations for 𝜋/2 mode operation. (a) conventional periodic
cavity chain. (b) biperiodic on-axis-coupled cavity chain. (c) biperiodic
side-coupled cavity chain. In (b) and (c), the magnetic coupling field lines
are not shown.

distance between two consecutive excited cavities must be 𝐿 = 𝛽𝑠�/2, where 𝛽𝑠
is the fractional velocity of the synchronous particle in that tank, and � is the
wavelength of the 𝜋/2 mode. The distance 𝐿 is traversed by the beam particles
in half an RF period, after this time the electric field is again in phase with
the moving particles. This synchronism condition leads to the configuration
shown in Figure 1.7a, where equal-length cavities are on the beam line and
the excited ACs alternate with the unexcited CCs. This configuration have a
lower shunt impedance compared with the 𝜋 mode. In fact, only half of the
available cavities contribute to acceleration, while, for the 𝜋 mode, all cavities
contribute to acceleration (see Figure 1.6b). This leads to larger power losses
to produce the same energy gain, since the accelerating fields are concentrated
in half of the available space.

A solution for retaining the unique properties of the 𝜋/2 mode described
in the Section 1.5, and simultaneously achieving an higher shunt impedance,
is to limit the space occupied by the unexcited CCs on the beam line, while
optimizing the geometry of the excited ACs for high shunt impedance. The
two most popular biperiodic linac structures for optimal 𝜋/2 mode operation
are the on-axis-coupled structure and the side-coupled structure, which are
shown in Figure 1.7b and Figure 1.7c, respectively [17], [19], [49]. In on-axis-
coupled linacs (OACLs), the CCs are still on the beam line , but have a smaller
length than the ACs. In side-coupled linacs (SCLs), the CCs are completely
removed from the beam line, leaving it available only to the ACs. For both
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Figure 1.8: Half-cells termination of biperiodic CCL tanks of five cavities. The red lines
are conducting metal plates used to build the half-cells. (a) OACL tank
with half ACs termination (the magnetic coupling slots are not shown). (b)
SCL tank with half ACs termination (broken symmetry). (c) SCL tank with
half CCs termination (preserved symmetry).

linac structures in Figures 1.7b–1.7c, the magnetic coupling between ACs and
CCs is exploited through slots cut in the outer inductive region of each cavity,
where the RF magnetic field of the TM010-like mode is dominant (the magnetic
field lines are not shown in Figures 1.7b–1.7c). In particular, in on-axis-coupled
configurations where the CCs are shorter than the ACs, the magnetic coupling
apertures on one cavity end wall are rotated by a certain angle from the
apertures on the opposite end wall, to avoid direct magnetic coupling between
the ACs. For example, in Figure 1.7b, two magnetic coupling slots per wall
are shown, the slots on the opposite walls are rotated by 90°.

1.7 finite-length ccl tanks : half-cells termination

The dispersion curve and the cavity fields distribution of an actual finite-length
CCL tank can be different from the theoretical ones pertaining to an infinite
perfectly periodic structure. This also depends on the tank termination. In
Figure 1.4, half ACs are used to provide a proper termination to make the
finite-length oscillators chain look like an infinite one, according to the image
theory [52]. To better illustrate this concept, in Figure 1.8a an OACL tank of
five cavities (quintuplet) closed with half ACs is shown. By reflecting the
quintuplet around the conducting symmetry planes (the red lines), an ideal
infinitely-long tank is obtained. Thus, a finite number of cavities (eigenmodes)
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is sufficient to obtain the same em field distribution of an infinite periodic
structure.

The half ACs termination of an SCL quintuplet is shown in Figure 1.8b.
In this case, the symmetry of an infinite SCL structure is broken, since the
reflected CC coupled to each half AC are in the same semispace of the real CC.
The broken symmetry alters the frequency and coupling constant of the half
ACs from those of the interior ACs. The major negative effect is a dependence
of 𝜔𝜋/2 from the number of ACs, 𝑛ACs [22], [54], [55]. In particular, 𝜔𝜋/2
lowers with increasing 𝑛ACs. In the limit of 𝑛ACs → ∞, the effect of the broken
symmetry is negligible and 𝜔𝜋/2 → 𝜔𝐴𝐶

𝜋/2, as given in (1.23). A minor effect of
the broken symmetry is the larger coupling constant of the real CCs, due to
the reduced distance from the reflected CCs [56]. A correct SCL quintuplet
termination is shown in Figure 1.8c, where half CCs are used as end cavities.
In this case the symmetry of an infinte SCL chain is preserved, as do the cavity
stored energies and coupling constants [22].

In an actual linac design, one of the first steps is choosing the phase shift
per cavity, 𝜙, and the operating frequency, 𝜔𝑞 , of the linac oscillating mode.
It is not possible, or at least very difficult, to predict the final values that
the single cavity frequencies and coupling constants will assume. The only
quantities that can be found by direct measurements or 3D simulations are the
eigenfrequencies, 𝜔𝑞 , of the resonant linac modes. Thus, a reverse eigenvalue
problem in (1.18) arises: the frequencies 𝜔𝑎 and 𝜔𝑐 , and the coupling constants
𝑘1, 𝑘𝑎 and 𝑘𝑐 , contained in the matrix operators 𝐿 and Ω have to be found
starting from the eigenvalues 𝜔−2

𝑞 of the cavity chain. Since there are five
unknown parameters, a set of five eigenfrequencies, 𝜔𝑞 , 𝑞 = 0, . . . , 4, is
needed. This means that the resonant modes of a five-cavities tank have to be
measured or simulated. The OACL quintuplet shown in Figure 1.8a and the
SCL quintuplet shown in Figure 1.8c are correctly described by the dispersion
relation in (1.22). Since 𝜙 = 𝜋𝑞/2𝑁 , for 2𝑁 + 1 cavities, each value of 𝜙 gives
an equation. Thus, the following system of five polynomial equations can be
written [22]: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(︄
1 − 𝜔2

𝑎

𝜔2
0
+ 𝑘𝑎

)︄ (︄
1 − 𝜔2

𝑐

𝜔2
0
+ 𝑘𝑐

)︄
= 𝑘2

1 , 𝑞 = 0,(︄
1 − 𝜔2

𝑎

𝜔2
1

)︄ (︄
1 − 𝜔2

𝑐

𝜔2
1

)︄
=

𝑘2
1

2 , 𝑞 = 1,(︄
1 − 𝜔2

𝑎

𝜔2
2
− 𝑘𝑎

)︄ (︄
1 − 𝜔2

𝑐

𝜔2
2
− 𝑘𝑐

)︄
= 0, 𝑞 = 2,(︄

1 − 𝜔2
𝑎

𝜔2
3

)︄ (︄
1 − 𝜔2

𝑐

𝜔2
3

)︄
=

𝑘2
1

2 , 𝑞 = 3,(︄
1 − 𝜔2

𝑎

𝜔2
4
+ 𝑘𝑎

)︄ (︄
1 − 𝜔2

𝑐

𝜔2
4
+ 𝑘𝑐

)︄
= 𝑘2

1 , 𝑞 = 4.

(1.26)

The system can be easily solved to obtain the five unknowns [ 𝑓𝑎 , 𝑓𝑐 , 𝑘1 , 𝑘𝑎 , 𝑘𝑐]⊺.
It should be noted that in Figure 1.8c, the excited cavities are now the even-
numbered CCs, while the odd-numbered ACs are unexcited. This may seem
inconsistent with the previous sections, but the half CCs termination in
Figure 1.8c have to be used only to solve the polynomial system in (1.26).
In general, 𝜔𝜋/2 is calculated through the resonant frequency of the excited
cavities. That is, by solving the polynomial system in (1.26), the solution
𝜔𝜋/2 = 𝜔2 = 𝜔𝑎/

√
1 − 𝑘𝑎 is chosen for an OACL quintuplet, while the solution

𝜔𝜋/2 = 𝜔2 = 𝜔𝑐/
√

1 − 𝑘𝑐 is chosen for an SCL quintuplet.
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n = 0 1 2 3 54−1−2 6

Figure 1.9: Sketch of an OACL quintuplet closed with full end cells (the magnetic
coupling slots are not shown.). The red lines are conducting metal plates
used to reflect the quintuplet around phantom unexcited half CCs. The
dashed-line cavities result from the mirroring.

1.8 finite-length ccl tanks : full-cells termination

In Section 1.7, the boundary conditions for a proper termination of finite-length
biperiodic accelerating structures have been given in terms of half-cells. Such
boundary conditions allow to correctly calculate the cavity loaded frequencies
and coupling constants through the measured or simulated resonant modes
of the biperiodic structures. But, to build a cavity as a half-cell, a conducting
metal plane must be placed on the beam axis at the center of the cavity. Thus,
the half-cells are useful for modeling and measurements, but can not be used
in practice for acceleration since the conducting planes would prevent the
propagation of the particle beam. In practice, full ACs, also referred to as end
cells (ECs), are used for tank termination on both ends. The ECs are different
than the other ACs in the tank because each EC is coupled with only one CC.
Thus, the ECs termination can break the periodicity of the tank. However,
for the 𝜋/2 mode, the symmetry of the em field distribution is preserved if
the ECs are tuned to a slightly different resonant frequencies from that of
the other ACs. In Figure 1.9 a sketch of an OACL quintuplet closed with the
ECs is shown. Each end cavity is coupled to a CC on one side and has the
beam pipe on the other side. Now, let’s suppose to add a phantom CC next
to each EC, by imposing the requirement that the phantom CC has no field
excitation. By placing a conducting plane in the middle of the phantom CC,
the quintuplet structure can be reflected around the conducting plane. An
antisymmetric boundary condition must be imposed on the reflected cavities,
in order to have the correct field pattern of the 𝜋/2 mode [53], [57].4 To better
explain the full ECs termination, the coupled resonators circuit model can be
again invoked to describe the cavity chain shown in Figure 1.9. We will focus
on the first two cavities of the quintuplet, but the following also applies to the
last two cavities. The circuit equations pertaining to the first two cavities, in
the lossless case, are(︄

1 − 𝜔2
𝑎

𝜔2
𝑞

)︄
𝑥0 + 𝑘1

2 (𝑥1 + 𝑥−1) + 𝑘𝑎
2 (𝑥2 + 𝑥−2) = 0, (1.27a)(︄

1 − 𝜔2
𝑐

𝜔2
𝑞

)︄
𝑥1 + 𝑘1

2 (𝑥0 + 𝑥2) + 𝑘𝑐
2 (𝑥3 + 𝑥−1) = 0. (1.27b)

By imposing the aforesaid antisymmetric boundary conditions, 𝑥−1 = 0 and
𝑥−2 = −𝑥0, the (1.27b) reduces to the (1.16b) and the equation pertaining to
the end cell become (︄

1 − 𝜔2
𝑎

𝜔2
𝑞
− 𝑘𝑎

2

)︄
𝑥0 + 𝑘1

2 𝑥1 + 𝑘𝑎
2 𝑥2 = 0. (1.28)

4 These considerations apply to any CCL structure, including the side-coupled one.
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By comparing the (1.28) with the (1.16a), an extra term occurs only in the
coefficient of 𝑥0. To have the same circuit equations and same solutions, the
resonant frequency of the ECs, 𝜔𝑒 , must satisfy the relation

1 − 𝜔2
𝑒

𝜔2
𝑞
= 1 − 𝜔2

𝑎

𝜔2
𝑞
− 𝑘𝑎

2 ,

which, for the 𝜋/2 mode, gives the correct detuning for matched ECs

𝜔2
𝑒 = 𝜔2

𝑎
1 − 𝑘𝑎/2
1 − 𝑘𝑎

= 𝜔2
𝜋/2

(︃
1 − 𝑘𝑎

2

)︃
. (1.29)

By tuning the ECs to the frequency 𝜔𝑒 , the eigenvector of the 𝜋/2 mode will
give the desired field pattern, i. e. ACs with same electric fields and stored
energies and CCs with no excitations.
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In this chapter, a homemade computer code for designing the coupled mi-
crowave cavities of a proton linac is detailed [1], [2]. To this aim, a hybrid
approach, based on both analytical and numerical investigations, is exploited.
A finite element method (FEM) based on 2D/3D electromagnetic simulation
software is used to find the eigenmodes and eigenfrequencies of the accelerator
cavities as well as the typical figures of merit pertaining to the accelerating
cavities. The design hybrid approach also includes a multi-objective particle
swarm optimization (PSO) technique in order to automatically optimize the
geometry of the accelerating tanks. The hybrid design strategy described in
the following is general, allowing the optimization of a wide class of coupled-
cavity resonant structures. The computer code is validated via measurements
on a 3-GHz standing-wave side-coupled linac tank of five cavities closed with
suitable end cells. The proton beam input energy is 27-MeV. An excellent
agreement between simulation and experiment is found.

2.1 introduction

Multicavity structures are effectively used for both electromagnetic field cou-
pling and particle beam acceleration or spatial/velocity beam modulation in a
number of applications, including high-power microwave sources, relativistic
klystron amplifiers, microwave rebuncher cavities, microwave plasma sources,
novel sheet-beam klystrons, magnetron combining, and linear particle accel-
erators [15], [18], [58]–[68]. In such applications, the number of geometrical
parameters to be optimized is very high [17]. Moreover, in the design of
SCLs, accurate electromagnetic simulations must be performed to obtain the
eigenfrequencies and eigenmodes of i) the linac tanks), ii) the ACs and iii) the
CCs. In ii) and iii), the loading effect due to the mutual coupling of ACs and
CCs must be taken into account to minimize the SCL stopband (see Section
1.4). Another important design goal is iv) the uniformity of the longitudinal
electric field intensity along the linac tank cavities. As a consequence, an
optimal design of SCL tanks requires many parametric simulations or, as an
alternative, a global optimum search approach. Global search techniques,
such as the artificial neural networks, the genetic algorithms, and the PSO,
have been successfully exploited in em and optical optimization problems
[37], [69]–[72].

Some commercial codes provide internal optimization tools to minimize/
maximize particular figures of merit via global methods. Despite this, the
objectives i)–iv) cannot be simultaneously taken into account and optimized
by using the internal routines of the commercial codes. In such cases, a
number of simulations are needed via trial and error approach. It is worth
pointing out that the approach described in the following sections allows
an extremely efficient and fully automated design procedure. It has been
observed that, with commercial codes, the complex design procedure causes
downtime between consecutive simulations due to the need for defining the
new optimization trials.

20
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In the following sections, a novel hybrid approach (HA), implemented via
a homemade computer code, for the global search design and optimization
of SCL tanks is described. The HA code integrates a full 3D FEM numerical
investigation with an analytical model which accurately takes into account the
periodic structure of the SCL tanks. A multi-objective PSO technique [73] is
also exploited to find the optimal geometry of the SCL cavities with respect to
the design specifications. The HA code has been used for designing a 27-MeV
3-GHz standing-wave SCL tank of 35 cavities for hadrontherapy applications
[15]. To investigate the feasibility of the hybrid approach, a shorter SCL tank
consisting of five cavities closed with suitable ECs has been fabricated and
characterized. The spatial period of the manufactured tank is the same as that
considered for the tank of 35 cavities. Furthermore, the characterization of
the five-cavities SCL tank allowed validating the proposed HA. An excellent
agreement between simulation and experiment has been found. The HA code
is general and it can be effectively used for designing a wide class of resonant
structures.

2.2 design overview

The hybrid analytical/numerical approach used to design the SCL cavities is
based on the analytic theory described in Section 1.7. For each tentative set of
geometrical parameters (tentative solution), the HA code follows these main
steps:

1. an SCL quintuplet with half CCs termination is considered;

2. the 3D numerical investigation, performed via a FEM commercial soft-
ware driven by the HA code, is used to find the eigenmodes of the SCL
quintuplet;

3. with the simulated eigenfrequencies, the polynomial equation system in
(1.26) is solved to find the coupling constants and the loaded frequencies
of the tentative ACs and CCs;

4. a constrained multi-objective function is then evaluated with respect
to the design objectives. To this aim, a multi-objective PSO routine is
exploited [73].

A more detailed explanation and the flowchart of the HA code are provided
in the Section 2.2.1. It is worth noting that the hybrid approach, as de-
scribed above, can be easily adapted to any design of coupled-cavity resonant
structures.

The HA code allows the full automation of the em design of an SCL
tank. As a consequence, compared to non-automated conventional design
procedures, a significantly (up to about two/three times) lower time is needed
to design the complex microwave SCL cavities. In fact, the downtime due to
the decision making needed to define the new optimization simulations is
avoided. Moreover, it has been observed it is not possible to implement the
foregoing automated design procedure by exploiting the internal tools of the
commercial codes.

A sketch of the resonant SCL cavities being optimized is shown in Figure
2.1. A number of fillets and protrusions (nose cones) are included to improve
the transit-time factor, increase the quality factor, and modulate the resonant
frequency. The cavity geometries shown in Figure 2.1 are largely employed
in actual linac plants [15], [22], [74]. The description of the geometrical
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Figure 2.1: Sketches of the (a) AC and (b) CC geometries. A description of the
parameters is given in Tables 2.2 and 2.3. Both the cavities are axisymmetric
around the 𝑧-axis. The radial axis behaves as an ideal PEC plane (TM010-like
mode).

parameters is detailed in Tables 2.2 and 2.3. To reduce the computational
effort of simulations, the electromagnetic simmetry of the TM010-like modes
propagating in the ACs and CCs is exploited. In particular, a perfect electric
conductor (PEC) plane along the radial direction is considered, and the
rotational symmetry around the 𝑧-axis allows for 2D simulations of the single
cavities. For 3D simulations of quintuplets, PEC boundary conditions are
imposed on the 𝑥𝑦-plane, while perfect magnetic conductor (PMC) boundary
conditions are imposed on the 𝑦𝑧-plane (see Figure 2.2).

2.2.1 HA code details

The hybrid analytical/numerical approach used to design the SCL cavities is
implemented via the HA code, whose flowchart is depicted in Figure 2.3. A
multi-objective PSO technique is used to find the optimal geometry of the SCL
cavities by exploiting the Pareto optimality condition [75]. To this aim, the
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Figure 2.2: 3D view of an SCL tank of five cavities (two ACs and three CC) closed
with half CCs (highlighted in blue). The boundary conditions used in
simulations are also provided (the bottom PEC plane is not shown).

following components of the multi-objective function 𝑶(𝒙) = [𝑜1(𝒙), 𝑜2(𝒙)]
are simultaneously minimized:

𝑜1(𝒙) = | 𝑓 𝑎𝑐𝜋/2(𝒙) − 𝑓𝜋/2,ref |,
𝑜2(𝒙) = | 𝑓 𝑐𝑐𝜋/2(𝒙) − 𝑓𝜋/2,ref |,

(2.1)

where 𝒙 is the vector of the geometrical parameters to be optimized, listed
in Table 2.2; 𝑓𝜋/2,ref is the reference value of the 𝜋/2 mode frequency, as
given by the design specifications (Section 2.2.2). It is worth noting that
the simultaneous minimization of the two objective components, 𝑜1(𝒙) and
𝑜2(𝒙), allows the two 𝜋/2 mode frequencies, 𝑓 𝑎𝑐

𝜋/2(𝒙) and 𝑓 𝑐𝑐
𝜋/2(𝒙), to tend to

𝑓𝜋/2,ref. As a consequence, the difference between 𝑜1(𝒙) and 𝑜2(𝒙), i. e., the
stopband, tends to zero (see also Section 1.4). Moreover, a suitable constraint
𝑘1,min ≤ 𝑘1 ≤ 𝑘1,max is imposed on the optimization problem to increase the
frequency separation between the 𝜋/2 mode and the adjacent modes (see also
Section 1.5). Finally, in the last part of the design (Section 2.3.1), the uniformity
of the accelerating electric field is taken into account. In particular, to ensure
that protons gain about the same amount of energy in each accelerating cavity,
the relative standard deviation, 𝜎𝑅, of the longitudinal electric field peaks is
kept below a fixed threshold 𝜎𝑅,max. The details on all the design criteria are
illustrated in Section 2.2.2.

The HA code is organized as follows. After reading the input settings and
the design specifications, the positions and velocities of the swarm particles
are initialized. The Pareto-optimal solutions, found during the search process,
are stored in a repository and updated at each iteration. At the end of the
procedure, this repository will contain the solutions representing the best
tradeoffs between the design goals. By exploiting the fitness sharing technique
and the mutation operator [73], the HA code promotes the exploration of the
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Figure 2.3: Flowchart of the homemade HA code. The operations highlighted in gray
are those involved in evaluating the position of a swarm particle.
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search space and preserves the population diversity, avoiding the concentration
of the tentative solutions in a narrow portion of the objective space. The HA
code iterates over the following steps until the convergence criterion is met:

1. select the global best position, i. e., the swarm leader;

2. update the position, 𝒙 𝑖 , and the velocity, 𝒗 𝑖 , of the 𝑖th particle moving in
the search space, according the following equations:

𝒗 𝑖(𝑡 + 1) = 𝑤𝒗 𝑖(𝑡) + 𝑐1𝑟1[𝒑𝑖(𝑡) − 𝒙 𝑖(𝑡)] + 𝑐2𝑟2[𝒈(𝑡) − 𝒙 𝑖(𝑡)],
𝒙 𝑖(𝑡 + 1) = 𝒙 𝑖(𝑡) + 𝒗 𝑖(𝑡 + 1), (2.2)

where 𝑡 is the previous iteration; 𝒑𝑖(𝑡) is the best previous position of the
𝑖th particle; 𝒈(𝑡) is the best previous position in the entire swarm; 𝑤 is the
inertia weight; 𝑐1 and 𝑐2 are two positive constants known as cognitive
and social parameter, respectively; 𝑟1 and 𝑟2 are two uniform stochastic
weights taken in the range [0, 1] to model the slight unpredictable
component of the natural swarm behaviour [73].

3. apply the mutation operator to the particles;

4. by exploiting 𝒙 𝑖 , simulate via FEM the quintuplet with half CCs termi-
nation (Section 1.7);

5. analytically calculate the loaded frequencies of ACs and CCs, 𝑓𝑎 and 𝑓𝑐 ,
and the coupling constants 𝑘1, 𝑘𝑎 , and 𝑘𝑐 , by solving the polynomial
equation system in (1.26);

6. by exploiting 𝒙 𝑖 , simulate via FEM the single AC and CC to obtain
their the unloaded frequencies, i. e., the frequencies with no couplings.
Moreover, a number of figures of merit pertaining to the ACs are also
calculated, including𝑄 factor, power losses, transit-time factor, (effective)
shunt impedance and peak surface electric field (see also Section 1.2);

7. evaluate the multiobjective function 𝑶(𝒙 𝑖) according to (2.1);

8. update the repository with the new Pareto-optimal solutions.

The code stops when the convergence criterion is met; then, it returns the
optimized tank geometry.

2.2.2 Design specifications

The electromagnetic design of an SCL tank consisting of 35 cavities (18 ACs
and 17 CCs) is performed via the HA computer code. The accelerating tank
period, 𝐿, is calculated by taking into account the design parameters listed in
Table 2.1 [15], [22], [74]. The calculated accelerating period is 𝐿 = 12.140 mm
and it is listed in Table 2.3. Moreover, the values 𝑘1,min = 3 % and 𝑘1,max = 4 %
are considered for the constraint imposed on 𝑶(𝒙), according to [15], [22],
[74]. Finally, in order to have a more uniform energy gain along the beam line,
the relative standard deviation of the longitudinal electric field peaks is kept
below 𝜎𝑅,max = 3 %. All the parameters described so far, in addition to the
objectives in (2.1), represent the design specifications.
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Table 2.1: HA tank period calculation settings.

parameter description value

𝑓𝜋/2,ref Design 𝜋/2 mode frequency (GHz) 2.99792
𝛽 Proton relative velocity 0.24
𝐸in Proton beam input energy (MeV) 27
𝐸0 Average electric field on beam line (MV/m) 15
𝑇 Nominal transit-time factor 0.80
𝜙𝑠 Synchronous phase (°) -20
𝑛ACs Total number of ACs in tank 18

2.3 simulation results

Table 2.2 lists the global optimized geometrical parameters of the SCL ac-
celerating and coupling cavities along with their search ranges. The search
ranges are wide enough to provide a large set of feasible solutions, i. e., to
provide swarm with very good exploratory capabilities. Table 2.3 lists the
geometrical parameters kept constant during the optimization process. They
are consistent with the literature [15], [22], [74]. In particular, the beam hole
radius, 𝑅𝑏 , is set to a value providing high transmittance of the particle beam.
The settings of the multi-objective PSO routine are listed in Table 2.4. The
values of 𝑤, 𝑐1, 𝑐2, 𝑁grid, and 𝑀 are the same suggested in [73]. The values
of 𝑁pop, 𝑁iter, and 𝑁rep are chosen in order to reduce the computational cost
of the approach, while keeping a good population diversity and ensuring
accurate results. Moreover, the invisible boundary condition is imposed on
the search space [70]. However, the computation time needed to obtain the
optimized geometrical parameters listed in Table 2.2 mainly depends on the
mesh settings defined for 3D simulations. By using a smallest mesh size of
1 mm and the settings listed in Table 2.4, the SCL tank design has required
about a week on a PC with an Intel Core i7-4770 and 16 GB of RAM. Further
reducing the computational effort is not trivial. A possible solution is to
avoid 3D simulations by estimating the coupling constants through known
analytical formulas [46]–[48]. Other solutions are:

• using coarser meshes;

• using smaller search ranges and lowering the number of swarm particles;

• lowering the number of iterations;

• simulating a triplet, rather than a quintuplet, at each iteration, by
neglecting 𝑘𝑎 and 𝑘𝑐 (especially at higher energies);

• optimizing the code to exploit the modern multicore/multiprocessor
computer architectures.

All these solutions, except for the last one, can affect the simulation accuracy,
and a tradeoff is required.

Figure 2.4 shows the convergence of the particle swarm in the objective
space at the 50th and 100th iterations. The red dots represent the Pareto-
optimal solutions collected in the repository up to the considered iteration,
while the blue dots represent the actual population. The coordinate axes are
given by (2.1). The solutions tend to reside near the origin of the objective
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Table 2.2: Optimized geometrical parameters of the SCL ACs and CCs.

parameter description search space optimized value
(mm)† (mm)†

𝐷𝑎 ACs: diameter [50.0, 75.0] 67.125
𝑔 ACs: gap length [1.0, 5.0] 3.059
𝑅𝑐𝑜 ACs: outer corner radius [3.4, 10.0] 3.875
𝐹 ACs: flat length [0.0, 2.0] 0.718
𝛼𝑐 ACs: cone angle [0.0, 20.0]° 6.686°
𝑠 ACs: septum thickness [1.2, 4.0] 2.890
𝐿𝑐 CCs: length [5.0, 15.0] 11.550
𝐷𝑐 CCs: diameter [50.0, 75.0] 68.469
𝐿𝑝𝑜𝑠𝑡 CCs: post length [2.0, 6.0] 2.559
𝐷𝑝𝑜𝑠𝑡 CCs: post diameter [10.0, 50.0] 18.061
𝐼axis Interaxis (see Figure 2.2) [62.0, 72.0] 63.848

† Except for 𝛼𝑐 .

Table 2.3: Constant geometrical parameters of the SCL ACs and CCs.

parameter description value
(mm)

𝐿 Tank period 12.140
𝑅𝑐𝑖 ACs: inner corner radius 1.8
𝑅𝑖 ACs: inner nose radius 1.0
𝑅𝑜 ACs: outer nose radius 1.0
𝑅𝑏 ACs: beam hole radius 4.0
𝑅′
𝑐𝑜 CCs: outer corner radius 1.0

𝑅′
𝑐𝑖 CCs: inner corner radius 1.0

𝑅𝑝𝑖 CCs: inner post radius 1.0
𝑅𝑝𝑜 CCs: outer post radius 1.0
𝑅′
𝑏 CCs: bore radius 2.5

Table 2.4: HA optimization settings.

parameter description value

𝑁pop Number of swarm particles 50
𝑁iter Total number of iterations 100
𝑤 Inertia weight 0.4
𝑐1 Cognitive constant 1
𝑐2 Social constant 1

𝑁grid Adaptive grid divisions (in all dimensions) 30
𝑁rep Swarm particles repository size 50
𝑀 Mutation rate 0.5
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Figure 2.4: Convergence of the swarm particles in the objective space at different
iteration numbers: (a) 50 and (b) 100. The objective components, 𝑜1 and 𝑜2,
are given in (2.1). The red dots are the Pareto-optimal solutions collected in
the repository; the blue dots represent the actual population.



2.4 measurements 29

Table 2.5: Frequencies and coupling constants of the optimized SCL cavities.

parameter description value

𝑓𝑎 Frequency of ACs (GHz) 3.007145
𝑓𝑐 Frequency of CCs (GHz) 2.997866
𝑘1 Coupling constant between ACs and CCs 3.23 × 10−2

𝑘𝑎 Coupling constant between adjacent ACs −6.03 × 10−3

𝑘𝑐 Coupling constant between adjacent CCs 1.80 × 10−4

space. Since the coordinate axes are exactly 𝑜1 and 𝑜2, this means that the
solutions are those for which 𝑓 𝐴𝐶

𝜋/2 ≅ 𝑓𝜋/2,ref and 𝑓 𝐶𝐶
𝜋/2 ≅ 𝑓𝜋/2,ref, so the stopband

approximately equals zero. Then, the best global solution selected from the
repository is the particle with the smallest stopband (less than 1 MHz).

Table 2.5 lists the frequencies and coupling constants of the optimized
cavities. The corresponding stopband is very small, being about 12.5 kHz.
The simulated values of the ACs’ unloaded 𝑄 factor, 𝑄0,AC, and unloaded
effective shunt impedance per unit length, 𝑍𝑇2

0,AC, are 𝑄0,AC = 6180 and
𝑍𝑇2

0,AC = 31 MV/m, respectively.

2.3.1 End Cells

The results illustrated so far are used for the design of the ECs, since in actual
linac plants the tanks are closed with full ACs (see also Section 1.8).

To validate the HA computer code, a shorter tank of five optimized cavities
has been considered for fabrication and characterization (Section 2.4). In view
of this, the SCL quintuplet closed with ECs shown in Figure 2.5a has been
first simulated. It consists of two ECs, one central AC and two side CCs. In
the design, starting from the optimized ACs (Table 2.2), the two ECs are then
finely tuned so that: 1) the relative standard deviation of the peak values of
the on-axis longitudinal electric field intensity, |𝐸𝑧 |, is less than 𝜎𝑅,max = 3 %
and 2) the frequency of the 𝜋/2 mode is equal 𝑓𝜋/2,ref. To this aim, the gap,
𝑔, and the nose flat length, 𝐹, of just the outer halves of the ECs are varied
(see Figure 2.5a). Following this tuning step, the small value 𝜎𝑅,sim = 1.806 %
is obtained and the frequency of the 𝜋/2 mode is 𝑓𝜋/2,sim = 2.997 916 GHz,
practically coincident with 𝑓𝜋/2,ref.

In Figure 2.5b, the electric field distribution of the resonating 𝜋/2 mode is
depicted. As expected, the field is mainly confined in the ACs, near the beam
axis, and it is negligible in the CCs.

2.4 measurements

The five-cavity tank closed with the ECs shown in Figure 2.5 has been
fabricated and characterized. The high purity oxygen-free electronic grade
copper is used to fabricate the cavities. The plates used to assemble the
cavities are held together by means of clamps. No brazing process is adopted,
and the quality factor is not measured. The five eigenfrequencies, 𝑓𝑞 , 𝑞 =

0, . . . , 4, of the fabricated tank are measured by means of a vector network
analyzer (VNA Anritsu MS4644B): 𝑓0 = 2.959 719 GHz, 𝑓1 = 2.972 545 GHz,
𝑓2 = 𝑓𝜋/2,meas = 2.997 796 GHz, 𝑓3 = 3.025 050 GHz, and 𝑓4 = 3.049 900 GHz.
The longitudinal electric field amplitude is measured by means of the same
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Figure 2.5: Fabricated five-cavity SCL tank with EC terminations. (a) Geometry op-
timized with the HA computer code; the outer halves of the two ECs are
highlighted in blue. (b) Simulated electric field norm of the 𝜋/2 mode.
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Figure 2.6: Comparison between the simulated and measured longitudinal electric
field intensity, |𝐸𝑧 |, on the beam line.

VNA. According to the standard bead-perturbation measurement technique
[76], a small cylindrical bead is moved through the cavities by a thin nylon line
attached to a stepper motor. The motor, in turn, is connected to a digital-analog
converter for PC control. The RF excitation is provided to the cavities by two
magnetic probes (loop antennas), located into the first and last ACs. The 𝑆12
scattering parameter is measured through the VNA. In particular, a reference
attenuation level of −45 dB is chosen. The estimated frequency shift due to the
field probes is negligible (about 100 kHz). The driving frequency of the VNA
is locked to the resonant frequency of the 𝜋/2 mode. The measured frequency
is 𝑓𝜋/2,meas = 2.997 796 GHz, in excellent agreement with the simulated one.

According to the Slater theorem [17], the bead-induced cavity frequency
shift is proportional to the square of the local field. In this way, the electric
field amplitude is measured in each accelerating gap. The beam pipe-like
structure in the CCs is used for the bead-perturbation measurement of the
electric field in the CCs. As expected from the simulation (see Figure 2.5b),
negligible values of the electric field in the CCs have been measured. The
beam pipe-like structure in the CCs can be removed from the final design.

The manufactured cavities are tuned via metallic rods to maximize the
field uniformity. The rods are located at the center of the cylindrical wall
of each cavity. The rods slightly affect the resonant frequency of the 𝜋/2
mode by inducing a shift of about ±150 kHz. This shift can be compensated
through an operating temperature variation of about ±3 ◦C. In Figure 2.6,
the simulated and measured longitudinal electric field intensity, |𝐸𝑧 |, are
shown for comparison. The two curves are normalized to have the mean
accelerating field 𝐸0 = 15 MV/m along the beam line, which is equivalent to
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a simulated peak input power of about 𝑃in = 200 kW. Figure 2.6 shows an
excellent agreement; the difference between the peak values of the simulated
and measured longitudinal electric field is close to 0.2 %. In fact, the measured
field nonuniformity is 𝜎𝑅,meas = 1.585 %, practically coincident with the
simulated one. The differences between the simulated and measured values
of |𝐸𝑧 | may be due to the fabrication tolerances and/or to the small differences
between the 𝐸𝑧 measurement points and the simulation nodes.

It is worth pointing out that the foregoing approach can be efficiently
applied to the design of longer tanks, typically employed in actual linac plants,
allowing larger reduction of computation cost and strongly helping the design
work. Moreover, the foregoing approach is very versatile and can be used for
the design of other complex resonating structures.

2.5 concluding remarks

A powerful homemade computer code, based on a hybrid analytical/numerical
approach (HA), has been developed in order to design the complex resonant
cavities of an SCL. The HA code integrates a 3D FEM modeling with a
multi-objective PSO technique and an analytical model taking into account
the periodic structure of the SCL. This hybrid strategy allows performing
a fully automated design of the SCL. The design has been validated via
measurements on a five-cavities SCL tank prototype. The simulated and
measured frequency of the 𝜋/2 mode resonating in the tank are 𝑓𝜋/2,sim =

2.997 916 GHz and 𝑓𝜋/2,meas = 2.997 796 GHz, respectively. Moreover, the
measured field nonuniformity is 𝜎𝑅,meas = 1.585 %, only 0.2 % smaller than
the simulated one. The hybrid approach is very promising and general; it
can be used for the simultaneous optimization of a larger number of figures
of merit concerning the linac cavities, such as the quality factor, the shunt
impedance, and the ratio 𝐸𝑠/𝐸0. Moreover, the hybrid approach can be applied
to the design of a wide class of resonating multicavity structures for different
applications.



3D E S I G N O F E L E C T RO M AG N E T I C BA N D - GA P C AV I T I E S
FO R H I G H - G R A D I E N T O N -A X I S CO U P L E D - C AV I T Y
L I N E A R AC C E L E R ATO R S

In this chapter, the design and optimization of a novel accelerating structure
for proton linacs based on suitable electromagnetic band-gap (EBG) coupled
cavities are illustrated. In particular, a 27-MeV 3-GHz proton linac tank with
on-axis coupled EBG cavities closed with full ECs has been optimized by
means of the same hybrid numerical/analytical approach described in Chapter
2. The performances of the EBG accelerating cavities has been compared with
the performances of the 27-MeV 3-GHz SCL accelerating cavities in terms of
the typical linac figures of merit. By using the EBG cavities, an about 8 %
higher transit-time factor has been obtained. Moreover, the peak surface
electric field has been strongly reduced, by about 65 %. In view of this, EBG
cavities are very promising for the design of very high accelerating gradient
microwave proton linacs. Furthermore, the wakefields of the EBG structure
have been compared to the wakefields of the SCL structure, showing that the
EBG structure provides an effective damping of the transverse wakefields.

3.1 introduction

EBG structures consist of periodic arrays (lattices) of metallic and/or dielectric
elements which prevent the electromagnetic propagation in a particular fre-
quency band, known as band-gap. The EBG structures can be engineered to
design devices with unique properties, not achievable by using conventional
geometries. EBG structures are typically used as frequency-selective resonat-
ing devices in a wide range of both low power and high power microwave
applications, including electromagnetic noise suppression, millimeter-range
waveguides, bandpass filters, antennas, liquid sensor, and particle linear
accelerators [77]–[94].

Regarding linac applications, EBG cavities were used to design and fabricate
metallic [87]–[90] and hybrid (dielectric-metallic) [91]–[94] travelling-wave disk-
loaded linear accelerators. EBG linac cavities support single mode propagation
allowing the fundamental TM010-like accelerating mode to be confined in
the lattice defect, while the high-order modes (HOMs) are unconfined. This
allows to suppress the HOM wakefields, enhancing the particle beam stability
[95], [96]. Moreover, high accelerating gradient can be achieved in EBG-based
linacs. For instance, an accelerating gradient of 35 MV/m was measured
in a 17-GHz six-cell EBG electron linac [88] and an accelerating gradient of
89 MV/m with low breakdown probability was measured in a similar EBG
accelerating structure [90]. Nevertheless, no feasibility investigations have yet
been done on the design of EBG-based standing-wave linacs for accelerating
heavy ion beams, such as proton beams.

In the following sections, the design and optimization of a novel on-axis
coupled EBG proton linac is reported. In particular, the design of a 3-GHz
standing-wave EBG linac tank closed with full end cells has been performed
via the same hybrid numerical/analytical approach (HA code) described in
the previous chapter. A proton beam with an input energy of 27 MeV has
been considered. The typical linac figures of merit pertaining to the EBG

33
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Figure 3.1: Sketches of the (a) transversal and (b) longitudinal cross-sections of an EBG
accelerating cavity. The geometrical parameters are listed in Tables 3.1 and
3.2. The rods overlapping with the coupling slot area are removed from the
cavity.

accelerating cavities have been compared with those pertaining to the SCL
accelerating cavities optimized in Chapter 2. Interesting results have been
obtained, which allow to predict the feasibility of high accelerating gradient
EBG-based proton linacs with low RF breakdown probability and effective
wakefields damping.

3.2 design overview

A sketch of the EBG accelerating cavities considered in the HA code is shown
in Figure 3.1. By substituting 𝑔𝑎𝑐 and 𝑅𝑎𝑐

𝑖𝑟 with 𝑔𝑐𝑐 and 𝑅𝑐𝑐
𝑖𝑟 , respectively, the

EBG coupling cavities are obtained. Both the EBG accelerating and coupling
cavities consist of an octagonal lattice of cylindrical copper rods, because of
the 8-fold rotational symmetry of the octagonal lattice, which allows for 2-fold
rotational symmetry when considering also the coupling slots. Removing
one rod in the center of the 2D metal lattice allows the confinement of the
accelerating mode. The oxygen-free electronic grade copper is considered as
the material for rods and plates.

To reduce the computational effort of simulations, the electromagnetic
symmetry of the TM010-like modes propagating in the ACs and CC is exploited.
In particular, the following boundary conditions are imposed in order to
simulate one eighth of the total cavity volumes: 1) the 𝑥 = 0 and 𝑦 = 0 planes
are considered as PMC planes, 2) the 𝑧 = 0 plane is considered as a PEC plane.
Moreover, 3) the perfect matched layers (PMLs) are used around the inner
volumes of ACs and CCs, to absorb any em energy leaks from the open sides
of ACs and CCs. Three octagonal rings of rods are used in the design of ACs
and CCs, since the em power losses increase as the number of rings increases.

Due to the open sides of the EBG cavities, the on-axis coupling between
ACs and CCs are considered instead of the side-coupling (see also Section
1.6). Two slots for magnetic coupling between ACs and CCs are placed on
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Figure 3.2: 3D sketch of a full EBG accelerating cavity. The outer (copper) volume is
shown. The end wall with the 90°-rotated magnetic coupling slots is shown
in transparency.

each cavity end wall. As an example, in Figure 3.2 the 3D view of an EBG
accelerating cavity is shown. To avoid direct magnetic coupling between
cavities of the same type, the coupling slots on one end wall are rotated by
90° from the coupling slots on the opposite end walls [17]. The copper rods
overlapping with the coupling slots are removed from each cavity (see the
dotted-line rods in Figure 3.1b). Since the em field of the accelerating mode is
confined in the center volume of the EBG cavities, the radius of the rods on
the innermost ring strongly influences the resonance frequency of the cavities.
The innermost rods placed below the coupling slots have a different radius
(𝑅𝑎𝑐,𝑐𝑐

𝑖𝑟 , in Figure 3.1b) from that of the other rods (𝑅𝑟 , in Figure 3.1b). This
also allows to achieve a finer tuning of the frequency of ACs and CCs, which
is required for reducing the stopband.

3.2.1 HA code details

The HA code used to design the linac EBG cavities is effectively the same
one described in Chapter 2 (see Figure 2.3) and successfully validated by
measurements. Only the following minor changes have been taken into
account due to the on-axis coupled-cavity configuration:

• the half ACs termination is considered instead of the half CCs termination
(see also Section 1.7);

• the following multi-objective function 𝑶(𝒙) = [𝑜1(𝒙), 𝑜2(𝒙), 𝑜3(𝒙)] is
minimized:

𝑜1(𝒙) = | 𝑓 𝑎𝑐𝜋/2(𝒙) − 𝑓𝜋/2,ref |,
𝑜2(𝒙) = | 𝑓 𝑐𝑐𝜋/2(𝒙) − 𝑓𝜋/2,ref |,
𝑜3(𝒙) = 1/𝑍𝑇2

0,𝑎𝑐(𝒙),
(3.1)

where the first two objective components, 𝑜1(𝒙) and 𝑜2(𝒙), are the same
ones illustrated in the previous chapter. Through the third objective
component, 𝑜3(𝒙), the unloaded effective shunt impedance per unit
length of the ACs, 𝑍𝑇2

0,𝑎𝑐 , is maximized. That is the energy gain in a
given accelerating gap for a given power loss is maximized (see also
Section 1.2). Compared to the multi-objective function in (2.1) used to
optimize the SCL cavities, the third objective, 𝑜3(𝒙), in (3.1) has been
added in order to compensate for the lower effective shunt impedance
which typically affect the on-axis coupled-cavity linac structures [17].

Furthermore, to reduce the computational cost of the numerical simulations
and increase the efficiency of the design approach, a first optimization step
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Table 3.1: Optimized geometrical parameters of the EBG ACs and CCs.

parameter description search optimized
space value
(mm) (mm)

𝑎 Lattice constant [40.0, 50.0] 45.515
𝑅𝑟 Radius of rods [2.0, 20.0] 9.889
𝑔𝑎𝑐 ACs: gap length [1.0, 6.0] 5.807
𝑅𝑎𝑐
𝑖𝑟 ACs: inner rods’ radius [2.0, 20.0] 9.483

𝑅𝑐𝑐
𝑖𝑟 CCs: inner rods’ radius [2.0, 20.0] 9.188

𝑤𝑠𝑙𝑜𝑡 Half-width of coupling slots [12.0, 35.0] 17.219
ℎ𝑠𝑙𝑜𝑡 Height of coupling slots [2.0, 35.0] 17.444

is carried out by considering in the analytical model a three-cavities tank, or
triplet, closed with half ACs. In this case, only the nearest neighbor coupling
is taken into account (Section 1.3). That is, the polynomial equation system in
(1.26) reduces to three equations with the unknowns [ 𝑓𝑎 , 𝑓𝑐 , 𝑘1]⊺ and 𝑘𝑎 = 0,
𝑘𝑐 = 0. Then, a second optimization step is carried out by considering
quintuplets, i. e. the complete system in (1.26) is taken into account. The
second optimization step is a refinement of the first optimization step, so a
very small number of iterations are needed in the second optimization step.
By using this double-step approach, the design of the linac cavities needs less
than half the time that would be required if only quintuplets were simulated
at each HA code iteration, for equal mesh size and HA code settings. By using
triplet simulations, the approximations 𝑘𝑎 = 0 and 𝑘𝑐 = 0 must be considered.
However, if the coupling constants 𝑘𝑎 and 𝑘𝑐 are small, the accuracy of the
optimization results is slightly affected by the above approximation (just a little
tuning of the loaded cavity frequencies is needed in the second optimization
step).

3.2.2 Design specifications

In order to do a realistic comparison between the SCL and EBG accelerating
cavities, the same design parameters listed in Table 2.1 and the calculated
accelerating tank period 𝐿 = 12.140 mm are considered for designing and
optimizing the EBG proton linac tank too. The upper limit 𝜎𝑅,max = 3 % for
the relative standard deviation of the longitudinal electric field peaks is again
considered. Finally, the design objectives in (3.1) contribute to determining
the design specifications.

3.3 simulation results

Table 3.1 lists the optimized geometrical parameters of the EBG accelerating
and coupling cavities along with their search ranges. It is worth noting
that the search ranges listed in Table 3.1 are wide enough to provide a large
set of feasible solutions, i. e. to provide swarm with very good exploratory
capabilities and population diversity. In particular, in Table 3.1:

• an initial guess of the lattice constant, 𝑎, is calculated by considering
the central volume of the EBG cavities as it was a conventional TM010
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Table 3.2: Constant geometrical parameters of the EBG ACs and CCs.

parameter description value
(mm)

𝐿 Accelerating tank period 12.14
𝑅𝑏 Beam hole radius 4.00
𝑅𝑖 Beam hole corner radius 1.00
𝑠 Septum (wall) thickness 2.00
𝑔𝑐𝑐 CCs: gap length 𝐿 − 𝑔𝑎𝑐 − 2𝑠
𝑐𝑠𝑙𝑜𝑡 Center of coupling slots 2𝑎

cylindrical resonator. Then, a search range for the lattice constant is
imposed around the initial guess;

• in the second optimization step based on quintuplet simulations (Section
3.2.1), only the values of𝑅𝑎𝑐

𝑖𝑟 and𝑅𝑐𝑐
𝑖𝑟 are refined in the range [8.5, 9.5]mm,

around the values optimized in the first step (9.376 mm and 9.233 mm,
respectively), by keeping the other geometrical parameters at the values
obtained by the first optimization.

Table 3.2 lists the parameters not involved in the optimization process, i. e.
no search ranges are defined for these parameters. In particular:

• the beam hole radius, 𝑅𝑏 , is set to the same value used in the previous
chapter to design the SCL cavities, since it provides high enough proton
beam transmittance [15], [22], [74];

• the beam hole corner is rounded off by the radius 𝑅𝑖 to reduce the field
lines concentration, thus reducing thermal stresses;

• the gap length of the CCs, 𝑔𝑐𝑐 , is always calculated such that the center-
to-center axial distance between two consecutive ACs is equal to the
tank period 𝐿 (see Figure 1.7b).

The optimization settings listed in Table 2.4 are also used for optimizing
the EBG proton linac cavities. Thanks to the double-step method described
in Section 3.2.1, fewer iterations are needed for optimizing the EBG cavities,
specifically 50 iterations for the first optimization step, and 5 iterations for the
second step (i. e., 𝑁iter = 50 + 5). By considering also the em symmetries de-
scribed in Section 3.2 and a maximum mesh size used for 3D FEM simulations
equal to (𝑐/ 𝑓𝜋/2,ref)/10, where 𝑐 is the speed of light in vacuum, the EBG tank
design has required about two days on a PC with an Intel Core i7-4770 and
16 GB of RAM. Compared to the computation time required by the SCL tank
design (Section 2.3), it is worth to note the quite higher efficiency of the HA
code version used in this work.

Several attempts were made to check the robustness of the HA code by
using large search ranges and different population size and number of itera-
tions, which are the most critical parameters for evolutionary optimization
algorithms (due to fitness evaluations and overall computation time). The
parameters listed in Table 2.4 (with 𝑁iter = 50 + 5) and the search space in
Table 3.1 are a good trade-off between computation time and convergence
consistency. The uncertainties in the solutions of multiple runs range from
0.1 % to 1 %. Smaller uncertainties can be achieved by increasing 𝑁pop and
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Table 3.3: Frequencies and coupling constants of the optimized EBG cavities.

parameter description value

𝑓𝑎 Frequency of ACs (GHz) 2.998141
𝑓𝑐 Frequency of CCs (GHz) 2.999258
𝑘1 Coupling constant between ACs and CCs 3.52 × 10−3

𝑘𝑎 Coupling constant between adjacent ACs 4.63 × 10−4

𝑘𝑐 Coupling constant between adjacent CCs −8.69 × 10−5

𝑁iter or by introducing a suitable convergence criterium taking into account at
least the uncertainties of the most significant parameters.

Table 3.3 lists the loaded frequencies and coupling constants of the optimized
EBG cavities. The stopband is very small, being about 292 kHz.

3.3.1 End Cells

The results illustrated in Section 3.3 are then used for the design of the ECs
(see also Section 1.8). In particular, starting from the optimized ACs (Table 3.1),
the two ECs are then finely tuned so that: i) the relative standard deviation,
𝜎𝑅, of the peaks of the longitudinal electric field intensity, |𝐸𝑧 |, is less than
𝜎𝑅,max = 3 %; ii) the 𝜋/2 mode frequency is equal (or very close) to 𝑓𝜋/2,ref. To
this aim, the gap length of the ECs, 𝑔𝑒𝑐 , is slightly lowered with respect to
the gap length of the optimized ACs, 𝑔𝑎𝑐 , i. e. 𝑔𝑒𝑐 = 0.91𝑔𝑎𝑐 . Figure 3.3 shows
the electric field distribution of the 𝜋/2 mode in a tank of five optimized EBG
cavities closed with the ECs. The on-axis electric field intensity, |𝐸𝑧 |, in the
same simulated tank is shown in Figure 3.4, where the three peaks correspond
to acceleration in the two ECs and in the center AC. In Figure 3.3 and Figure
3.4 the electric field intensity is normalized in order to have the design average
value 𝐸0 = 15 MV/m along the beam line. After the tuning of the ECs, an
accelerating field nonuniformity as small as 𝜎𝑅 = 1.1 % is obtained and the
simulated frequency of the 𝜋/2 mode is 𝑓𝜋/2,sim = 2.998 09 GHz, very close to
𝑓𝜋/2,ref (see Table 2.1).

3.4 performance comparison between scl and ebg acs

In Table 3.4 the performances of the optimized EBG accelerating cavities are
compared with the performances of the accelerating cavities of the optimized
SCL tank illustrated in Chapter 2. As already mentioned, the same design
specifications on 𝑓𝜋/2,ref, 𝐸in, 𝐸0 and 𝐿 listed in Table 2.1 are considered for both
the EBG and SCL tanks. The power losses of the EBG cavities are higher than
the power losses of the SCL cavities, due to the larger transversal dimension
of the EBG cavities and to the on-axis coupling configuration. This in turn
results in 30 % lower 𝑄 factor and effective shunt impedance. However, the
transit-time factor of the EBG cavities is about 8 % higher than the transit-time
factor of the SCL cavities, approaching values typically found in higher energy
linac cavities [17], [20], [74]. Moreover, the peak surface electric field of the
EBG cavities is strongly reduced, by about 65 %. This is due to the absence of
nose cones which instead are needed in SCL cavities to increase the transit-time
factor. Since EBG and SCL accelerating cavities have the same 𝛽� and 𝐸0 and
the electric field is predominant near the beam line, the higher transit-time
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Figure 3.3: Distribution of the simulated electric field intensity of the 𝜋/2 mode in an
EBG proton linac tank of five optimized cavities closed with full ECs. (a)
3D view (the PMLs around the inner volume of the cavities are also shown).
(b) 𝑦𝑧-plane (the central volume enclosed by the innermost rods is shown).
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Figure 3.4: Simulated longitudinal electric field intensity, |𝐸𝑧 |, on the beam line of the
optimized EBG proton linac tank shown in Figure 3.3.

Table 3.4: Performance comparison between the ACs of the SCL tank (Chapter 2) and
the ACs of the EBG tank.

parameter scl ebg

Unloaded frequency (GHz) 3.06231 2.99364
Cavity radius (mm) 33.563 151.434
Cavity length (mm) 12.140 7.807
Accelerating gap length (mm) 3.059 5.807
Average axial electric field (MV/m) 15 15
Transit-time factor 0.78 0.84
Unloaded quality factor 6180 4032
Surface losses (kW) 53.3 61.9
Effective shunt impedance per unit length (MΩ/m) 31 20
Peak surface electric field (MV/m) 93.2 32.6
Peak surface current density (kA/m) 37.8 51.1



3.4 performance comparison between scl and ebg acs 41

factor of the EBG accelerating cavities may be related to the lower peak surface
electric field, which results in lower thermal losses and better exploitation of
the on-axis electric field to provide energy gain to the proton beam.

The peak surface current density is about 35 % higher in the EBG cavities,
due to the presence of the innermost rods which prevent the RF surface current
from flowing over larger surfaces. The surface current density is higher at the
rods boundaries, where the magnetic field is predominant. To mitigate the
peak surface current density on the rods boundaries, two feasible solutions
are:

• add an objective component in (3.1) to minimize also the peak magnetic
flux;

• placing suitable cooling pipes within the innermost rods. It is worth
noting that such cooling pipes can also be effective for managing high
thermal stress points near the beam hole corner, where the peak surface
electric field is predominant.

In Figure 3.5 the dispersion curve of the 35-cavities EBG tank is shown along
with the dispersion curve of the 35-cavities SCL tank described in Section 2.3.
Because of the lower coupling constant 𝑘1, the frequency spacing between
the 𝜋/2 mode and the adjacent modes in the EBG tank is very small, being
about 0.5 MHz, while in the SCL tank it is equal to about 4.4 MHz. However,
from an RF point of view, by increasing the accelerating gradient in the EBG
accelerating cavities by a factor of three, one third of the total number of ACs
is enough to achieve the same energy gain. In Figure 3.5 the dispersion curve
of a shorter EBG tank with 11 cavities (4 ACs, 2 ECs and 5 CCs) is also shown.
In such a case, the frequency spacing between the 𝜋/2 mode and the adjacent
modes increases to about 1.5 MHz. By increasing the accelerating gradient,
the surface losses increase as well, making it necessary considering higher
𝜋/2 mode frequencies. The maximization of the frequency difference between
modes neighboring the 𝜋/2 mode can be included in the multi-objective
function 𝑶(𝒙) in order to further increase the field distribution stability. A
different geometry for the coupling slots and the innermost rods can also be
investigated to increase the value of 𝑘1.

In order to evaluate the wakefield damping provided by the EBG cavities,
the longitudinal and transverse wake potentials and impedances have been
numerically simulated with single-bunch excitation. The EBG quintuplet
closed with the ECs has been considered and compared with the SCL coun-
terpart described in Section 2.3. A proton bunch with a gaussian line charge
distribution, length of 1 mm and relative velocity 𝛽 = 0.24 (Table 2.1), has been
injected into the beam pipes of the linacs with a 2 mm displacement in the 𝑥
direction. The longitudinal and transverse wake potentials are depicted in
Figures 3.6–3.7 as a function of the wakelength, i. e. the distance behind the
bunch. The longitudinal and transverse wake impedances, i. e. the frequency
spectra of the wakefields, are also shown. The longitudinal wake potentials
are affected only by the modes having longitudinal electric fields in the beam
pipe. In particular, the beam loading due to the fundamental TM010-like
monopole mode largely contribute to the longitudinal wakes of both tanks.
The longitudinal wake potential of the EBG tank decays slowly due to the high
𝑄 factor of the TM010-like mode. Conversely, in the SCL tank, the longitudinal
wake potential remains at a stable value even 10 m behind the exciting proton
bunch (the small divergence in the tail may be due to the finite simulation
length). The same also applies to the transverse wake potentials, where the
contribution due to the dipole and quadrupole HOMs is larger. The high
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Figure 3.5: Dispersion curves of EBG tanks with 35 and 11 cavities (square and triangle
markers, respectively). The dispersion curve of the SCL tank with 35 cavities
described in Section 2.3 is also shown.

frequency components in the transverse wake spectra are due to the TM230-like
mode, for the EBG tank, and to the TM120-like mode, for the SCL tank.

To evaluate the contribution to the transverse wake potentials from each
mode, the transverse wake impedances have been filtered to isolate the
peaks pertaining to each mode. Then, by means of an inverse fast Fourier
transform, the wake damping due to each HOM has been recovered. Figure
3.8 illustrates the separate contributions of the transverse wake potential as a
function of the wakelength. The transverse electromagnetic field distribution
of the fundamental mode and HOMs are also shown. As expected, the
fundamental TM010-like mode provides a slow-decaying transverse wake
potential in the EBG tank, and a constant transverse wake in the SCL tank.
The TM230-like quadrupole mode of the EBG tank is excited with less than half
of the intensity of the fundamental mode. The faster decay of the TM230-like
mode is also due to the larger diffractive losses which lower its 𝑄 factor
(𝑄EBG

0,TM230
= 1254). Conversely, the higher 𝑄 factor of the TM120-like dipole

mode of the SCL (𝑄SCL
0,TM120

= 6852) involves negligible damping of such HOM.
These results confirm that the EBG cavities provides effective damping of the
HOM wakefields relative to the SCL cavities.

Other advantages of EBG cavities with respect to SCL cavities are:

1. a smaller number of geometrical parameters, providing easier design;

2. an easier high frequency scaling of the cavity transverse dimensions,
which also allow higher accelerating gradients with negligible RF break-
down probability, according to the Kilpatrick criterion [17].

3.5 concluding remarks

A novel proton linac based on on-axis coupled EBG cavities has been designed
and optimized. The experimentally-validated hybrid numerical/analytical
approach described in Chapter 2 has been here exploited for the design and
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Figure 3.6: (a) Numerical simulation of the longitudinal wake potential in the EBG
structure on a line parallel to the beam propagation line and displaced
2 mm in the 𝑥 direction; the longitudinal wakes of the SCL structure in
Chapter 2 is also shown for comparison. (b) Longitudinal wake impedances
(spectra) of the EBG and SCL structures.
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Figure 3.7: (a) Numerical simulation of the transverse wake potential in the EBG
structure on a line parallel to the beam propagation line and displaced
2 mm in the 𝑥 direction; the transverse wakes of the SCL structure in
Chapter 2 is also shown for comparison. (b) Transverse wake impedances
(spectra) of the EBG and SCL structures.



3.5 concluding remarks 45

(a)

(b)

(c)

Figure 3.8: Transverse wake potentials as a function of the wakelength for each mode
in the EBG and SCL structures: (a) TM010-like fundamental modes (EBG
and SCL); (b) TM230-like quadrupole mode (EBG); (c) TM120-like dipole
mode (SCL).
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optimization of the EBG cavities. In particular, the hybrid strategy has been
used to design a 27-MeV 3-GHz EBG tank closed with full ECs. The simulated
frequency of the EBG tank 𝜋/2 mode is 𝑓𝜋/2,sim = 2.998 09 GHz, very close to
the nominal value 𝑓𝜋/2,ref = 2.997 92 GHz. The calculated stopband is very
small, being about 292 kHz. Moreover, an accelerating field nonuniformity
as small as 𝜎𝑅 = 1.1 % has been calculated. The typical linac figures of merit
of the optimized EBG accelerating cavities has been compared with those
pertaining to the accelerating cavities of the 27-MeV 3-GHz SCL tank, whose
design is detailed in Chapter 2, having the same design specifications. The
transit-time factor of the EBG accelerating cavities is about 8 % higher (SCL:
0.78, EBG: 0.84), approaching values typically found in higher energy linac
cavities. The 𝑄 factor of the EBG accelerating cavities is about 30 % lower (SCL:
6180, EBG: 4032), suggesting considering higher 𝜋/2 mode frequency and/or
higher proton beam input energy. Furthermore, the peak surface electric
field in the EBG accelerating cavities is about 65 % lower (SCL: 93.2 MV/m,
EBG: 32.6 MV/m). Thus, EBG cavities are very promising for the design of
higher frequency and higher accelerating gradient proton linacs with low
RF breakdown probability. As an example, by considering the Kilpatrick
limit 𝐸𝑘 = 46.8 MV/m at 𝑓𝜋/2,ref, a conservative peak surface electric field
𝐸𝑠 = 2𝐸𝑘 would allow to increase the accelerating gradient of the EBG tank
by about three times (𝐸0 = 45 MV/m), thus reducing to one third its length.
Higher values of 𝑓𝜋/2,ref would enable even higher accelerating gradients and
more compact tanks, as well as lower losses. The longitudinal and transverse
wake potentials excited by the proton beam in the EBG and SCL structures
have been simulated and compared too. The contribution to the transverse
wake potentials from each HOM has been recovered. The results confirm
that the EBG structure effectively damps the transverse wake potential due
to HOMs. As the value of 𝑓𝜋/2,ref increases, other design constraints must be
carefully considered, such as the fabrication tolerances, the thermal stress at
the innermost rod joints and the increasing wakefield effects.
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Dielectric microresonators with circular geometries (e. g. spheres, disks, rings,
toroids and bubbles) support a special kind of optical propagation modes,
which are known as whispering gallery modes (WGMs). Light is strongly
confined within WGM microresonators via total internal reflection at the
boundary between the microresonator surface and the surrounding medium
[97]. Thus, light undergoes several hundreds of revolutions along circular
orbits. This leads to peculiar properties owned by WGM microresonators,
including very high power density, extremely small mode volume, very high
quality factors and very narrow spectral linewidth [44], [98]. Furthermore,
WGM microresonator are characterized by submillimeter-scale volumes (di-
ameters vary from tens of micrometers to hundreds of micrometers) and
cost-saving manufacturing. Planar resonators can be fabricated onto silicon
substrates by using conventional photolithography and etching techniques [99].
Optical fiber-based microresonators, such as microspheres and microbubbles,
can be fabricated by melting the tip of a single-mode fiber or by heating a
glass capillary via arc discharge, respectively [40], [98]. Moreover, a number
of functional coatings can be easily deposited onto the surface of a sphere
resonator by the dip-coating method [100]. All the remarkable properties of
the WGM resonators described so far make them a valuable alternative to the
traditional optical microresonators, such as the Fabry-Pérot cavities.

WGMs are excited in a microresonator via evanescent field coupling which
can be provided by different input couplers. For planar WGM resonators,
integrated waveguides are preferred in order to obtain high circuit integration,
mechanical stability and cost-saving manufacturing [37], [99]. For optical
fiber-based WGM resonators, the most common coupling techniques include
prisms, half-blocks, angle-polished fiber tips, and tapered fibers. In this
regard, tapered fibers allow to provide the most efficient coupling with the
WGMs [101]–[103].

In the following sections, the general analytic theory for accurately describ-
ing a WGM dielectric resonator evanescently coupled with an input waveguide
is illustrated. In particular, the mathematical formalism pertaining to the
WGMs supported by a multilayer microresonator with circular geometry
is first introduced. Then, the coupled mode theory is used to model the
optical coupling of the WGMs with the input waveguide. The space and time
formulations of the coupling of modes are both taken into account. Finally,
the response of the coupling system to an excitation optical signal is given in
terms of power transmittance.

4.1 analytical model of a multilayer wgm microresonator

To illustrate the WGM theory, a multilayer sphere resonator coupled with an
adiabatically-tapered optical fiber is considered, as shown in Figure 4.1. The
𝑧-axis is the direction of propagation of the input fiber modes. The origin
of the global 𝑥 and 𝑦 coordinates is at the center of the taper waist. The
coordinates of the multilayer sphere are represented by the usual variables 𝑟, �
and 𝜙 for the radial, polar and azimuthal components, respectively. The polar
direction �̂� is perpendicular to the equatorial plane and the effective direction

47
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Figure 4.1: 3D sketch of a multilayer WGM sphere microresonator coupled with a
tapered optical fiber.
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Figure 4.2: Cross-section of a multilayer WGM sphere microresonator coupled with a
tapered optical fiber. The cross-section of the taper waist is shown. .
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of propagation of the WGMs within the sphere is along the �̂� direction, in the
equatorial plane. Even though a tapered fiber and a spherical resonator are
considered here, the theory described in the following is general and it can be
applied to any WGM resonator and any waveguides used for input/output
coupling.

In Figure 4.2, the cross-sections of the 𝑁-layer microresonator and the
fiber taper waist are shown. The 𝑖th microresonator layer has a radius 𝑅𝑖

and a uniform refractive index 𝑛𝑖 . The surrounding background medium is
supposed to have a uniform refractive index 𝑛bg < 𝑛𝑁 . The refractive index of
the taper core is 𝑛 𝑓 , the radius of the taper waist is 𝑅 𝑓 . The 𝑁-layer sphere
resonator is at a distance 𝑔 from the taper waist. It is worth noting that, for a
fused tapered fiber with a waist diameter ranging from a few micrometers
to tens of micrometers, the modes are those of an air-clad fiber (the power
originally confined in the core leaks into the cladding).

The em fields propagating in a spherical volume with a uniform refractive
index, 𝑛, are the solutions of the well-known Helmholtz wave equation [52]:

∇2Ψ(𝑟, �, 𝜙) + 𝑘2𝑛Ψ(𝑟, �, 𝜙) = 0, (4.1)

where the differential operator ∇2 is expressed in spherical coordinates; 𝑘
is the wave vector in vacuum; Ψ(𝑟, �, 𝜙) is a scalar function that represent
either the electric or magnetic field component. If the polarization direction
of the em fields is supposed to be constant throughout all points in space, the
method of separation of variables can be applied and the solutions of (4.1) can
be expressed in the following form:

Ψ(𝑟, �, 𝜙) = 𝑁𝑠𝑅(𝑟)Θ(�)Φ(𝜙), (4.2)

where 𝑅(𝑟), Θ(�) and Φ(𝜙) are the radial, polar and azimuthal contributions
of the fields, respectively; 𝑁𝑠 is a power normalization constant related to
the power flowing through a cross section of the sphere, i. e. through a
plane transverse to the �̂� direction (see the �-𝑟 plane in Figure 4.2) [104].
As a consequence of the separation of variables, the solutions of (4.1) can
be grouped in transverse electric (TE) and transverse magnetic (TM) modes.
For TE modes, Ψ(𝑟, �, 𝜙) ≡ 𝐸�, and the electric field is parallel to the sphere
surface, i. e. 𝑬 = 𝐸��̂�, 𝐸𝑟 = 𝐸𝜙 = 0. For TM modes, Ψ(𝑟, �, 𝜙) ≡ 𝐻�, and the
magnetic field is parallel to the sphere surface, i. e. 𝑯 = 𝐻��̂�, 𝐻𝑟 = 𝐻𝜙 = 0
[104]. Maxwell’s equations are used to calculate the other field components,
𝐻𝑟 , 𝐻𝜙, for TE modes, and 𝐸𝑟 , 𝐸𝜙, for TM modes, as will be illustrated in the
following. The wave equation in (4.1) and its solutions in (4.2) apply to any
layer of the microresonator shown in Figure 4.2. By substituting (4.2) in (4.1),
the following expressions for the WGM field contributions in all sphere layers
are obtained:

Φ(𝜙) = e±𝚥𝑚𝜙 , (4.3a)

Θ(�) = e−𝑚�2/2𝐻𝑝(�
√
𝑚), 𝑚 ≫ 1 ≫ �, (4.3b)

𝑅(𝑟) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝐴1 𝑗𝑙(𝑘𝑛1𝑟), 𝑟 ≤ 𝑅1

𝐴2 𝑗𝑙(𝑘𝑛2𝑟) + 𝐵2𝑦𝑙(𝑘𝑛2𝑟), 𝑅1 < 𝑟 ≤ 𝑅2 ,

. . . . . . . . . . . . . . .

𝐴𝑖 𝑗𝑙(𝑘𝑛𝑖𝑟) + 𝐵𝑖𝑦𝑙(𝑘𝑛𝑖𝑟), 𝑅𝑖−1 < 𝑟 ≤ 𝑅𝑖 ,

. . . . . . . . . . . . . . .

𝐴𝑁 𝑗𝑙(𝑘𝑛𝑁 𝑟) + 𝐵𝑁 𝑦𝑙(𝑘𝑛𝑁 𝑟), 𝑅𝑁−1 < 𝑟 ≤ 𝑅𝑁 ,

𝐴𝑁+1e−𝛼(𝑟−𝑅𝑁 ) , 𝑟 > 𝑅𝑁 ,

(4.3c)
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where 𝐻𝑝 is the Hermite polynomial of order 𝑝 = 𝑙 − 𝑚; 𝑗𝑙 and 𝑦𝑙 are the
spherical Bessel function of the first and second kind of order 𝑙, respectively; 𝐴𝑖

and 𝐵𝑖 , 𝑖 = 1, . . . , 𝑁 + 1, are amplitude constants to be evaluated by applying
the boundary conditions to the �- and 𝜙-polarized field components at the
interfaces 𝑟 = 𝑅𝑖 ; 𝛼 = (𝛽2

𝑙 − 𝑘2𝑛2
bg)1/2 is the exponential decay constant of the

evanescent field outside the microresonator; 𝛽𝑙 is the propagation constant of
the WGM parallel to the microresonator surface. The substitution of (4.3) in
(4.2) gives the complete expression for the WGM𝑙 ,𝑚,𝑛 fields of the multilayer
microresonator. Each WGM𝑙 ,𝑚,𝑛 is uniquely described by the three integers 𝑙,
𝑚 and 𝑛. The value 𝑚 is the number of field maxima along the 𝜙-direction;
the value 𝑙 − 𝑚 + 1 is the number of field maxima along the �-direction; the
value 𝑛 is the number of absolute field maxima along the 𝑟-direction. In the
expression of 𝑅(𝑟), 𝐵1 = 0 since 𝑦𝑙(𝑘𝑛1𝑟) is an unacceptable physical solution
because it would give infinitely large WGM fields for 𝑅1 → 0. Moreover, the
radial component of the WGM fields outside the microresonator (𝑟 > 𝑅𝑁 ) is
approximated by an exponentially decay evanescent field [104].

In (4.3), only the expression of the radial field contribution, 𝑅(𝑟), takes differ-
ent values to account for the 𝑁 −1 separation interfaces, for which appropriate
boundary conditions must be imposed. Since any layer corresponds to an
equation in 𝑅(𝑟), any layer involves two boundary conditions, which require
tangential fields be continuous across its interface. The tangential fields are
calculated from Maxwell’s equations, by using the expression of 𝑅(𝑟) in (4.3).
For TE modes:

𝑯 = −𝚥 1
𝜔�0

∇ × 𝑬

= 𝚥
1

𝜔�0

[︃
−𝚥 𝑚

𝑟 cos�𝐸�𝒓 +
(︃

1
𝑟
+ 𝜕

𝜕𝑟

)︃
𝐸��̂�

]︃
≅

1
𝜔�0

𝑚
𝑟 cos�𝐸�𝒓 + 𝚥

1
𝜔�0

𝜕𝐸�

𝜕𝑟
�̂�,

(4.4)

where the approximation 𝜕𝐸�/𝜕𝑟 ≫ 𝐸�/𝑟 is used. For TM modes:

𝑬 = −𝚥 1
𝜔𝜖0𝑛2 ∇ × 𝑯

= −𝚥 1
𝜔𝜖0𝑛2

[︃
𝚥

𝑚
𝑟 cos�𝐻�𝒓 +

(︃
1
𝑟
+ 𝜕

𝜕𝑟

)︃
𝐻��̂�

]︃
≅

1
𝜔𝜖0𝑛2

𝑚
𝑟 cos�𝐻�𝒓 − 𝚥

1
𝜔𝜖0𝑛2

𝜕𝐻�

𝜕𝑟
�̂�,

(4.5)

where the approximation 𝜕𝐻�/𝜕𝑟 ≫ 𝐻�/𝑟 is used. By matching the tangential
�- and 𝜙-polarized field components of TE and TM modes at 𝑟 = 𝑅𝑖 , 𝑖 =
1, . . . , 𝑁 , a homogeneous linear equation system of the form M𝒙 = 0 is
obtained, where 𝒙 = [𝐴1 , 𝐴2 , 𝐵2 , . . . , 𝐴𝑁 , 𝐵𝑁 , 𝐴𝑁+1]⊺ and

M =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

M11 0 . . . 0 . . . 0

0 M22 . . . 0 . . . 0
...

...
. . .

...
...

0 0 . . . M𝑖𝑖 . . . 0
...

...
...

. . .
...

0 0 . . . 0 . . . M𝑁𝑁

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.6)
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where, for the first layer (𝑖 = 1),

M11 =

⎡⎢⎢⎢⎢⎣
𝑗𝑙(𝑘𝑛1𝑅1) −𝑗𝑙(𝑘𝑛2𝑅1) −𝑦𝑙(𝑘𝑛2𝑅1) 0

𝑛1 𝑗′𝑙 (𝑘𝑛1𝑅1) −𝜒1𝑛2 𝑗′𝑙 (𝑘𝑛2𝑅1) −𝜒1𝑛2𝑦′𝑙(𝑘𝑛2𝑅1) 0

⎤⎥⎥⎥⎥⎦ ,
for the interior layers (𝑖 = 2, . . . , 𝑁 − 1),

M𝑖𝑖 =

⎡⎢⎢⎢⎢⎣
𝑗𝑙(𝑘𝑛𝑖𝑅𝑖) 𝑦𝑙(𝑘𝑛𝑖𝑅𝑖) −𝑗𝑙(𝑘𝑛𝑖+1𝑅𝑖) −𝑦𝑙(𝑘𝑛𝑖+1𝑅𝑖)

𝑛𝑖 𝑗′𝑙 (𝑘𝑛𝑖𝑅𝑖) 𝑛𝑖𝑦′𝑙(𝑘𝑛𝑖𝑅𝑖) −𝜒𝑖𝑛𝑖+1 𝑗′𝑙 (𝑘𝑛𝑖+1𝑅𝑖) −𝜒𝑖𝑛𝑖+1𝑦′𝑙(𝑘𝑛𝑖+1𝑅𝑖)

⎤⎥⎥⎥⎥⎦ ,
for the last layers (𝑖 = 𝑁),

M𝑁𝑁 =

⎡⎢⎢⎢⎢⎣
0 𝑗𝑙(𝑘𝑛𝑁𝑅𝑁 ) 𝑦𝑙(𝑘𝑛𝑁𝑅𝑁 ) −1

0 𝑘𝑛𝑁 𝑗′𝑙 (𝑘𝑛𝑁𝑅𝑁 ) 𝑘𝑛𝑁 𝑦′𝑙(𝑘𝑛𝑁𝑅𝑁 ) 𝜒𝑁𝛼𝑠

⎤⎥⎥⎥⎥⎦ ,
and 𝜒𝑖 = 1, 𝑖 = 1, . . . , 𝑁 , for TE modes, 𝜒𝑖 = 𝑛2

𝑖 /𝑛2
𝑖+1, 𝑖 = 1, . . . , 𝑁 , for TM

modes (𝑛𝑁+1 ≡ 𝑛bg). By imposing equal to zero the determinant of the matrix
M in (4.6), the characteristic equation for the 𝑁-layer sphere microresonator is
obtained. The characteristic equation relates the resonant wavelengths of the
WGMs to the mode orders 𝑙 and 𝑛.

4.2 coupling model

The coupled-mode theory [105], [106] is applied to model the optical coupling
between the microresonator WGM𝑙 ,𝑚,𝑛 modes and the tapered fiber modes.
The fiber fields are assumed to be linearly polarized (LP) and well-known
analytic solutions are used to describe them [107]. Then, in the following, the
coupling of the WGM𝑙 ,𝑚,𝑛 with the LP0,𝑋 modes are considered, where the 0
and 𝑋 subscripts represent the azimuthal and radial orders, respectively, of
the LP taper modes. The analytical coupling model also takes into account
the coupling of modes both in space and time formulations [108].

The optical interaction between the fiber taper field, 𝑭𝑋 , and the microres-
onator field, 𝚿𝑙 ,𝑚,𝑛 , is calculated via the following overlap integral:

�𝑥𝑦(𝑧) = 𝑘2

2𝛽 𝑓
(𝑛2

eff − 𝑛2
bg)

∬
𝚿𝑙 ,𝑚,𝑛 · 𝑭∗

𝑋 d𝑥 d𝑦, (4.7)

where 𝛽 𝑓 is the propagation constant of the LP mode and 𝑛eff is the effective
refractive index of the microresonator, which is related to the propagation
constant of the WGM [104]. The integration in (4.7) is carried out over the
transverse 𝑥𝑦-plane at a fixed point along the longitudinal axis of the tapered
fiber, i. e. the 𝑧-axis (see Figure 4.1). Then, 𝑘𝑥𝑦(𝑧) is integrated along the 𝑧-axis
over the interaction length, 𝐿, i. e.,

� =

∫
𝐿
�𝑥𝑦(𝑧)d𝑧. (4.8)

� is the power coupling constant, whereas �2 is the fraction of the power
transferred from the fiber to the microresonator over the interaction region
[108]. It is worth noting that 𝑘𝑥𝑦 is proportional to e−𝚥Δ𝛽𝑧 , whereΔ𝛽 = 𝛽 𝑓 −𝛽𝑚 is
the phase mismatch between the LP mode and the WGM, whose propagation
constant is 𝛽𝑚 = 𝑚/𝑅𝑔 [104], 𝑅𝑔 is the radius of the guiding layer in which
the WGM is confined.
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The power coupling constant � is also related to the time evolution of the
coupled modes. By considering the microresonator as a lumped oscillator of
energy amplitude 𝑎WGM(𝑡), the (weak) power coupling with the tapered fiber
induces a (slow) time variation of 𝑎WGM(𝑡), which can be expressed by means
of the following rate equation [108]:

d
d𝑡 𝑎WGM(𝑡) =

(︃
𝚥𝜔WGM − 1

𝜏0
− 2

𝜏𝑒

)︃
𝑎WGM(𝑡) − 𝚥

√︃
2

𝜏𝑒𝜏𝑟
𝑎in(𝑡), (4.9)

where 𝜏0 = 𝑄0/𝜔WGM is the amplitude decay time-constant due to the intrinsic
losses of the microresonator (including surface scattering, absorption and
curvature losses); 𝑄0 is the intrinsic quality factor; 𝜔WGM is the WGM𝑙 ,𝑚,𝑛

resonant frequency; 𝜏𝑒 = 𝑄𝑒/𝜔 is the decay time-constant related to the
coupling with the fiber; 𝑄𝑒 = 𝑚𝜋/�2 is the external quality factor; � is
the foregoing power coupling constant; 𝜔 is the input excitation frequency;
𝜏𝑟 = 2𝜋𝑅𝑔/𝑣𝑔 ≅ 2𝜋𝑅𝑔𝑛eff/𝑐 is the revolution time in the guiding layer of the
microresonator; 𝑎in (t) is the energy amplitude of the excitation signal at the
taper input section.

The transfer I/O characteristic of the coupling system shown in Figure 4.1 is
found by considering the steady state form of the (4.9), thus obtaining 𝑎WGM,
and then applying the following power conservation rule:

|𝑎in |2
𝜏𝑟

=
1
𝜏𝑟

|︁|︁|︁|︁|︁𝑎in − 𝚥

√︃
2𝜏𝑟
𝜏𝑒

𝑎WGM

|︁|︁|︁|︁|︁2 + 2
𝜏𝑒

|𝑎WGM |2 , (4.10)

where the first term on the right-hand side is the non-resonant power transmit-
ted directly to the tapered fiber output, while the second term is the resonant
power coupled out of the microresonator [108]. Therefore, the transmittance
of the coupling system can be expressed as:

𝑇 =
|𝑎out |2
|𝑎in |2 (4.11)

where 𝑎out is the amplitude of the signal at the tapered fiber output, i. e.
|𝑎out |2/𝜏𝑟 is equivalent to the right-hand side of (4.10).



5O P T I C A L CO U P L I NG O F WG M M I C RO R E S O NATO R S W I T H
TA P E R E D F I B E R S FO R C H E M I C A L / B I O LO G I C A L
S E N S I NG A P P L I C AT I O N S

The comprehensive analytical model described in Chapter 4 has been used
to design robust microresonator-based optical sensing set-ups [4]–[6]. In
particular, microspheres and microbubbles evanescently side-coupled with a
tapered fiber have been exploited for sensing of chemical/biological fluids in
the visible and near infrared (NIR) wavelength ranges. The investigated set-ups
allow light to selectively excite high-Q WGMs into the optical microresonators,
thanks to a pair of identical long period gratings (LPGs) placed on both taper
ends. The analytical model, implemented via a homemade code, has been first
validated via experimental data. Then, a microbubble-based set-up has been
used to detect different concentrations of aqueous sodium chloride (NaCl)
and glucose (C6H12O6) solutions. The microbubble response, in terms of the
different resonance detuning shifts, to increasing analyte concentrations has
been investigated. The simulation of the sensing set-up gives a numerical
proof-of-concept toward the exploitation of novel sensing applications in
medical diagnostic and environment monitoring. By exploiting the refractive
index and/or absorption characteristics at suitable wavelengths, the sensing
of several substances or pollutants can be predicted.

5.1 wgm-based sensing applications

WGM microresonators, including microbubbles [40], microdisks [37] and
microspheres [109], allow a strong confinement of light in very compact
volumes with very low losses, leading to high Q-factor resonances. During
the several round trips of the light signal, the WGM field evanescently couples
with the surrounding environment. As a consequence, small variations of the
microresonator size and/or its complex refractive index can induce significant
changes in the Q-factor and/or resonant frequencies of the microresonator.
Thanks to this attractive property, several WGM-based sensing applications
are reported in literature, including the sensing of local temperature [109]–
[113], refractive index [114], pressure [115], biological [27] and spectroscopic
parameters [116]. The great potential of WGMs in biosensing applications
by means of label-free detection down to single molecules was also proved
[117]. Moreover, by suitable rare-earths doping, the WGM microresonators
can be effectively employed to design and fabricate integrated light sources
with narrow line emission [118].

Combining the peculiarities of optical fibers and WGM microresonators
can provide great opportunities in the field of sensing especially. As an
example, a coupling system for wavelength-selective addressing of different
WGM microresonators along the same optical link can be used to develop
distributed or quasi-distributed sensing applications. The first fiber-based
setup for efficient coupling of light to a high-Q WGM microresonator is
described in [119]. The setup is based on an LPG followed by a thick fiber
taper, both of which are derived from the same fiber. The LPG allows
the wavelength-selective excitation of high-order cladding modes for more
effective coupling with WGMs. In this way, thicker and more robust tapers
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Figure 5.1: Sketch of the coupling system of an optical WGM microcavity by means of
a tapered fiber.

with waist diameters larger than 15 �m (easier to fabricate than the usual 1-2
�m tapers) can be used for coupling. Further improvement is obtained by
adding a second LPG, identical to first one, after the taper [120]. The system
is now constituted by a pair of identical LPGs with a tapered fiber in between.
The second LPG allows the light coupling back into the fiber core. Hence, all
the information within the core mode is transmitted up to the fiber output and
it can be collected by a single photodetector. It is worth noting that the pair of
identical LPGs can operate in different wavelength bands within the range
of the photodetector, thus allowing multiple selective coupling of spatially
distributed or quasi-distributed WGM microresonators by means of different
wavelengths.

In the following sections, two different sensing set-ups, similar to those
described in [120], are considered. The two set-ups consist of either a
microsphere or a microbubble coupled to a thick tapered fiber. The analytic
theory of Chapter 4, implemented via homemade code, has been used for
simulating these two set-ups. The modelling approach has been well validated
with the experimental results.

5.2 overview of the wgm microresonator-taper coupling system

Figure 5.1 shows a sketch of the simulated coupling system, which constists
of an optical WGM microcavity coupled with a tapered fiber. In Figure 5.1,
the pair of identical LPGs on both sides of the taper are not shown. In fact,
the effects of the LPGs in the transmittance calculation can be neglected, since
the LPGs simply allow the selective fiber mode excitation. Furthermore, in
the transmittance calculation, given by (4.11), the output light is normalized
with respect to the input one.

In Figure 5.2, the simulated microsphere- and microbubble-based coupling
systems are shown. In particular, the cross-sections of the microresonators and
the taper waist are shown. Silica glass is considered for both the microsphere
and the microbubble, as well as for the tapered fiber.

5.3 manufacturing of wgm microresonators , tapers and lpgs

Adiabatic tapered fibers were fabricated via heating and pulling of a com-
mercially available boron-germanium co-doped single-mode optical fiber
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Figure 5.2: Sketch of the simulated coupling systems consisting of a tapered fiber
coupled with (a) a microsphere and (b) a microbubble. The microsphere,
the microbubble and the taper are made of silica glass.

(Fibercore PS1250/1500) [121]. In particular, the fiber core and cladding
diameters are 6.9 �m and 124.6 �m, respectively. Tapers with a diameter
ranging from 15 to 18 �m are manufactured to guide/handle the cladding
modes of interest. It is worth pointing out that, for an efficient coupling of
these cladding modes to the WGM microresonators, a partial tapering of the
optical fiber is essential to shrink the optical field size and to increase the
evanescent field [119]. However, the average diameter of the manufactured
tapered fibers is one order of magnitude thicker than that of standard fiber
tapers (1-2 �m), allowing for improved robustness of the coupling structures
in practical applications.

Regarding the fabrication of the LPGs, a point-to-point technique employing
a KrF excimer laser (Lambda Physic COMPex 110) is used to inscribe the
gratings [122]. Two different pairs of LPGs are manufactured with a grating
period Λ = 340 �m and Λ = 365 �m, respectively, and a grating length
𝐿 = 18.7 mm and 𝐿 = 20.1 mm, respectively (55 grating planes).

The silica microspheres and microbubbles are manufactured as described
in [40], [121]. The diameters of the resonators range from 260 �m to 290 �m,
for microspheres, and from 380 �m to 500 �m, for microbubbles. In both
cases, the diameters are large enough to consider the free spectral range (FSR)
significantly smaller than the bandwidth of the LPGs [119].

The experimental setup used for monitoring the transmission spectra con-
sists of two fiber pigtailed tunable external cavity lasers (Anritsu Tunics Plus,
linewidth 300 kHz), covering the spectral range from 1390 nm to 1640 nm. An
optical spectrum analyzer (OSA–Ando AQ6317B) for detecting the signals
is also employed. The two WGM microresonator-based coupling systems
are tested by using the same laser sources, which can be finely and contin-
uously swept in the spectral range of interest within few GHz, and a single
photodetector connected to a commercially available oscilloscope.
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5.4 design and experimental validation of the coupling system

The simulations are carried out by employing the experimental parameters
detailed in Section 5.3. In particular, an adiabatic fiber taper with a radius 𝑅 𝑓 =

9 �m is considered. The simulated microsphere and microbubble are made
of silica glass. The refractive index wavelength dispersion of the silica glass
is taken into account via a proper Sellmeier formula [123]. The microsphere
radius is 𝑅𝑠 = 145 �m, whereas the microbubble external and internal
radii are 𝑅𝑏 = 200 �m and 𝑅𝑖𝑛 = 196.7 �m, respectively. The simulations
are performed by considering air as the surrounding background medium.
Moreover, the microbubble is considered empty. The simulated wavelength
range is centered on �𝑐 = 1613.3 nm, which is the center wavelength of the
experimental attenuation band of the LPGs [120].

To find the optimal value of the gap 𝑔, a number of simulations are performed
by considering different gap values, 𝑔 = 0, 10, 100, 200, 500, 1000 nm. For each
value of 𝑔, the simulated transmittance 𝑇 is compared with the experimental
one. Both setups employing the microsphere and the microbubble are taken
into account.

5.4.1 Microsphere-based set-up

Figure 5.3a shows the transmittance 𝑇 of the microsphere-based setup, calcu-
lated for three different WGM𝑙 ,𝑚,𝑛 , as a function of the radial order 𝑋 of the
LP0,𝑋 cladding modes, considering a gap 𝑔 = 0 nm (i. e., taper and microsphere
in mechanical contact). The lowest transmittance dip, which corresponds to
the highest coupling with microsphere, can be attained for the WGM774,774,3 by
exciting with the fiber LP0,5 cladding mode through the LPG. The simulated
and measured resonances of the WGM774,774,3, expressed in terms of the
detuning Δ𝜔 (Δ𝜔 = 0 MHz is equivalent to � = �𝑐), are shown in Figure 5.3b.
The simulated results are in excellent agreement with the experimental ones,
in terms of detuning Δ𝜔, and in good agreement, in terms of transmittance
𝑇. In fact, by exciting the WGM774,774,3, the simulated transmittance of the
microsphere-based coupling system reaches a minimum of 𝑇 = 0.52, while,
in the experiment, the measured transmittance is about 𝑇 = 0.65. The small
discrepancy can be explained by considering that the actual total losses are
higher. However, it is worth nothing that, in Figure 5.3a, the transmittance
simulated for the WGM774,774,3 coupled with the LP0,7, indicated with a dot
marker, is 𝑇 = 0.66, practically coincident with the measured transmittance,
for the same LP radial order. A very good agreement between simulated and
experimental Q factors is also obtained. The maximum Q factor achieved in
the experiment is 𝑄exp = 1.1 × 108; the Q factor of the simulated WGM774,774,3
coupled with the LP0,5 is 𝑄sim = 0.3 × 108, this slightly lower value being
probably due to an overestimation of the scattering losses. Finally, it should
be noted that the analytical model allows to retrieve the WGM modal orders
as well as the same (or very close) LP modal orders experimentally observed.

Figure 5.4 shows the transmittance 𝑇 of the microsphere-based setup,
calculated for the gap values, 𝑔 = 0, 10, 100, 200, 500, 1000 nm. For each value
of 𝑔, the transmittance due to the WGM774,774,3, which exhibits the lowest dip
among the coupled WGMs, is plotted as a function of the radial order 𝑋 of the
fiber modes. In other words, the WGM774,774,3 transmittance is predominant
with respect to the contribution of the other WGMs. Except for large gap
values (𝑔 = 1000 nm), the simulated minimum transmittance is almost the
same in all cases. Instead, the radial order of the fiber modes slightly increases
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Figure 5.3: (a) Transmitted power of the microsphere-based setup, calculated for three
resonant WGM𝑙 ,𝑚,𝑛 , as a function of the modal order 𝑋 of the LP0,𝑋
cladding modes, with a gap 𝑔 = 0 nm. The simulated transmittance of
the WGM774,774,3 coupled with the LP0,7, indicated by a dot marker, is
practically coincident with the measured transmittance. (b) Transmittance
of the WGM774,774,3, excited by the LP0,5, as a function of the detuning Δ𝜔,
with a gap 𝑔 = 0 nm. Both the simulated and measured resonances are
shown. In (a) and (b), the background medium is air.
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Figure 5.4: Transmitted power of the microsphere-based setup, calculated for different
gap values, ranging from 𝑔 = 0 nm to 𝑔 = 1000 nm (background medium:
air).

as the gap increases, revealing the influence of 𝑔 on the phase matching
between the WGMs and LP modes.

5.4.2 Microbubble-based set-up

Figure 5.5a reports the transmittance 𝑇 of the microbubble-based setup,
calculated for three different WGM𝑙 ,𝑚,𝑛 , as a function of the radial order
𝑋 of the LP0,𝑋 cladding modes, considering a gap 𝑔 = 0 nm (i. e., taper
and microbubble in mechanical contact). The lowest transmittance dip,
which corresponds to the highest coupling with the microbubble, can be
attained for the WGM998,998,3 by exciting with the fiber LP0,4 cladding mode
through the LPG. Both the simulated and measured resonant detuning of
the WGM998,998,3 are shown in Figure 5.5b. The simulated transmittance
of the microbubble-based coupling system reaches a minimum of 𝑇 = 0.51
(indicated with a dot marker), practically coincident with the measured value,
even if referring to an LP radial order slightly lower than the experimental
one (LP0,7). Furthermore, a difference of about 50 MHz is found between the
simulated and measured resonant detuning. However, such a difference is
negligible, since, at �𝑐 = 1613.3 nm, it is equivalent to a wavelength shift less
than 1 pm. Also for the microbubble-based set-up, a very good agreement
between simulated and experimental Q factors is obtained. The maximum
Q factor achieved in the experiment is 𝑄exp = 9.8 × 107; the Q factor of the
simulated WGM998,998,3 coupled with the LP0,4 is 𝑄sim = 2.7 × 107. As in
the microsphere case, the slightly lower value of 𝑄sim is probably due to an
overestimation of the bubble scattering losses.

Figure 5.6 shows the transmittance 𝑇 of the microbubble-based setup,
calculated for the gap values, 𝑔 = 0, 10, 100, 200, 500, 1000 nm. For each value
of 𝑔, the transmittance due to the WGM998,998,3, which exhibits the lowest dip
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Figure 5.5: (a) Transmitted power of the microbubble-based setup, calculated for three
resonant WGM𝑙 ,𝑚,𝑛 , as a function of the modal order 𝑋 of the LP0,𝑋
cladding modes, with a gap 𝑔 = 0 nm. The simulated transmittance of
the WGM998,998,3 coupled with the LP0,4, indicated by a dot marker, is
practically coincident with the measured transmittance. (b) Transmittance
of the WGM998,998,3, excited by the LP0,4, as a function of the detuning Δ𝜔,
with a gap 𝑔 = 0 nm. Both the simulated and measured resonances are
shown. In (a) and (b), the background medium is air and the bubble is
empty.
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Figure 5.6: Transmitted power of the microbubble-based setup, calculated for different
gap values, ranging from 𝑔 = 0 nm to 𝑔 = 1000 nm (background medium:
air; empty bubble).

among the coupled WGMs, is plotted as a function of the radial order 𝑋 of
the fiber modes. In this case, the WGM998,998,3 transmittance is predominant
with respect to the contribution of the other WGMs. As in the microsphere
case, except for large gap values (𝑔 = 1000 nm), the simulated minimum
transmittance is almost the same in all cases, while the radial order of the fiber
modes slightly increases as the gap increases. It is worthwhile noting that, in
Figure 5.4 and Figure 5.6, the critical coupling condition can be achieved by
considering different fiber optic modal order.

Figure 5.7 illustrates the normalized electric field of the microbubble
WGM998,998,3 evanescently coupled to the normalized electric field of the
fiber LP0,4 cladding mode, both fields obtained from the homemade code.
The four radial maxima of the LP0,4 is evident as well as the third radial order
of the WGM998,998,3.

5.5 microbubbles for chemical/biological fluid sensing

As a numerical proof-of-concept toward the exploitation of chemical/biological
fluid sensing applications, the sensitivity of the microbubble-based setup to
different concentrations of an aqueous sodium chloride (NaCl) solution has
been simulated. Again, the analytical model illustrated in Chapter 4 has been
used for simulations. The response of the microbubble, in terms of the different
WGMs resonance detuning shifts, to an increasing NaCl concentration has
been investigated. The simulations are performed with the same microbubble
used in Section 5.4. The simulated wavelength range is 1550 ± 1.5 nm. The
simulated NaCl concentrations are in the range 0÷10 wt.%, with an increment
of 2.5 wt.%. The refractive indices of the solutions within the bubble are
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Figure 5.7: Distribution of the normalized electric fields confined in the microbub-
ble glass layer (on the left) and in the fiber taper (on the right) for the
WGM998,998,3 coupled with the LP0,4, gap 𝑔 = 0 nm.
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Table 5.1: Refractive index dispersion of an aqueous sodium chloride (NaCl) solution
as a function of the mass concentration. The refractive indices are calculated
from (5.1).

𝑤 (wt.%) 0 2.5 5 7.5 10

𝑛𝑖𝑛 1.3162 1.3203 1.3245 1.3287 1.3331
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Figure 5.8: Resonance shift of the WGM1149,1149,1, coupled with the LP0,11, as a function
of the increasing NaCl concentration 𝑤.

calculated as a function of the NaCl concentrations, according to the following
dispersion formula [124]:

𝑛𝑖𝑛 = 𝐴𝑤3 + 𝐵𝑤2 + 𝐶𝑤 + 𝐷, (5.1)

where 𝐴 = −0.0800, 𝐵 = 0.0740, 𝐶 = 0.1620, 𝐷 = 1.3162 and 𝑤 is the mass
fraction of the NaCl. Table 5.1 lists the refractive indices considered in
simulations, calculated through the dispersion formula in (5.1). For each
concentration value, the same three WGMs with increasing radial orders are
simulated: WGM1149,1149,1, WGM1117,1117,2 and WGM1067,1067,3. As expected,
the microbubble resonances are sensitive to the concentration increase. In
particular, the resonant wavelength (detuning) of each WGM increases (de-
creases) as the concentration increases. In Figure 5.8, the detuning shift of
the WGM1149,1149,1 is shown. As the NaCl concentration, 𝑤, increases, the
transmittance dip moves to the left and this shift is proportional to the concen-
tration. The same behavior is observed for the other two simulated WGMs. In
Figure 5.9, the detuning shift of the WGM1117,1117,2 is shown. Compared to the
previous case, the frequency shift is more evident. The higher radial order of
the WGM1117,1117,2 allows a stronger coupling of the evanescent field with the
solutions inside the bubble. That is, the response to refractive index variations,
as given by (5.1), is more sensitive. For the same reason, the frequency shift
of the WGM1067,1067,3, illustrated in Figure 5.10, is much more evident than
those ones shown in Figure 5.8 and Figure 5.9.
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Figure 5.9: Resonance shift of the WGM1117,1117,2, coupled with the LP0,12, as a function
of the increasing NaCl concentration 𝑤.
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Figure 5.10: Resonance shift of the WGM1067,1067,3, coupled with the LP0,12, as a
function of the increasing NaCl concentration 𝑤.
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Figure 5.11: Detuning shift of the simulated microbubble WGMs as a function of the
NaCl concentration expressed in terms of mass fraction.

By observing the Figures 5.8–5.10, a nearly linear relationship between the
frequency shift of the bubble resonances and the increasing NaCl concentration
is observed. In Figure 5.11, the detuning shift of the simulated WGMs as a
function of the NaCl concentration is shown. As expected, the WGMs with
a higher number of radial maxima are more sensitive to the refractive index
variation induced by the increasing concentration. In fact, in these cases, the
WGM fields are less confined in the glass layer of the microbubble, because of
the larger evanescent field coupled with the solution inside the bubble. The
average slope of the curves in Figure 5.11 represents the sensitivity values,
𝑆, of the microbubble-based sensor, which are approximately equal to (i)
𝑆 = −1.42 GHz/wt.% for the WGM1149,1149,1; (ii) 𝑆 = −10.37 GHz/wt.% for
the WGM1117,1117,2; (iii) 𝑆 = −44.16 GHz/wt.% for the WGM1067,1067,3. The
feasibility investigation of a similar setup, by considering the fabrication
tolerances, was reported in [125]. This aspect requires great care since it
could represent a weakness. In fact, the uncertainty on the fiber taper and
the microresonator geometry or the gap between the microresonator and
the fiber taper must be considered in the actual use of these devices for
sensing applications. Peculiar calibration of the WGM-based sensing set-up is
required. Alternatively, to mitigate the effect of uncertainty on geometrical
dimensions, a double-step approach can be followed [125]. In particular, the
geometrical and physical parameters of the set-up can be effectively recovered
via simple transmittance measurements. To this aim, a method based on the
electromagnetic model of the device suitably integrated with a global search
approach, such as the PSO, can be exploited. In [125], it was demonstrated
that, by supposing the largest error in geometrical characterization of the
gap between the microresonator and the taper equal to 0.03 %, very accurate
sensing measurements can be performed. Therefore, such a double-step
approach makes feasible a number of different applications, from environment
monitoring to medicine diagnostics, involving the set-up illustrated in Figure
5.1.
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Table 5.2: Refractive index dispersion of an aqueous glucose (C6H12O6) solution as a
function of the mass concentration [126].

𝑤 (wt.%) 0 5 10 15 20

𝑛𝑖𝑛 1.3332 1.3402 1.3477 1.3555 1.3635
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Figure 5.12: Detuning shift of the simulated microbubble WGMs as a function of the
glucose (C6H12O6) concentration expressed in terms of mass fraction.

As a further example of biological fluid sensing, the sensitivity of the
microbubble-based setup to different concentrations of an aqueous glucose
(C6H12O6) solution flowing within the bubble has been simulated too. Also
in this case, the refractive index of the inner layer of the bubble has been
changed as a function of the glucose mass concentration, but at visible
wavelength (589 nm). The refractive index dispersion of the aqueous glucose
solution is shown in Table 5.2 [126]. In Figure 5.12, the detuning shift of the
simulated microbubble WGMs as a function of the glucose concentration is
shown. As for the NaCl sensing, the higher the radial order of the WGMs the
higher the sensitivity of the bubble to the glucose refractive index variations.
The sesnsitivity values, 𝑆, calculated from the average slope of the curves
in Figure 5.12 are approximately equal to (i) 𝑆 = −15.55 MHz/wt.% for the
WGM3085,3085,1; (ii) 𝑆 = −0.62 GHz/wt.% for the WGM3064,3064,2; (iii) 𝑆 = −3.12
GHz/wt.% for the WGM3038,3038,3.

The sensitivity of the simulated microbubble WGMs to the different chemi-
cal/biological solutions are large enough for a wavelength shift to be measured
by a standard photodetector, especially for high radial order WGMs. By proper
microresonator rare-earths doping and/or surface functionalization, even
larger sensitivities and higher performance detection can be achieved, allowing
for detection of sub-percent concentrations.
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5.6 concluding remarks

An exhaustive model for designing a coupling system allowing the wavelength-
selective excitation of spatially distributed or quasi-distributed optical WGM
microresonators has been investigated. The microresonators are evanescently
side-coupled with a fiber taper to increase the coupling efficiency. A pair of
identical LPGs, with the microresonator and the tapered fiber in between, can
be used to excite the WGMs by means of peculiar cladding modes. The pair of
identical LPGs can operate in different wavelength bands allowing multiple
selective interrogation of several microresonators along the same optical
fiber. The model has been validated with experimental data by considering
microsphere- and microbubble-based set-ups. The simulated results are in
very good agreement with the experimental ones. They suggest that the
investigated coupling system can be effectively used for distributed sensing
applications of chemical/biological fluids.

The feasibility investigation of the microbubble-based set-up to monitor
different concentrations of sodium chloride (NaCl) and glucose (C6H12O6) in
aqueous solutions has been performed. The detuning shift of the simulated
microbubble WGMs as a function of the NaCl and C6H12O6 concentrations is
considered as the sensing response. As an example, the sensitivity 𝑆 = −44.16
GHz/wt.% is obtained for NaCl detection by exciting the WGM1067,1067,3,
while the sensitivity 𝑆 = −3.12 GHz/wt.% is obtained for C6H12O6 detection
by exciting the WGM3038,3038,3.

The theoretical and experimental analysis and results could open up novel
opportunities and interesting applications in the fields of the medicine diag-
nostic and biological investigations. The perspective applications in medicine
could be extended to the Mid-IR wavelength range, to detect biomolecules in
aqueous solutions, by exploiting tellurite [118] or chalcogenide glasses [37],
[116] and by employing innovative sources allowing emission at the suitable
wavelengths [71], [127].



CO NC LU S I O N

The design of different microwave and optical resonant structures in the
fields of the i) medicine therapy and ii) chemical/biological investigations has
been accurately performed via homemade computer codes. The developed
homemade codes have been validated via experimental data. Different
microwave and optical resonating devices have been considered, the common
background being the electromagnetic field theory and the exploitation of the
resonance effect to improve their performance.

A flexible and powerful computer code has been developed in order to
achieve a more efficient and automated design of the complex microwave
resonant cavities of a side-coupled proton linear accelerator. A finite-element
numerical method has been integrated with an analytical model which
takes into account the periodic nature of the accelerator. Furthermore, a
multi-objective particle swarm optimization technique has been exploited for
optimizing the accelerator cavities with respect to the design specifications.
The proposed hybrid strategy has been validated through frequency and
electric field measurements on a 27-MeV 3-GHz side-coupled linac (SCL)
tank prototype of five optimized cavities for hadron therapy applications.
The simulated and measured resonant frequencies of the SCL tank acceler-
ating mode (𝜋/2 mode) are practically coincident: 𝑓𝜋/2,sim = 2.997 916 GHz
and 𝑓𝜋/2,meas = 2.997 796 GHz, respectively. Moreover, the simulated and
measured accelerating electric field nonuniformity is 𝜎𝑅,sim = 1.806 % and
𝜎𝑅,meas = 1.585 %, respectively. The developed hybrid approach is general,
and it can be used for designing a wide class of multicavity resonant structures
for different applications.

The foregoing hybrid strategy has been indeed applied to the design and
optimization of a novel proton linear accelerator based on on-axis coupled
electromagnetic band-gap (EBG) cavities for hadron therapy applications. In
particular, the design of a 27-MeV 3-GHz EBG tank closed with full end cells
has been considered. The simulated frequency of the EBG tank 𝜋/2 mode is
𝑓𝜋/2,sim = 2.998 09 GHz, very close to the nominal value 𝑓𝜋/2,ref = 2.997 92 GHz.
The calculated stopband is very small, being about 292 kHz. Moreover,
an accelerating field nonuniformity as small as 𝜎𝑅,sim = 1.068 % has been
calculated. The performances of the optimized EBG accelerating cavities
has been compared with the performances of the foregoing SCL accelerating
cavities. The transit-time factor of the EBG accelerating cavities is about 8 %
higher, approaching values typically found in higher energy linac cavities.
The 𝑄 factor of the EBG accelerating cavities is about 30 % lower; thus higher
𝜋/2 mode frequency and/or higher proton beam input energy are suggested
in order to compensate for the higher losses. Furthermore, the maximum
value reached by the electric field on the surface of the EBG accelerating
cavities is about 65 % lower. Thus, EBG cavities are very promising for the
design of high accelerating gradient proton linacs with low RF breakdown
probability. By considering the Kilpatrick limit 𝐸𝑘 = 46.8 MV/m at 𝑓𝜋/2,ref, a
conservative peak surface electric field 𝐸𝑠 = 2𝐸𝑘 would allow to increase the
accelerating gradient of the EBG tank by about three times (𝐸0 = 45 MV/m),
thus reducing to one third its length. The longitudinal and transverse wake
potentials excited by the proton beam in the EBG and SCL structures have
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been simulated and compared too. The results confirm that the EBG structure
effectively damps the transverse wake potential due to HOMs.

A comprehensive theoretical model, implemented via a homemade code,
has been applied to the design of a coupling system in which a whispering
gallery mode (WGM) microresonator is evanescently side-coupled with a
tapered optical fiber for efficient coupling. A pair of identical long period
gratings (LPGs), with the WGM microresonator and the tapered fiber in
between, can be used to excite the WGMs by means of peculiar cladding
modes. The pair of identical LPGs can operate in different wavelength bands
allowing the wavelength-selective excitation/interrogation of several spatially
distributed or quasi-distributed WGM microresonators along the same optical
fiber. The theoretical model has been well validated with the experimental
data by considering microspheres and microbubbles as WGM microresonators.
A very good agreement has been found in terms of both WGM resonances
and transmittances. Moreover, the theoretical model allows to retrieve the
WGM modal orders. A microbubble-based sensing set-up for sodium chloride
(NaCl) and glucose (C6H12O6) aqueous solutions has been also investigated.
The resonance shift of the simulated microbubble WGMs, as a function of
the NaCl and C6H12O6 concentrations, has been considered as the sensor
response. The sensitivity 𝑆 = −44.16 GHz/wt.% is obtained for NaCl detection
by exciting the WGM1067,1067,3, while the sensitivity 𝑆 = −3.12 GHz/wt.% is
obtained for C6H12O6 detection by exciting the WGM3038,3038,3. The theoretical
and experimental results suggest that the foregoing coupling system can
be effectively exploited for distributed sensing applications of chemical and
biological fluids.
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