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There will come a day when the passage of 

time and the efforts of a longer stretch of 

human history will bring to light things that 

are now obscure. One lifetime, even if it can 

be wholly devoted to astronomy, is not 

sufficient for the investigation of such 

important matters. And just think of how we 

divide our tiny number of years unequally 

between our studies and our vices. So it will 

take a long succession of people to explain 

these matters.  

There will come a day when our descendants 

are astonished that we did not know such 

obvious facts. These five stars force 

themselves on our attention, and, as they 

constantly appear in different places, make us 

inquisitive; but what their morning and 

evening risings are, what are their stations, 

when they move straight ahead, why they are 

driven backward—all this we have only just 

begun to understand. Whether Jupiter was 

rising, or setting, or retrograde—for they 

have applied that term to his retreating—we 

learned just a few years ago. 

 

 

 

Seneca, Naturales Quaestiones, VII, 25, 4-5 



 i 

 

 

Abstract 

 

 

 

Science and Earth observation missions require high-class gyroscopes, 

having a resolution in the range 0.1 – 1 °/hr and a bias stability in the range 0.001 

– 0.1 °/hr, for an accurate control of the satellite attitude and orbit.  

High reliability, high radiation resistance, high robustness, high shock 

tolerance, small volume, low power consumption and reduced mass are typical 

requirements of new generation angular rate sensors for Space applications.  

In this context, the photonic ring resonators are emerging as key building 

blocks. The radiation hardness of a ring resonator useful for Space applications has 

been investigated, demonstrating a negligible worsening of the performance under 

γ radiations. 

In this thesis, the potentiality of an ultra-high-Q ring resonator, acting as 

sensitive element of a resonant micro-optic gyroscope architecture (RMOG), has 

been discussed, aiming to design a chip-scale, high performing gyroscope.  

The key element of the proposed RMOG configuration is a Si3N4-based 

simple ring resonator with a one-dimensional photonic crystal included along the 

whole optical path, called as 1D-PhCRR. Its operation is based on the exploitment 

of the slow light effect, typical of the PhC, providing an improvement of the Q-

factor respect a simple ring resonator more than 3 order of magnitude. The Si3N4 

PhCRR with Q > 109, has been theoretically demonstrated by using a self-made 

mathematical model, based on the Coupled Mode Theory (CMT). This performance 

ensures a gyro resolution < 0.05 °/hr with a small volume (< 1 cm3), compliant to 

the Space operators’ requirements. The development of the 1D-PhCRR has been 

carried out in the framework of the European Space Agency NPI contract, that 

sponsor the PhD activities. 
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 Besides its suitability for attitude and orbit control sub-systems, the PhCRR 

could be used to implement several functionalities in the next photonic-based 

generation telecom payloads and for Earth observation purpose.  

Telecom satellites are the most mature Space applications. In the last 

decades, Space operators require flexible telecom payload that can be adapted and 

optimized after the launch, according to the varying user demands in terms of 

bandwidth, coverage, and frequency allocation. The microwave photonic represents 

the most suitable approach to fulfil the next-generations telecom payloads 

requirements.  

In this context, photonic-based microwave filters have been investigated, 

and the design of a silicon – based PhCRR with a bandwidth B = 10.43 GHz and 

ER > 40 dB, acts as notch filter, has been reported. By inserting and engineering 

defects into the PhC section, superimposed the PhC on a ring resonator section, a 

Gaussian-shaped frequency response, with very steep sidewalls, has been 

simulated. A continuous tuning of the filtering central frequency (15 GHz), with a 

fast switching time (≈ 1 ns) and power consumption of 47 mW is ensured, by 

exploiting the free carrier plasma dispersion effect in correspondence of PhC 

defects.  

Furthermore, the theoretical feasibility of a miniaturized Ka-band 

optoelectronic oscillator, based on the designed PhCRR, with a phase noise at 10 

kHz offset from the carrier of about -155 dBc/Hz and an output electric power > 10 

dBm has been demonstrated, that represent a remarkable improvement respect to 

the state-of-the-art. 

The high purity of the oscillating signal has been exploited for the design of 

a linearly chirped microwave generator, useful for high-resolution Synthetic 

Aperture Radar (SAR) systems for Earth Observation, with a time-bandwidth 

product of 3200 and a phase noise of about -116 dBc/Hz.  

The design of an ultra-compact graphene-based optical delay line useful for 

the beamsteering/beamforming in X-band, is reported to ensure a wide swath size 

of SAR systems, with high range resolution, simulating the highest figure of merit 

reported at the state-of-the-art.   
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Chapter 1 

 

 

 

Introduction 

 

 

 

Since the last decades, the global Space has undergone rapid 

transformations. New technologies are entering the sector, paving the way to the 

“Space economy” growth.  Focusing on the enhancement of spacecrafts 

performance per unit of cost, the main Space companies and agencies are 

interested in small satellites, and consequently, satellite constellations [1].  

In this context, photonics represents a key enabling technology in the field 

of aerospace engineering [2]. It is a well-established technology in several 

scientific/technological areas, such as telecommunications, life science, health 

care, lighting and so on. Photonic technologies are demonstrating several 

advantages, i.e. performance improvement, good resistance to vibrations/shocks, 

radiation and high temperature gradients, immunity to electromagnetic 

interference, low power consumption, and compactness, with respect to the 

competing ones in monitoring of critical aerospace structures, e.g. the propulsion 

subsystem, space communications, RF signal generation/processing, analog-to-

digital conversion, and wireless power transfer. These features make the photonic 

device so attractive that its worldwide market is expected to exceed 600 billion 

Euro in 2020 [3]. According to [4], an estimated Compound Annual Growth Rate 

(CAGR) of 36.4 % in the period 2016-2024 demonstrates that photonics for Space 

is becoming a strategic R&D sector for the global aerospace market.  

Since the 1960s, the potential of photonics in Space engineering has 

notably grown with the use of solar cells on satellites.  

Currently, optical, opto-electronic, and photonic payloads are widely used 

especially for Earth observation and several new payloads based on the same -  
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(a) (b) (c) 

Fig.1.1. Space system segments: payload and satellite platform (a), transportation segment (b) and 

ground segment (c). Photos and images: ESA. 

 

technologies are in the development stage. In the satellites currently in orbit, 

photonic components are included in some subsystems, i.e. the attitude control 

and the power supply sub-systems.  

In this sector, several technological programs are currently ongoing in 

USA, Canada, Europe, Japan, and China to assess the emerging photonic 

technologies in terms of reliability and performance, aiming to using them in 

future satellites, launchers, aircrafts, helicopters, and unmanned vehicles. The 

aforementioned programs foster the development of free-space communications 

over long distances, Earth observation and navigation payloads for miniaturized 

satellites, high resolution measurement systems and improving the reliability and 

qualification of optical packaging. In the next decades, photonics will gain an 

important role in almost all Space system sub-systems, with remarkable benefits 

in terms of performance, size and mass reduction.  

In this Chapter, the Space system is briefly introduced, focusing on its 

building blocks. Furthermore, the criteria for Space mission and orbit 

classification are set out, with an overview of the photonics-based Space 

applications. 

 

 

1.1   Space system segments 

A typical Space flight system consists of three system segments (Fig. 1.1), 

which are designed and coordinated according to the mission objectives. The 
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Space segment comprises the spacecraft and its payload in orbit. The transfer 

segment provides the transport into Space of both the satellite platform and its 

payload by a launcher. A ground segment is required to control and monitor the 

spacecraft as well as to distribute and process the payload data. The design of the 

ground and transfer segments and their relative costs strictly depend by the 

physical features of the spacecraft and the payload.  

 

 

1.1.1 Space segment 

The Space segment includes the payload and the satellite platform carrying 

it. The payload is the heart of a space flight mission, and its operation could 

involve the mission success or failure. The payloads features, such as mass, 

geometry, power and communication requirements, determines the properties of 

the carrying satellite platform, known as satellite bus.  

A wide variety of payloads has been developed during the last decades. 

Some examples of payloads and the relative missions, developed by European 

Space Agency (ESA), have been reported in Tab. 1.1, where the most common 

payloads are radiometers, spectrometers, magnetometers, cameras, radar systems, 

transmitters, atomic clocks for navigation/positioning, transponders for satellite 

telecommunications, and rover vehicles [5].  

 

 

Tab. 1.1: Examples of payloads and the relative missions promoted by ESA. 

Payload Application Missions example 

Cameras • Earth Observation 

• Weather monitoring 

• Planetary exploration 

• Meteosat 

• Mars Express 

• Cosmo Sky Med 1 – 2 Radar 

Sensors 
• Earth exploration 

• Planetary exploration 

• CHAMP 

• ENVISAT 

Signal transmitter • Navigation 

• Positioning 
• Galileo 

Atomic clock 

Lander • Analysis of planet 

surfaces 

• Analysis of planet 

surfaces 

• Giotto 

• Mars Express Rover 
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The satellite platform is formed by several sub-systems, that constitute the 

infrastructure on which the payload is installed. Over the mechanical system, 

aiming to accommodate the payload, other subsystems, such as the power supply, 

the attitude control, and the thermal sub-system, ensure the proper operation of the 

satellite, in terms of energy, attitude and temperature. Furthermore, 

communications systems guarantee the reception/transmission of data, processed 

and handled on board the spacecraft by dedicated sub-systems. 

 

 

1.1.2 Transfer segment 

The transfer segment includes the launch vehicle, equipped with 

appropriate propellants, and the launch infrastructure. Several rockets have 

entered the commercial market over the last years, such as Atlas V or Ariane 5.  

The key elements of the launch vehicle are the mechanical structure, 

propellant tanks, engines, attitude control systems, and flight monitoring systems. 

In the launcher, chemical reactions produce very high temperature gases that 

expand through a nozzle. Due to the high development costs of rockets, the pool 

of launcher suitable for a mission profile is often very limited. Although many 

launchers are available for spacecraft with a mass under 2 tons and Low Earth 

Orbit (LEOs), satellites with a mass of more than 8 tons can only be launched by 

Ariane 5, US Atlas V and Delta IV rockets [5].  

 

 

1.1.3 Ground segment 

The ground segment controls and monitors the space flight mission 

scenario. In contrast to the spacecraft, the ground segment could be revised after 

the launch, at the expense of higher mission cost. It can be divided into two 

system elements: mission operations and the ground station network. The mission 

operations are designed and conducted at a control center, aiming to monitor and 

control the spacecraft operation.  

The central part of mission operations is the flight one, which includes the 

management of the flight tasks and the maintenance of the spacecraft in all 
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mission phases. The operations activities strictly depend by the phases of 

preparation and execution of a mission. The riskiest step of mission operation is 

the Launch and Early Operation Phase (LEOP), where the spacecraft is activated 

and its survival should be ensured into a hazardous environment, in terms of 

temperature, vacuum and radiation.   

The ground station network receive/transmit the data from and to the 

spacecraft. Several frequency bands can be used, regulated by international 

coordination protocols. As the mission operations, the mission profile of a ground 

station is also strictly dependent by the mission phase. During the LEOP, frequent 

and long contacts with the spacecraft are important to track its position. Global 

ground stations are used to ensure more frequent contact with the spacecraft.  

 

 

1.2 Space flight mission classification 

Space missions can be classified according to both the area of application 

and the operation orbit. The applications areas of Space missions are constantly 

growing, furnishing direct and tangible benefits to people on Earth. Many 

application areas, with the relative main purpose, are reported in Tab. 1.2. As 

example, into the scenario of hydrogeological instability, Earth 

observation, telecommunications and global navigation can play a vital role in 

preventing disaster, by providing accurate and timely information for decision-

makers. In particular, Earth observation can be used to manage hazard maps and 

define the map areas that could be affected by tsunamis, forest fires, landslides 

and other natural risk. In a complementary way, the satellite telecommunication 

offers the possibility of transmitting warnings very quickly from one continent to 

another, in addition to other relevant information, while, the positioning 

systems are useful to understand the relative motion of tectonic plates, and then 

earthquakes disaster. 

 

 

 

 

 

 

http://www.un-spider.org/node/7669
http://www.un-spider.org/node/7669
http://www.un-spider.org/node/7673
http://www.un-spider.org/node/7672
http://www.un-spider.org/node/7672
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Tab. 1.2. Many Space applications and the relative main purpose. 

Space applications Main purpose 

Meteorology Weather forecasting 

Positioning, navigation and timing Tracking of vehicles 

Military and national security uses of Space 
Enhancement of the effectiveness of 

ground-, air-. and sea-based military force 

Satellite telecommunications Routing of voice, video, data signals 

Earth observation 
Observation of Earth’s land and water 

surfaces 

Space tourism 
Transport of fare-paying passengers into 

Space 

 

Moreover, the space flight mission can be classified according to the 

operating orbit, in terms of the shape and the altitude. The target mission of the 

spacecraft and its orbit are strictly correlated. The most used selected orbits for 

Space missions are around the Earth, and they could be classified in Low Earth 

Orbit (LEO), Geostationary Orbit (GEO), Medium Earth orbit (MEO) and Highly 

Elliptical Orbit (HEOs), as shown in Fig. 1.2 [5]. The LEO is a near-circular orbit 

with altitude ranging from 300 km to 1,500 km, while the GEO is a near-circular 

orbit with an altitude of about 36,000 km. The near-circular orbits at intermediate 

altitudes, from 1,500 km to 36,000 km, are called MEOs, while, HEOs are 

elliptical orbits with a distance from the Earth < 1,000 km and > 36,000 km at the 

perigee and apogee, respectively. The Geostationary Transfer Orbit (GTO) is a 

highly eccentric orbit used by a satellite as intermediate orbit before reaching the 

GEO orbit. 

 
Fig. 1.2. Orbits classification (LEO: Low Earth Orbit, GEO: Geostationary Orbit, MEO: Medium 

Earth Orbit, HEO: Highly Elliptical Orbits). 

 

 



Chapter 1: Introduction                                                                                           

__________________________________________________________________ 

 

7 

 

1.3 Overview of the photonic-based Space applications 

Although several photonic sub-systems represent hot R&D topics for 

Space companies and agencies, most of the photonic-based Space applications 

play important roles into Space segment currently in orbit, such as payload and 

satellite platform.   

In particular, the photonic technology for satellite platform results already 

mature. Space solar cells have been used as power sources by many satellites, and 

they play an important role in a wide range of applications, as communications, 

resource investigation, and scientific research. Since their first utilization in 

Space, in 1958, the solar cells have been included in the power supply sub-system 

of all satellites.  

Optical fibers have been used to interconnect sub-systems with high speed 

on board a spacecraft, known as box-to-box interconnects [6]. The fiber-based 

optical communication links provide several advantages over competing 

technologies, such as hardness to electromagnetic interference, low signal 

distortion, extremely large bandwidth, low power consumption, ease of system 

integration/testing, mechanical flexibility, low volume, and light weight. 

Currently, optical links are used for transferring or distributing data on board a 

spacecraft [7]. Since the 1990s, the US National Astronautics and Space 

Administration (NASA) have used fiber-optic data links for satellite telemetry and 

control applications. In particular, the control and data handling functions in Solar 

Anomalous and Magnetospheric Particle Explorer (SAMPEX) satellite, launched 

in 1992, were performed by using the optical fiber technology in the Small 

Explorer Data System (SEDS) [8]. Other NASA missions that exploit the optical 

fiber data link technology include the Rossi X-ray Timing Explorer (RXTE), the 

Tropical Rainforest Measuring Mission (TRMM), and the Microwave Anisotropy 

Probe (MAP). Furthermore, this technology has been also used on board the 

International Space Station (ISS), with an optical fiber data bus operating at 0.1 

Gb/s.  

Over the optical link, the fiber properties can be exploited for monitoring 

and sensing. The fiber Bragg grating (FBG) is one of the most promising photonic 

technologies for strain/temperature mapping. Since 1996, the FBG technology has 
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been used in Space for the monitoring of the strain on the propulsion system by 

NASA, ESA and Japan Aerospace Exploration Agency (JAXA).  Furthermore, 

the performance of an FBG-based complex sensor, able to monitor pressure, 

temperature and strain, was evaluated in the Space environment by the ESA 

mission Proba-2 [9].  

Photonic devices play an important role in the attitude and orbit control 

sub-system (AOCS). All spacecrafts include an AOCS that monitor the attitude 

and produce the commands for the actuators, which change the attitude by 

creating torque [10]. The attitude can be detected by several sensors, able to 

measure both the absolute attitude, i.e. star trackers, sun sensors, earth sensors, 

magnetometers, and the spacecraft angular rate, i.e. gyroscope, into an inertial 

reference frame. Although remarkable progress in star tracker technology allows 

the development of gyro-less satellites for telecom purposes, e.g. Globstar 2 and 

Iridium Next constellations [11], Earth observation and scientific missions, and 

rover vehicles for planet exploration, require gyroscopes with resolution in the 

order of 0.1°/h and 1-10 °/h, respectively. In the 1980s, this requirement was 

fulfilled by a highly performing vibrating gyro, the Hemispherical Resonator 

Gyro (HRG). HRG is a very sensitive and heavy gyro [12] and it was used on 

many spacecrafts, including the CASSINI spacecrafts, Alphabus and Spacecraft 

4000 [13-15]. 

The satellite miniaturization trend has involved the development of 

compact gyroscope with high performance. The photonic technology results 

compliant to the micro/nano satellites requirements, hence, in the last decades, 

photonic sensors have dominated the market of gyros for Space applications [16-

17]. These devices are all based on the Sagnac effect [18], i.e. the generation of a 

phase (or frequency) shift between two optical beams that counter-propagate 

along a rotating closed path. The Ring Laser Gyro (RLG) is the first photonic 

gyroscope used for Space applications. Currently, it is widely used on board of 

launchers. In several missions, the RLG has been replaced by the Fiber Optic 

Gyro (FOG), with a bias drift ranging from 0.1 °/h to 0.0003 °/h, that has been 

used in many European Space missions (Pleiades, Aeolus, Planck, Galileo) [19] 
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and was mounted on board the NASA’s planetary rovers for Mars exploration 

[20].  

The technological step towards a photonic approach appears to be in a 

preliminary stage, although several demonstrators have proved the performance 

upgrade respect to the conventional counterparts. Notable example are cameras 

and spectrometer used in optical payload for Earth Observation: a chemistry and 

camera tool (ChemCam), where laser, camera and spectrograph work together, is 

installed on board of Mars Curiosity Rover, developed by NASA and launched in 

2011, aiming to identify the chemical and mineral composition of rocks and soils 

on the Martian surface [21].  

Furthermore, the requirement of data transmission/reception rate in the 

order of tens of Gb/s for two-way communications between satellite and ground 

station drives can be fulfilled by a laser communication (lasercom) technology, 

that shows a high level of security, ultrawide usable bandwidth, frequency reuse, 

mass, power consumption, and size reduction, immunity to radiation and 

electromagnetic interference, and absence of any frequency regulation [22]. The 

saving in terms of size, weight, and power consumption of the lasercom 

technology is mainly due the lower level of diffraction suffered by an optical 

beam with respect to an RF beam. Moreover, the key building blocks of the 

systems (laser, modulators, amplifiers, and photodetectors) for free-space optical 

links between satellites and between satellite and ground stations, have reached a 

high level of maturity, also demonstrating a correct operation in the harsh 

environments. The main issue of the lasercom technology regards the detrimental 

effects due to cloud coverage and/or fog, that could affect the link operation. 

Although, since the 1970s, this technology has been widely investigated by 

NASA, JAXA, ESA and several companies in the US, Europe, and Japan, it has 

only recently reached the commercialization stage. In 2007, this technology has 

been demonstrated inside a Russian spherical capsule, performing a bit rate of 

62.5 kb/s, with a bit error rate in the range 10-7-10-4 [23].  

In the last years, a great research effort has been spent also on innovative 

sub-systems for on-board data pre-processing and speeding-up of availability of 

images. These functionalities require an A/D conversion at high resolution, and a 
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transmission to the on-board pre-processor at high speed. As example, a Synthetic 

Aperture Radar (SAR) antenna, that contains tens of radiating elements each 

connected to an A/D converter, ensure a data rate up to 0.1 Tb/s of the signal from 

the A/D converter to the on-board processor.  

Although these fully photonics systems are currently at a prototype level, 

in the coming years, they will be able to replace the counterparts currently in 

orbit, providing a high bit rate data stream with a very high resolution of the 

image.  

In conclusion, for radar, telecom and navigation payloads, the migration 

towards photonic technology platform is still in place and its finalisation is 

expected into the following decades.  

 

 

1.4 Outline of the thesis 

The thesis is focused on the modelling and the design of optoelectronic 

and photonic devices and systems for Space applications.  

The next Chapter critically reviews the attitude and orbit control systems 

currently in orbit. Furthermore, an innovative architecture of optical gyroscope is 

proposed, with the relative electromagnetic model and the simulated performance.  

New architectures of optical filter and microwave oscillator, suitable for 

telecom payloads, are presented in Chapter 3.  

The design of a photonic Synthetic Aperture Radar system is the topic of 

Chapter 4.  

The trade-offs, the future developments and the conclusions are discussed 

in Chapter 5.  

 

 

1.5 References 

[1] C. D. Jilla, and D. W. Miller, “Satellite design: past, present and future,” 

International Journal of Small Satellite Engineering, 8, pp. 611-613, 1997. 

[2] C. Ciminelli, F. Dell’ Olio, and M. N. Armenise, Photonics in Space: 

Advanced Photonic Devices and Systems, World Scientific, 2016. 



Chapter 1: Introduction                                                                                           

__________________________________________________________________ 

 

11 

 

[3] Photonic Industry Report 2013, http://www.photonics21.org/. 

[4] Free Space Optics Market Global Scenario, Market size, outlook, trend 

and forecast, 2015-2024. 

[5] W. Ley, K. Wittman, and W. Hallman, Handbook of space technology, 22, 

John Wiley & Sons, 2009. 

[6] K. A LaBel, C. J. Marshall, P. W. Marshall, P. J. Luers, R. A. Reed, M. N. 

Ott, C. M. Seidleck, and D. J. Andrucyk, “On the suitability of fiber optic 

data links in the space radiation environment: a historical and scaling 

technology perspective,” Proc. of the 1998 IEEE Aerospace Conference, 

IEEE, 4, pp. 421–434, Aspen, Colorado, USA, March 21–28, 1998. 

[7] N. Karafolas, J. M. P Armengol, and I. Mckenzie, “Introducing photonics 

in spacecraft engineering: ESA’s strategic approach,” Proc. of 2009 IEEE 

Aerospace conference, IEEE, pp. 1-15, Big Sky, MT, USA, March 7–14, 

2009. 

[8] M. N. Ott, F. LaRocca, W. J. Thomes, R. Switzer, R. Chuska, and S. 

Macmurphy, “Applications of optical fiber assemblies in harsh 

environments: The journey past, present, and future,” Proc. of Optical 

Technologies for Arming, Safing, Fuzing and Firing IV, International 

Society for Optics and Photonics,  7070, p. 707009, San Diego, California, 

USA, August 13-14, 2008. 

[9] R. V. Kruzelecky, J. Zou, N. Mohammed, E. Haddad, W. Jamroz, F. 

Ricci, J. Lamorie, E. Edwards, I. McKenzie, and P. Vuilleumier,  “Fiber-

Optic Sensor Demonstrator (FSD) for the Monitoring of Spacecraft 

Subsystems on ESA’s Proba-2,” International Conference on Space Optics 

– ICSO 2006, 10567, p. 1054672D, ESTEC, Noordwijk, Netherlands, 

June 27–30, 2006. 

[10] M. A. Aguirre, Introduction to Space Systems: Design and Synthesis. 

Springer, New York, 2012. 

[11] B. N. Agrawal, and W. J. Palermo, “Angular Rate Estimation for Gyroless 

Satellite Attitude Control,” Proc. of AIAA Guidance, Navigation, and 

Control Conference, p. 4463, Monterey, California, USA, August 5–8, 

2002. 



Chapter 1: Introduction                                                                                           

__________________________________________________________________ 

 

12 

 

[12] F. Dell'Olio, T. Tatoli, C. Ciminelli, and M. N. Armenise, “Recent 

advances in miniaturized optical gyroscopes”, Journal of the European 

optical society-Rapid publications, 9, 2014. 

[13] E. C. Litty, L. L. Gresham, P. A. Toole, and D. A. Beisecker, 

“Hemispherical resonator gyro: an IRU for Cassini,” Proc. of 

 Cassini/Huygens: A Mission to the Saturnian Systems, International 

Society for Optics and Photonics, 2803, pp. 299-310, Denver, Colorado, 

USA, October 7,1996. 

[14] O. Girard, J. M. Caron, and P. Berthier, “HRG Technology: A Promising 

Gyrometer Space Equipment,” Proc. of the 6th International ESA 

Conference on Guidance, Navigation and Control Systems, 606, Loutraki, 

Greece, October 17-20, 2005.  

[15] N. Perriault, B. Célérier, and S. Dussy, “Medium to Low Class Gyros for 

Spacebus 4000 Application,” Proc. of the 6th International ESA 

Conference on Guidance, Navigation and Control Systems, Loutraki, 

Greece, October 17-20, 2005.  

[16] C. Ciminelli, F. Dell’Olio, G. Brunetti, D. Conteduca, N. Sasanelli, and M. 

N. Armenise, “Photonic technologies for nanosatellites”, Proc. of Italy – 

Israel Workshop On Nanosatellite Technologies, Rome, Italy, April 9-10, 

2018. 

[17] G. Brunetti, F. Dell’Olio, D. Conteduca, M. N. Armenise, and C. 

Ciminelli, “Photonic Devices for Space Applications,” Proc. of 26th 

Annual International Conference on Composites/Nano Engineering 

(ICCE-26), Paris, France, July 15-21, 2018. (INVITED). 

[18] M. N. Armenise, C. Ciminelli, F. Dell’Olio, and V. M. N. Passaro, 

Advances in gyroscope technologies, Springer, New York, 2011. 

[19] M. A. Gleyzes, L. Perret, and P. Kubik, “Pleiades system architecture and 

main performances,” International Archives of the Photogrammetry, 

Remote Sensing and Spatial Information Sciences, 39, 1, pp. 537-542, 

2012. 

[20] E. Udd, “The early history of the closed loop fiber optic gyro and 

derivative sensors at McDonnell Douglas, Blue Road Research and 



Chapter 1: Introduction                                                                                           

__________________________________________________________________ 

 

13 

 

Columbia Gorge Research,” Proc. of Fiber Optic Sensors and Applications 

XIII, International Society for Optics and Photonics, 9852, p. 985202, 

Baltimore, Maryland, USA, April 18-21, 2016. 

[21] R. C. Wiens, et al., “The ChemCam instrument suite on the Mars Science 

Laboratory (MSL) rover: Body unit and combined system tests,” Space 

science reviews, 170, 1-4, pp. 167-227, 2012. 

[22] H. Hemmati, Near-earth laser communications, CRC press, 2009. 

[23] H. Guerrero, “Optoelectronic COTS Technologies for Planetary 

exploration,” Europlanet Meeting, Helsinki, Finland, May 26, 2011. 



14 

 

Chapter 2 

 

 

 

Attitude and orbit control subsystem 

 

 

 

The Attitude and Orbit Control Subsystem (AOCS) provides attitude 

information and maintains the required spacecraft attitude during all phases of the 

mission, e.g. spacecraft separation from the launch vehicle and operational lifetime. 

To proper perform its function, orbiting satellite must point in a specific direction, 

and, then, a control of its altitude is needed. The AOCS is the part of satellite 

designed to ensure the satellite control, in terms of orientation of the satellite body 

with respect to a reference frame.  

The attitude control of the satellite includes sensors and actuators, which 

provide the torques necessary for producing the required attitude changes, and a 

feedback loop, in order to prevent an attitude unwanted change.  

Since the satellites should be capable of assuming different attitudes, 

depending also by the operating orbit, i.e. Low Earth Orbit (LEO), Medium Earth 

Orbit (MEO), Geostationary Orbit (GEO), different settings are required for 

different situations. Each of these situations define a mode, called as “mission 

mode”, for the satellite’s attitude control and may require different sensors, 

actuators, and control logic [1].  

Seven attitude modes can be identified, including initialization, 

commissioning, nominal operation, orbit control, safe mode, dormant mode, and 

deorbiting. During the “initialization” mode, the launcher releases the satellite and 

ends when the satellite has acquired a safe attitude. Several components useful for 

the nominal operation are switched-on. After this phase, the satellite finishes in a 

“safe-mode” where the attitude control system ensures the satellite’s secure 

operation for an unlimited period. After the launch, the satellite reconfigures itself 
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by deploying all the mechanisms not yet acted during the initialization phase and 

progressively switching-on, calibrating, and characterizing all the satellite’s 

platform and instrument components (“commissioning” mode). This phase ends 

with the satellite in a “nominal” mode and attitude, ready to carry out all its 

functions. The orbit correction via thrusters is carried out during the “orbit control” 

mode, that lasts short periods. Sometimes in order to avoid a large power 

consumption, the satellite could be set in a “dormant” mode, where the satellite is 

minimally active, as during the Rosetta mission [2]. The “deorbiting” mode is 

activated at the end of mission, where the satellite should perform a dedicated orbit 

correction manoeuvres to ensure the re-entry into the Earth’s atmosphere.  

During these satellite modes, the attitude control systems play an important 

rule, determining the control approach to be used and the associated attitude control 

modes. The control approach can be classified as: uncontrolled, gravity-gradient, 

spin-stabilized, dual spin /momentum bias, and inertial control.  

Some missions, called as uncontrolled, do not require any attitude control 

system and the orbit is controlled by a data post-processing at the ground station, 

as for the French Starlette/Stella satellites [3]. The gravity-gradient attitude control 

exploits the natural alignment of the satellite along a long axis, providing one 

reference direction and two attitude axes, but without control along the yaw 

direction. To prevent rotations along this axis, a supplementary attitude detection 

and actuation tools must be provided. This approach provides an accuracy of the 

order of ± 5°, which is not enough for many applications.  

As in the case of gravity-gradient stabilization, spin stabilization by rotation 

provides a reference direction and constrains two attitude axes, resulting as a highly 

accurate, low cost, uncomplicated, and reliable attitude control system. 

Nevertheless, its rigid observation geometry makes them not suitable for several 

applications. In dual spin satellites, one part of it rotates with respect to the other, 

providing the gyroscopic inertia advantage of the spin-stabilized satellites and the 

flexibility of pointing for communication antenna or instruments, located in the 

nonrotating part of the satellite. In this case, the satellite does not rotate, but the 

permanently rotating momentum wheel provides the necessary momentum bias, 

resulting in good pointing stability and gyroscopic stiffness.  
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Inertially stabilized satellites guarantees the highest possible flexibility for 

the satellite attitude, being able to point in any direction and keep or change the 

pointing direction, as the mission requires. This is the broadest attitude control 

strategy, used in satellite for the Earth observation with fixed attitude, called as Non 

Agile Nadir-pointed, as Sentinel-3 [4],  or in missions that require flexibility of 

pointing for observing small areas with high resolution, called as Agile Nadir-

pointed satellite, as Pleiades [5].  

The selection of the control approach includes identifying the appropriate 

attitude sensors, actuator, torques, and the control logic to be used.  

The actuators can provide torques for changing the satellite’s attitude. 

Several approaches have been investigated during the last years, as thrusters, 

magnet torquer, reaction wheels, momentum wheels and control momentum gyros. 

Over the control approach, the choice of the proper actuator strictly depends by the 

mission requirements, in terms of torque amplitudes, cost and external supply 

availability. 

The satellite’s attitude control logic depends on the attitude control concept, 

the sensors, the actuators and attitude accuracy and agility requirements. The logic 

of the control loop can be digital or analog. In the case of a digital control loop, that 

is the widely used approach nowadays, the control logic can be implemented by the 

satellite’s central processor or be given its own dedicated processor.  

The attitude sensors sense the actual attitude status. The satellite’s attitude 

can be measured either as absolute, with respect to a reference coordinate system, 

or as relative information, e.g. dedicated angles or attitude changes. The 

determination of the absolute attitude is based on the direction of two linearly 

independent vectors of a corresponding reference frame. The Earth magnetic field 

vector, the direction vector to the Sun, the direction vectors to stars, the direction 

vector to the Earth (or the angle to the Earth’s horizon) and the direction vectors to 

the satellites of a Global Satellite Navigation System (GNSS) [6], such as US 

Global Positioning System (GPS) [7], Russian GLObal’naja NAvigacionnaja 

Sputnikovaja Sistema (GLONASS) [8], European Galileo [9] and Chinese BeiDou-

2 [10], could be measured on board by using magnetometers, Sun sensors, star 

trackers, Earth sensors and GNSS receivers, respectively [1]. The accuracy of three-
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axis attitude determination is strictly affected by the accuracy of the single 

measurements and the relative orientation of the vectors.   

The GNSS is a system that uses satellites to provide autonomous geo-spatial 

positioning. It allows small electronic receivers to determine their location with 

high precision using time signals transmitted along a line of sight by radio from 

satellite. Although it is widely used in terrestrial applications, recently, the GNSS 

is used to assist other attitude systems, forming a cost-effective hybrid system [11]. 

A widely used approach in spacecraft is the attitude measurements by the 

inertial determination of angular differences and rotation rates. Although they need 

periodic alignment with absolute attitude measurements, the main advantage of the 

inertial measurements is the continuous and independent, of external source of the 

measurement values, control.  

Gyroscope is the most mature technology for the attitude estimation by 

measuring the satellite’s angular velocity in an inertial reference frame. The big 

advantage with respect to other attitude sensors, as Sun sensors and star trackers, is 

the high resolution of the output signal with a complete independence from external 

sources [12-13]. Gyros are most suitable for stabilizing spacecraft rotation and for 

bridging time spans without direct attitude measurements. As widely described into 

the next Paragraph, gyroscopes are mounted with motion sensors, as accelerometers 

(and, sometimes magnetometers) into an Inertial Measurement Unit (IMU), in order 

to measure and report the satellite specific force, angular rate and the orientation. 

IMUs are typically used to manoeuvre aircrafts, including unmanned aerial 

vehicles, and spacecraft, including satellites and landers.  

In the last ten years, a great research effort has been focused on the migration 

of gyro functionalities in star tracker, improving their robustness to solar flares, 

non-stellar objects and dynamic conditions. For the coming years, the development 

is expected to be on miniaturisation to ease accommodation, cost reduction and the 

provision of high accuracy versions of the star trackers improving the robustness. 

The state of the art in terms of star tracker technology is represented by the multi 

head Active Pixel Sensor based Star Tracker by Sodern [14], which is largely 

immune to solar events and to a large variety of non-stellar objects, i.e. moon, 

planets, comets, and is relatively compact.  
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The star trackers efficiency, low cost and radiation immunity have opened 

the way to the integration of star trackers and gyros, called as pseudo-gyro less 

systems, as installed into Iridium Next and Globalstar-2 constellation [15]. In these 

systems, a coarse gyro is used as a complement to star tracker for safe and 

transitions modes. Although this approach involves the reduction of the cost and 

the mass of the system star tracker – coarse gyro, the pseudo-gyro less approach 

causes an increase of the power consumption, the volume of the star tracker unit 

and the difficulty of thermal regulation of the star tracker unit, with a degradation 

of reliability. Although the pseudo-gyro less approach is technically feasible and 

supported by some Space operators, e.g. Thales Group [16], its potential market is 

extremely small, providing too little benefits with too many additional issues.  

In this Chapter, an overview of gyroscopes for Space applications is 

reported, focusing on high performance gyros based on an ultra-high Q-factor 

cavity. The suitability of photonic high Q-factor cavity, used as sensitive element 

of resonant gyroscope, has been experimentally demonstrated. Furthermore, an 

innovative configuration of integrated ring resonator-based gyroscope is presented. 

A coupled mode theory-based mathematical model of the proposed device is 

reported, used for a device design compliant to the requirements of high-class 

gyroscopes. An ultra-high Q-factor and, then, a gyro resolution less than 0.05 °/h 

have been calculated. 

 

 

2.1 Inertial Measurement Unit 

The IMU is an electronic device that measures angular rate, force and 

sometimes magnetic field. The linear acceleration across one or three axes is 

detected by the accelerometer. An accelerometer can also be used to measure 

gravity as a downward force. The rotational motion of the body with respect to the 

inertial reference frame is sensed by using gyroscopic sensors. The gyroscopes 

could be classified as three-axis or single-axis, according to the number of sensed 

axis. By combining the two sets of measurements, it is possible to define the 

translational motion of the satellite within the inertial reference frame and so to 

calculate its angular position within it [13].  
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Ideally, IMUs are composed of a three-axes accelerometer and a three-axes 

gyroscope, which would be considered a six-axes IMU. They can also include an 

additional three-axes magnetometer, which is commonly used as a heading 

reference, forming the so-called nine-axes IMU. An IMU provides two to six 

Degrees of Freedom (DOF), which refers to the number of different ways that an 

object is able to move throughout the 3D space. The maximum possible is 6 DOF, 

which would include three degrees of translation movement across a straight plane 

along each axis (front/back, right/left, up/down), and three degrees of rotational 

movement across the x, y and z axes, called as pitch, rall and yaw, respectively.  

A sensor fusion software combines the raw data from multiple sensors to 

provide measures of orientation and heading. A typical implementation, referred to 

a strap down inertial system, integrates angular rate from the gyroscope to calculate 

angular position. This is fused with the gravity vector measured by the 

accelerometers in a Kalman filter to estimate attitude [17]. The attitude could be 

estimated by the linear velocity and the linear position, calculated by integrating 

once and twice, respectively, the acceleration measurements into an inertial 

reference frame [12].  

The accelerometers could be considered as well-consolidated devices, based 

on MEMS technology, i.e. MS1000 [18] and MS9000 [19] series by Colibrys and 

the accelerometers placed into IMUs Honeywell HG4930 [20] or Northrop 

Grumann LN200S [21],  or quartz, i.e. QA2000 [22] and QA3000 [23] series by 

Honeywell mounted into the IMU Honeywell HG9900 [24], used for the attitude 

and orbit control in Mars Express [25], LISA pathfinder [26],  and Venus Express 

missions [27]. 

In contrast to accelerometers, the gyroscopes are currently subject to a 

continue development, in terms of performance, cost and volume/mass reduction, 

and different types of gyros, essentially based on angular momentum conservation, 

as Sagnac and Coriolis effect, have been proposed in literature [13].  

High reliability, high robustness, resistance to radiations, high shock 

tolerance, small volume, low power consumption and reduced mass make photonic 

gyroscopes as the most powerful motions sensors for the AOCS systems. 

 

 

https://en.wikipedia.org/wiki/Kalman_filter
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Tab.2.1: IMUs mission requirements ( :suitable, X: unsuitable). 

 
Micro Nano 

IMU 

High Accuracy 

IMU 

IMU for 

Launchers 

LEO/MEO Constellation ✓  X X 

Science Astronomy X ✓  X 

Formation Flying X ✓  X 

Exploration ✓  ✓  X 

Launchers X X ✓  

Micro Nano Sat ✓  X X 

In orbit servicing X ✓  X 

 

The IMU classification is mainly influenced by the gyroscope performance 

(widely explained into the Appendix A), including Micro/Nano IMU, High 

Accuracy IMU and IMU for launchers. The Micro/Nano IMUs require a mass < 10 

g, a power consumption < 1 W, gyro bias stability of 5 °/hr and an angular random 

walk of 0.1 °/√hr. The research on the high accuracy IMUs target to a power 

consumption < 10 W, gyro bias stability from 0.1 to 1 °/hr and an angular random 

walk from 0.003 to 0.01 °/√hr. The IMUs for Launchers are directly managed by 

common core launcher development, and the main requirement regard a very large 

immunity to the vibrations, to which the IMU is subject during the initialization 

phase. A classification of the aforementioned IMUs, according to the mission 

suitability, is reported in Tab. 2.1.  

 

 

2.2 Gyroscope classification and market 

The gyroscope has a large variety of Space applications, which impose 

different requirements on the sensor. The main gyro performance parameters, 

which are used to specify the application requirements, are the resolution, the bias 

drift and the Angle Random Walk (ARW), discussed in the Appendix A.  

According to the performance parameters, the gyros are grouped into three 

main performance classes, including high, medium and coarse gyros, whose key 

features are reported into Tab. 2.2.  
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The other important features are the mass, the consumption, the lifetime (5-

15 years under radiation environments), the cost, interface (1553 or RS422) and the 

rate range (± 20°/s).  

The market for high performance gyros (class: 0.001 to 0.01 °/hr) is limited 

to the missions requiring very accurate pointing or stability requirements, e.g. 

Science, Earth Observation missions. About this class, the market is therefore 

expected to grow slowly to around 3 units per year. Future LEO missions are 

demanding continuous improvement of geolocation performance. Although the 

GNSS performance is expected to significantly improve with the introduction of 

new signals, the absolute localisation relies on GNSS receiver accuracy and star 

tracker accuracy. Relative navigation requires higher relative pointing performance 

which can be achieved by high precision gyros, but also by improvement of gyro 

defects estimation and by using image correlation techniques. In the worldwide 

market, the two very high-performance gyros available space qualified are the SIRU 

by Northrop-Grumman [28] (0.001 °/hr class of performance) based on the 

Hemispherical Resonator Gyroscopes (HRG), and the Airbus Astrix-200 [29], 

based on a Fiber Optic Gyroscope (FOG). Honeywell has developed of a high 

performance IMU named HG9900 [24], whose very high mass, power and price of 

the unit mean make it is suitable for only a small number of missions.  

The market is wider for medium and low performance gyro (class: 0.1 to >5 

°/hr), which can fulfil the functions of rate damping, Earth or Sun acquisition, slew 

manoeuvres, safe mode or coarse navigation. Most of the missions, i.e. Science, 

GEO Telecom, LEO and MEO satellites, rovers, widely use such a gyro, thanks its 

cost. As a result, it is expected that the trend for the coming years will be a slow 

reduction in the market for the medium accuracy class and an increase for the low 

accuracy (lower price) class. 

 

Tab.2.2. Gyro classification, in terms of bias stability and angle random walk. 

 Bias stability [°/hr] Angle random walk [°/√hr] 

Coarse > 1  Don’t care 

Medium > 0.01, < 1  > 0.001  

High < 0.01  < 0.001  
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The total annual market for European suppliers of the combined medium 

and low class is expected to be between 8 and 10 flight sets per year. As a flight set 

is typically 2 units, this means a total of between 16 and 20 units per year.  

About the commercial products, Honeywell developed the MIMU [30] (0.01 

°/hr class of performance), based on Ring Laser Gyroscope (RLG) technology. 

They captured a large market by selling this gyro in aeronautical applications. This 

large volume of sales proposes the MIMU at an attractive price for Space 

applications and have been selected for several ESA missions [9, 25-27]. The 

Regys-20, based on a HRG and developed by Sagem, is now flying and compares 

well on mass and lifetime to the MIMU but struggles with respect to performance 

(0.5 °/hr) [31]. Into the European Scenario, Thales Avionics proposed Quasar 3000, 

based on RLG, which is mounted on launchers Ariane V and Vega [32]. Airbus has 

also developed a medium accuracy version of its Astrix FOG product line, called 

the Astrix 1000 series [33]. This series is intended to include an accelerometer 

equipped version for providing a complete European IMU solution. 

In the low-class gyros, the MEMS solutions play an important role, 

proposing sensors and actuators optimized for microsats with significant 

improvement than more robust star trackers and higher performance gyro. The key 

of the MEMS success is the cost. As low-class gyroscope, within Europe there are 

development of low-cost MEMS gyros, which assemble a MEMS detector element 

with a front-end ASIC, as STIM300 by Sensonor [34]. Northrop-Grumann 

developed the coarse LN200S gyro which was based on FOG technology [21]. This 

is a low performance, low cost product mainly targeted at the military market. 

The comparison of the most performing commercial gyroscope is reported 

in Tab.2.3. 

 

 

2.3 Gyroscope technologies 

As previously described, the market sectors are dominated by RLGs and 

FOGs, both based on the Sagnac effect, whose operation is reported into the 

Appendix B, and the HRGs, based on the Coriolis force [12-13].  
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Tab.2.3. Comparison of gyroscope devices currently in the market [21, 24, 28-31, 34]. 

Name of item Company Country Gyro features 

SIRU [28] Northrop-Grumann USA 

HRG-based 

 

Bias < 0.0015 °/hr 

ARW < 0.00015 °/√hr 

Astrix-200 [29]  Airbus Germany 

FOG-based 

 

Bias < 0.0005 °/hr 

ARW < 0.0001 °/√hr 

HG9900 [24] Honeywell USA 

RLG-based 

 

Bias < 0.0035 °/hr 

ARW < 0.002 °/√hr 

MIMU [30] Honeywell USA 

RLG-based 

 

Bias < 0.005 °/hr 

ARW < 0.005 °/√hr 

Regys-20 [31] Sagem France 

HRG-based 

 

Bias < 0.5 °/hr 

ARW < 0.02 °/√hr 

LN-200S [21] Northrop-Grumann USA 

FOG-based  

 

Bias < 1 °/hr 

ARW < 0.07 °/√hr 

STIM300 [34] Sensonor Norway 

MEMS-based  

 

Bias < 0.3 °/hr 

ARW < 0.15 °/√hr 

 

RLGs are robust devices, with no moving part, performing high insensitivity 

to vibrations and temperature gradients, a digital output, a wide dynamic range and 

a good reliability. These features allow high performance, i.e. resolution below 

1°/hr and bias drift better than 0.1 °/hr. The RLG configuration includes either a 

triangular or a squared bulk optical cavity, with a high-quality mirror at each corner, 

where a gaseous gain medium, e.g. He-Ne mixture or Nd:YAG,  sustains the 

excitation of two optical waves propagating in the two opposite directions and a 

high voltage is applied to ionize the gaseous medium. According to the Sagnac 
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effect, the rotation of the device involves a difference between resonance 

frequencies, proportional to the sensor angular rate Ω.  

 A portion of each wave is extracted by a partially reflective mirror and sent 

to the read-out system that includes a prism. Two extracted beams are combined at 

the prism and a photodetector array is used to produce a fringe pattern. Since the 

fringe pattern moves on the detector array surface in a direction depending on the 

sense of rotation, it is possible to determine the sign of the rotation rate and the 

angular velocity can be estimated by counting the intensity maxima in the fringe 

pattern. 

The FOG is a fiber-based phase sensitive device where the phase shift 

between two counter-propagating waves is detected. Although its performance is 

similar to that of RLGs, i.e. bias drift ranging from 0.001 °/hr to 1 °/hr and 

resolution from 0.01 °/hr to 10 °/hr, FOGs cannot be extensively used for aircraft 

inertial navigation, caused by its high sensitivity to external perturbations, i.e. 

vibration transients, thermal and stress perturbations. The basic FOG configuration 

consists of a beam splitter, used to split the light from a light source into two 

different counter propagating beams, a long fiber coil, where the propagating beams 

are coupled, an external beam splitter, where the beams are recombined, and a 

photodetector, that receive the optical signal resulting from the beams interference. 

The phase shift between two counter-propagating waves is proportional to the 

sensor angular rate Ω. The minimum detectable angular rate δΩ is equal to: 

 δΩ=
c∙λ

4∙R∙L
√

BW∙h∙c

η∙λ∙Ppd

×
3600 × 180

π
 [°/hr] (2.1) 

where R is the outer fiber radius [m], L is the coil length [m], λ is the operating 

wavelength [m], Ppd is the average optical power at the input of the photodetector 

[W], η is the photodetector efficiency [a.u.], BW is the sensor bandwidth [Hz], h is 

the Planck constant [J ∙ s] and c is the light velocity in vacuum [m/s]. 

Another kind of high-class gyroscope is the HRG. The sensing element is a 

quartz hemispherical resonator with extremely high-quality factor (< 26 million). 

Without rotation, the driving electrodes are used to excite a standing wave in the 

rim of the hemispherical resonator. In presence of rotation around the axis of the 

rim, nodes of the standing wave rotate of an angle proportional to the rotation rate. 
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Although its performance is excellent, the main drawbacks of this device are the 

large volume (thousands of cm3) and the high cost.  

RLGs, FOGs, and HRGs are expensive very powerful bulk sensors, having 

weight, size, and power consumption incompatible with some emerging 

applications as micro/nano satellites. The development of high-performance, small, 

low-cost miniaturized gyroscope is motivating an increasing research effort. In 

particular, the main approaches reported in literature regard the improvement of 

MEMS gyro performance, the development of micro-gyros based on Nuclear 

Magnetic Resonance (NMRG), and the miniaturization of photonic gyros by using 

integrated optical technologies, forming the so-called gyroscope on chip. While the 

improvement of MEMS gyro is still open, the NMRG, which exploits the shift of 

the Larmor precession frequency of nuclear spins to sense rotation, require a 

complex fabrication technique, showing also high sensitivity to magnetic fields. An 

integrated approach-based gyro performs high immunity to electromagnetic 

interference, with good hardness to harsh environment, and it is considered as the 

most promising gyroscope for the future Space missions [35]. 

 

 

2.3.1 Gyro-on-chip: Semiconductor Ring Laser 

Among the gyro-on-chip, an active optoelectronic gyroscope, using a 

Semiconductor Ring Laser (SRL) as the source and the sensing element, was first 

proposed in [36] in the middle of 1980s.The architecture of active integrated optical 

gyros includes a SRL and some read-out optoelectronic components. When the gyro 

rotates, counter-propagating beams, generated within the laser, exhibit a frequency 

difference, which is proportional to the angular rate. This shift can be measured by 

the read-out optical circuit.  

The basic requirements for SRL to be used in medium-high performance 

(resolution < 5 °/h, ARW < 0.02°/√hr) optical gyroscope are: laser radius at least in 

the range of millimetres, narrow linewidth of lasing emission and single 

longitudinal mode operation. A fully integrated active optical gyroscope based on 

a Multi Quantum Well (MQW) SRL operating at 845 nm has been proposed, 

designed and accurately modelled in [37-38] (Fig. 3.1 (a)).  
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(a) (b) 

Fig. 2.1. SRL-based gyroscope ([38] for (a),  [39] for (b)), (EO: electro-optic; PD: photodiode; BH: 

buried heterostructure; CCS: constant current source; A: amplifier; SA: spectrum analyzer). 

 

The gyro, designed to be integrated on a 15 mm wide and 3 mm long GaAs 

substrate, includes a GaAs/AlGaAs MQW circular SRL, with a radius of 1.5 mm; 

a curved directional coupler, with bending radius of 150 μm and coupling efficiency 

around 0.2 %, which extracts the optical beams from the SRL; an electro-optic 

phase modulator inducing a π/2 phase shift between the two optical signals coming 

out from the laser; a Y-junction enabling the interference of the two optical signals 

coming out from the laser; a photodetector (PD) located at the output of the Y-

junction. When the sensor rotates with respect to the axis perpendicular to the 

substrate, the two beams with different frequencies interfere in the Y-junction so 

the optical signal at the output of the Y-junction has an amplitude oscillating with 

a frequency which is equal to the rotation-induced frequency shift. Device angular 

rate can be estimated by measuring the frequency of the output electrical signal 

generated by the photodiode. Critical aspects of this fully integrated optoelectronic 

sensor are the mode competition and the lock-in effect: for low angular rate values, 

the frequency difference between counter-propagating optical waves vanishes 

because of the coupling between the beams due to waveguide sidewalls roughness.  

The detection of the frequency shift due to Sagnac effect by measuring the 

spectral components of the voltage signal between the terminals of an SRL has been 

explored in [39] (Fig. 2.1(b)). The experimental setup consists of an InGaAsP/InP 

Fabry-Perot laser, a single mode fiber, that form, with the laser, a 3.6 m long active 

ring resonator, and the laser driving circuit has been used. When the system rotates, 

a peak in correspondence of the beat frequency appears in the spectrum of the 

voltage signal.  
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Unfortunately, the minimum detectable angular rate of this angular rate 

sensor is around 100 °/h, limited by the lock-in effect.  

 A photonic integrated circuit (PIC) for rotation sensing based on two SRLs 

has been proposed and fabricated in [40]. The integrated device includes two 

unidirectionally operating racetrack-shaped SRLs, having a MQW and a quantum 

dots active region; two directional couplers with a reduced efficiency (~1%) which 

extract the optical beams from the SRLs; a Y-junction which combines CW and 

CCW waves; seven photodetectors used to monitor device performance. The 

spectrum of the photocurrent at the output of the Y-junction exhibits a peak at 12.2 

GHz, with a linewidth of about 4 MHz) generated by the two optical signals with 

different frequencies that come into the Y-junction. In the last few years, the 

research effort on the SRL-based gyro was quickly decreasing due to the its 

aforementioned critical aspects, as the lock-in and the mode competition.  

 

 

2.3.2 Gyro-on-chip: Resonant Micro Optical Gyroscope 

 The configuration of a Resonant Micro Optical Gyroscope (RMOG) 

consists of a narrow linewidth laser source, a high-Q Ring Resonator (RR), an 

optoelectronic processing unit, two photodetectors and an electronic read-out unit, 

as shown in Fig. 2.2. The OE processing unit generates two beams, that travels into 

the RR as clockwise and counter clockwise [13]. 

The rotation rate is measured by the difference between the resonance 

frequencies of the two counterpropagating beams injected into the high Q ring 

resonator. Thus, the resolution of the rotation rate δΩ strictly depends by the shot 

noise of the photodetectors and could be expressed as: 

 δΩ=
1

d∙Q∙√Ppd

√
2∙h∙c3

τint∙η∙λ
×

3600 × 180

π
 [°/hr] (2.2) 

where d is the diameter of the ring resonator [m], Q its quality factor [a.u.], λ is the 

sensor operating wavelength [m], τint is the sensor integration time [s] (=1/BW).  
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Fig. 2.2. Resonant Micro Optical Gyroscope (RMOG) architecture, (BS: beam splitter, PD:

 photodetector). 
 

In addition to the unavoidable shot noise limit, the RMOG operation is affected by 

the polarization fluctuations of the two modes propagating in the resonator, the 

backscattering effect, and the Kerr effect [35]. 

 The key element of the RMOG system is the ring resonator that strongly 

influences the gyro sensitivity. High resolution could be obtained by using ultra-

high Q-factor (> 107). Very high Q-factor ring resonator could be implemented by 

using a discrete, i.e. fibers or crystals [41-47], or integrated approach, i.e. planar 

ring resonator [48-51]. 

 In the fiber-based RMOGs, called as Resonant Fiber Optic Gyroscope 

(RFOG), the sensing element is a high-Q ring resonator that can be made by either 

a convectional fiber, typically a polarization maintaining fiber [41] or a hollow-core 

photonic crystal fiber [42-44]. The resonator, when properly excited, supports two 

counter-propagating resonant modes, which have the same resonance frequency 

when the sensor does not rotate. When the rotation rate Ω≠0, the resonance 

frequencies are different and, according to the Sagnac effect, their resonance 

frequency difference is proportional to Ω. The resonator configuration including the 

ring coupled to just one fiber, is reported in Fig. 2.3. Since the RFOG operation 

requires the simultaneous excitation of two resonant modes within the cavity, the 

exciting beams are launched at the two ends of the fiber coupled to the resonator.
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Fig. 2.3. Resonant Fiber Optic Gyroscope (RFOG). 

 

In 2014, T. Qiu et al. proposed a gyroscope based on a ring resonator made 

by a PM fiber, having a length of 19 m and a coil diameter of 11.5 cm [41]. The 

device shows a bias drift of 0.1 °/h and an ARW of 0.008 °/√hr. 

 In 2016, I. Fsaifes, et al., proposed the use of hollow-core photonic crystal 

fiber for the ring resonator [44]. It consists of a hollow-core photonic crystal fiber 

-based ring resonator having a length of 25 m and a coil diameter of 7 cm. A Q-

factor of 4x108 has been measured, and then, a theoretical value of the the shot-

noise limited resolution of a gyro based on that RR is < 1 °/h has been calculated.  

 The main drawback of the gyro based on a fiber RR regards the volume. The 

volume of a 1-axis gyro based on a fiber RR is > 100 cm3 and a further reduction 

of the gyro size is difficult because the resolution depends on the area enclosed by 

the resonant path and, therefore, cannot be strongly reduced and sub-centimetric 

coils would increase the bending losses, reducing the resonator quality factor and 

so worsening the resolution. 

 A packaged gyro based on crystalline Whispering Gallery Mode (WGM) 

resonator is commercialized by OEwaves [45]. The device shows a bias drift of 

3°/hr and a resolution of 5 °/hr, taking into account a bandwidth BW of 20 Hz, in a 

very small volume ( > 10 cm3). A photograph of the device is reported in Fig. 2.4. 

The light is coupled to the resonator by a prism thus the gyroscope includes several 

microphotonic components assembled on a board. The high Q resonator is made by 

a CaF2 crystal and it is an oblate spheroid with a diameter of 4.5 mm, a thickness 

of 0.5 mm and a diameter of sidewall curvature of 32 µm.  
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Fig. 2.4. Photograph of CaF2 WGM resonator -based gyroscope [45]. 

 

 In contrast to silica-based microsphere [46-47], the optical loss of fluorite-

based device is limited only by the material attenuation, not by the surface 

scattering. A quality factor of the order of 1011 has been demonstrated for this WGM 

optical cavity [45]. 

 In order to realize a volume and cost-effective gyroscope, planar ring 

resonator as sensitive element has been investigated both theoretically and by 

benchtop demonstrators including a packaged/fiber pigtailed resonator designed for 

gyro applications and other packaged/fiber pigtailed Commercial Off-The-Shelf 

(COTS) optoelectronic/photonic components [48]. In this approach, all gyro 

optoelectronic/photonic components can potentially be integrated on a single chip 

and the volume of a 1-axis gyro can be of the order of 1 cm3. 

 High Q values can be achieved by reducing ring resonator loss, mainly 

propagation loss and scattering loss due to roughness in waveguide sidewalls. This 

motion sensor can be manufactured by using different technologies for each 

component: hybrid or monolithic integration.  

 In the hybrid integration, it is possible to choose, for each component, the 

technology that assures the best performance, but the alignment of all components 

is difficulty and the loss is larger. The best technology platforms for the fabrication 

of low loss resonators are silica-on-insulator [49] and silicon nitride technology [50-

52]. In [49], measured propagation loss of a phosphorous doped silica-on-silicon 

ring resonator having a diameter of 6 cm, is equal to 0.85 dB/cm and the resulting 

Q-factor is equal to 2.3×107. Benchtop gyro demonstrator based on a silica-on-

silicon ring resonator with a diameter of 6 cm and a Q-factor of 1.4 x 107 has been 

deployed by the Feng’s group [53-54]. The gyro performs a bias drift of 0.013 °/hr  
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with a resolution = 200 °/hr (BW = 20 Hz). High-Q Si3N4 ring resonators on silicon 

substrate have been reported in [52]. For a ring resonator with 7 µm core width, 45 

nm core thickness, and 9.8 mm ring radius, a loaded Q-factor of 3.5×107 at 1550 

nm has been measured, and the intrinsic Q-factor resulted to be 5.5×107 [52]. The 

theoretical value of the shot-noise limited resolution of a gyro based on this planar 

ring resonator is less than 1 °/hr. Recently, a very innovative CMOS-compatible 

technological platform allows the hybrid integration on a silicon substrate of III-V 

optoelectronics components, e.g. lasers and photodiodes, and passive photonic 

devices, e.g. ring resonators or arrayed waveguide gratings (AWGs), based on an 

ultra-low loss Si3N4 waveguide [55].  

 Moreover, also microtoroids and wedge resonators have demonstrated very 

high Q-factor. In particular, Lee et al. [56], have experimentally demonstrated an 

ultra-high Q-factor equal to 8.75 x 108, for a wedge resonator with a diameter of 

7.5 mm, with a fiber used as bus. A monolithically integration demonstration of a 

wedge resonator and a bus straight waveguide on a silicon is reported in [57] (Fig. 

2.5).  

A thermal silica-based wedge resonator, with a diameter of 4.3 mm, coupled 

to SiN waveguide as bus, has been demonstrated to have Q = 1.20 ×108 and 2.05 

×108, for the TE and TM mode, respectively.   

 Monolithically integrated gyroscopes are surely more robust, compact, less 

power consuming and immune to external disturbances, as vibrations. The 

technology platform to pursue this approach is represented by the indium phosphide 

(InP), compliant to the technology platforms available for the other RMOG devices, 

as laser and photodiodes [58].   

 

 

Fig. 2.5. SiO2 wedge resonator and a SiN waveguide as bus [57]. 
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Although ring resonators have been demonstrated both in In1−xGaxAsyP1−y/InP and 

in GaAs/AlxGa1−xAs system, the research effort has been focused on the InP based 

material since it exhibits lower loss.  

 In 2013, C. Ciminelli et al. [59] demonstrated for a Fe-doped InGaAsP rib 

waveguide on an InP substrate a propagation loss value of 0.45 dB/cm. The ring 

resonator based on this technology with a radius of 13 mm performs a Q-factor in 

the order of 106. A radiation test of this device is reported into the Paragraph 3. The 

propagation loss and, then the Q-factor, has been improved by using a shallow 

InGaAsP/InP waveguide with Zn-diffusion. A propagation loss equal to 0.3 dB/cm 

and to 0.4 dB/cm have been measured, for TE and TM polarization, respectively 

[60-61]. 

 For gyro applications, a benchtop gyro demonstrator, based on the InP ring 

resonator reported in [59], has been proposed in [62]. The demonstrator consists of 

a RMOG with an open loop configuration based on the phase modulation. For the 

system test, the sensor rotation has been simulated using two properly driven 

acousto-optic modulators, with a theoretical value of the shot-noise limited 

resolution of 10 °/hr, taking into account BW=1 Hz, η=0.9 and Ppd=10 mW. The 

integration of active and passive devices on a single chip is currently a very hot 

R&D topic, and some demonstrators have been proposed in the last few years. 

 In order to improve the Q-factor of the planar ring resonator, to fulfill the 

requirements of high-class gyroscope, an innovative configuration of RR, for 

RMOG gyro configuration, will be discussed into the Paragraph 3. It exploits the 

slow-light effect by integrating a one-dimensional photonic crystal along the whole 

ring resonator optical path. An improvement of the Q-factor more than 3 order of 

magnitude respect to a simple ring resonator with same footprint has been 

demonstrated in [63], theoretically performing a gyro resolution of about 0.01 °/hr. 

 

 

2.3.3 Gyro-on-chip: emerging technologies  

 Optical gyroscopes based on the Sagnac effect suffer from a low signal-to-

noise ratio, generally limited by thermal fluctuations, component drift and 

fabrication mismatch. Furthermore, their sensitivity is limited by the Kerr effect, 
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unequal thermal fluctuations between clockwise and anticlockwise propagating 

light, and Rayleigh scattering [13]. To improve the sensitivity, reducing the 

aforementioned harmful effects, in the last decades, several gyro configurations 

have been proposed in literature, based on the reciprocal sensitivity enhancement 

[64], integrated interferometry [65-66], Brillouin effect [67-68] and non-Hermitian 

degeneracies (parity-time symmetry) [69-70]. 

 A gyroscope with reciprocal sensitivity enhancement architecture is shown 

in Fig. 2.6 [64]. The key sensing elements consist of two silicon-based ring 

resonators with radius of 500 μm. Unlike the standard approach, the light signal 

from a low-linewidth distributed feedback laser (DFB) is switched alternatively 

between the clockwise and anticlockwise propagation. Each ring sustains only one 

propagation direction.  The switching allows to avoid the power exchange between 

the two counterpropagating beams. Furthermore, since the temperature fluctuations 

only manifest significantly above the microsecond timescale, temperature 

fluctuations can be filtered out, by switching the feed direction of the beams at a 

frequency on the order of MHz.  

To switch the direction in which the rings are fed, a Mach–Zehnder 

interferometer (MZI), formed by two p–i–n diodes and a 50/50 directional coupler, 

is used. Two phase detectors, which consists of a Y junction and a photodiode, are 

connected to the ring resonators outputs. Each current is converted to voltage and 

amplified, by using a transimpedence amplifier (TIA) and a variable gain amplifier 

(VGA), respectively. The signals are then added together and multiplied by a 

reference frequency through a passive mixer, extracting the rotational rate 

information. 
 

 

Fig. 2.6. Schematic of the nanophotonic optical gyroscope based on reciprocal sensitivity 

enhancement [64], (PC: Polarization Controller, MZI: Mach-Zehnder Interferometer, PD: 

photodiode, TIA: TransImpedence Amplifier; VGA: Variable Gain Amplifier, LPF: Low-

Pass Filter, AMP: amplifier, REF: voltage reference). 



Chapter 2: Attitude and orbit control subsystem                                                     

__________________________________________________________________ 

34 

 

The device has been experimentally characterized by using a switching speed of 20 

kHz and 10 MHz. At a switching frequency of 20 kHz, a bias instability of 

2,268,000 °/hr and an ARW of 97,800 °/√hr has been measured; instead, 10 MHz 

switching frequency resulted in a bias of  instability 21,600 °/hr and ARW = 650 

°/√hr. 

 Another trend of research is based on the interferometric optical gyroscopes 

with an integrated approach. This research boost is motivated by the high versatility 

of use of FOG, that can be used for low cost, smaller area industrial rate grade 

sensors and expensive large area strategic or precision grade devices to be used in 

IMU systems. The main goal regard the reduction of the sensitive element while 

maintain high sensitivity. While the cost and the complexity of assembling high 

quality fiber requires a high precision alignment and the assembly of discrete 

components, Gundavarapu et al. [66] proposed, for the first time, a large on-chip 

coil lengths based on Si3N4 based ultra-low loss waveguide, with the capability to 

integrate all the devices of the gyro architecture on the same chip. The architecture 

of the proposed gyro is reported in Fig.2.7, using a broadband source in order to 

minimize the loss of scattering and reflections.  

 The sensitive element consists of a long coil with a length of 3 m, an outer 

radius of 20 mm, an inner radius of 17.25 mm and a total area of 278 cm2. An ARW, 

a resolution and a bias drift of 8.5 °/√hr, 66 °/hr and 59 °/hr, have been measured, 

respectively. 

 A new class of micro-optical gyroscope that uses counterpropagating 

Brillouin laser cavity, to measure the rotation as a frequency shift, has been 

demonstrated in [67].  

 

  

(a) (b) 

Fig. 2.7. Interferometric Optical Gyroscope architecture (a), based on a Si3N4-based coil (b) [66], 

(PD: photodiode, EA: electrical amplifier, LID: lock-in amplifier, WG: waveguide, WG 

C: waveguide coil, DAQ: Data AcQuisition, SG: signal generator). 
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Fig. 2.8. Brillouin-based gyroscope architecture [67], (PC: polarization controller, PM: phase-

modulator, PI: proportional integral servo, OBPF: optical band-pass filter, ESA: electrical 

spectrum analyzer, VCO: voltage-controlled oscillator, PD: photodiode).  

 

The laser cavity consists of an ultra-high Q resonator in silicon on silicon 

technology platform. A detailed scheme is reported in Fig. 2.8. The optical pumping 

in the clockwise direction induces Brillouin laser action, which results in cascaded 

odd counter-clockwise and even clockwise order Stokes lasers. The laser pump is 

locked to a microcavity resonance using a Pound-Drever-Hall lock. These lasing 

modes experience opposing Sagnac frequency shifts. The second order and third 

order co-lasing Stokes frequency experience opposite Sagnac frequency shifts. 

They are coupled onto a photodetector using a circulator and a bidirectional coupler. 

As shown into the blue box of Fig.2.8, after filtering, the detection of the beat 

frequency of these co-lasing signals, followed by a frequency-to-voltage readout, 

provides the rotation sensing.  

 In 2017, Vahala’s group demonstrates a resolution of 22°/hr by using a 

microdisk resonator with a diameter of 18 mm and an intrinsic Q-factor of 1.26x108 

[67]. The resolution value has been furtherly improved by the same group, by using 

a wedge resonator with an intrinsic Q-factor of 8.75x108 and a diameter of 36 mm 

[56]. In particular, the Earth rotation rate (≈15°/h) has been measured with a bias 

drift < 4°/h [68].  

 

 

2.3.4 Gyro-on-chip: summary 

 A comparison of the most performing micro photonic-based gyroscope is 

reported in Tab.2.4. For the theoretical shot-noise limited resolution, the bandwidth  
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Tab. 2.4. Comparison of the most promising RMOG technologies [41, 45, 62, 64, 66-68]. 

Microphotonic gyros 

based on … 

Volume 

[cm3] 

Theoretical shot-

noise limited 

resolution [°/hr]** 

Experimentally 

measured performance  

Fiber RR [41] > 100* < 0.4  
ARW = 0.008°/√hr 

Bias drift = 0.1°/hr  

Crystalline WGM 

resonator [45] 
> 10 < 0.004 

Bias drift = 3°/hr  

Resolution = 5°/hr 

InP-based RR [62] ≈ 4*  < 60 - 

Double Si-based ring 

resonator [64] 
> 0.01* - 

ARW = 650°/√hr 

Bias drift = 21,600°/hr 

Si3N4-based coil [66] ≈ 10*  < 7 

ARW = 8.5°/√hr 

Bias drift = 59°/hr 

Resolution = 66°/hr 

SiO2-based microdisk 

resonator [67] 
≈ 3* < 0.7 Resolution = 22°/hr 

SiO2-based wedge 

resonator [68] 
≈ 8*  < 0.05 

Bias drift < 4°/hr 

Resolution = 15°/hr 

* estimated; ** BW=20 Hz, η=0.9, Ppd=10 mW in Eqs. (2.1) - (2.2). 

 

BW of the signal has been supposed equal to 20 Hz, according to the typical system 

level specification of AOCS [62]. 

 

 

2.4. Space qualification 

 Before the flight, any electronic devices or systems must be “Space 

qualified”, reaching a Technology Readiness Level (TRL) at least equal to 8. 

Qualification tests are conducted on flight-quality components, subsystems, and 
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systems to demonstrate that structural design requirements have been achieved. In 

these tests, the device should properly operate in the hostile operational 

environment, as the Space. In particular, the device should be radiation hard, and 

resistant to thermal shock and vibrations. 

 The Space radiation environment affects the operation of the spacecraft 

instruments and it represents a hazard for the success of a Space mission. The 

radiation dangerousness is strictly related to its intrinsic nature [71-72]. In 

particular, it is made by electrons, protons and heavy ions. Radiation can be either 

non-ionizing or ionizing, with low (< ~ 10 eV) or high (> ~ 10 eV) energy, 

respectively [73]. The ionizing radiation is substantially harder to shield out rather 

than the non-ionizing one. Several causes of the ionizing radiations in Space could 

be identified, including protons and nuclei of Galactic origin, called Galactic 

Cosmic Radiation (CGR), protons and nuclei emitted by Solar flares and Coronal 

Mass Ejections, also known as Solar Energetic Particles (SEPs), trapped protons in 

the Van Allen Belts [74]. According to the experimental results of the satellite-

borne space mission in the PAMELA experiment [75] over three years, the measured 

total final ionizing radiation dose is equal to about 1 krad, resulting by a total dose 

related to the SEPs and CGRs equal to 0.5 krad and 0.4 krad, respectively [76].  

 The ionizing rays are classified in α, β and γ rays, in terms of penetration 

capability and related energy. In particular, although the ionising ability of gamma 

rays is less than other ionizing rays, they could undermine even permanently the 

correct operation of a device, thanks their large capability of penetrating into the 

shield. A gamma radiation is a ionizing radiation, made by photons with an energy 

from a few keV to ~8 MeV. When a gamma ray passes through matter, the 

probability for absorption is proportional to the thickness of the layer, the density 

of the material, and the absorption cross section of the material. As it passes through 

matter, gamma radiation ionizes via three processes: the photoelectric effect, 

Compton scattering, and pair production [77-78]. The photoelectric effect happens 

when gamma photon interacts with and transfers its energy to an atomic electron, 

causing the ejection of that electron from the atom. The photoelectric effect is the 

dominant energy transfer mechanism for gamma ray photons with energies below 

50 keV. The Compton scattering shows the interaction between an incident gamma 

https://en.wikipedia.org/wiki/Photon
https://en.wikipedia.org/wiki/MeV
https://en.wikipedia.org/wiki/Photoelectric_effect
https://en.wikipedia.org/wiki/Compton_scattering
https://en.wikipedia.org/wiki/Pair_production
https://en.wikipedia.org/wiki/Photoelectric_effect
https://en.wikipedia.org/wiki/Photon
https://en.wikipedia.org/wiki/Compton_scattering
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photon and an atomic electron, causing its ejection, with the remainder of the 

original photon's energy emitted as a new, lower energy gamma photon. Compton 

scattering and the pair production are the principal absorption mechanisms for 

gamma rays in the intermediate energy range 100 keV to 10 MeV and for energy 

over 5 MeV, respectively. By interaction with the electric field of a nucleus, the 

energy of the incident photon is converted into the mass of an electron-

positron pair. The annihilation of positron-electron produces two gamma photons 

of at least 0.51 MeV energy each (or higher according to the kinetic energy of the 

annihilated particles) [79]. 

 The operation of on-board electronics could be degraded or permanently 

damaged by each physical radiation process or the combination of some of them. 

In literature, several papers have demonstrated the performance degradation of the 

electronic devices [74, 80-81]. As example, the degradation of a transistor 

performance when exposed to gamma radiation is caused by the damaging ionizing 

effect, resulting in a change of the carrier’s concentration and then a change of the 

device features, as the voltage threshold for the transistor [81]. 

 The improvement of the radiation hardness of the on-board instruments is a 

hot R&D topic, because no replacement is possible once the instruments are in orbit. 

A photonic approach could help in achieving higher radiation resistance, together 

with the well-known advantages with respect to the electronics, as small size, 

robustness, high degree of integration and costs potentially lower [82].  

 The effect of ionizing radiation in Space on discrete optics (as LEDs, laser 

sources) [83-89] and on fiber optics [90-92] has been widely investigated. The 

performance are mainly affected by a non-ionizing damage, resulting by the 

Compton scattering, while, the operation of optical fibers and fiber-based 

components, e.g. fiber Bragg gratings, under ionizing radiation is affected by 

radiation-induced densification/compaction that causes refractive index changes 

[91, 93], involving an increase of the losses and to a shift of the operating 

wavelength [94]. 

 Since the ring resonators have been widely used as fundamental components 

of integrated photonic circuits, such as for optical filtering, frequency comb 

generation and sensing, the radiation impact on their performance in Space 

https://en.wikipedia.org/wiki/Electric_field
https://en.wikipedia.org/wiki/Positron
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applications is of strong interest [85-88]. As reported into the Paragraph 2.3.2, the 

gyroscope performance of ring resonator-based RMOG is strictly related to the Q-

factor of the ring, which depends on the intrinsic optical loss due to the absorption 

as well as the operating wavelength that could be affected by the gamma radiation. 

The radiation involves a Compton scattering and, in turn, the change of the 

refractive index and of the optical losses [87]. The effect of radiation has been 

investigated in ring resonators based on silicon [86-88] and silicon nitride [85]. The 

silicon hardness to radiation has been evaluated for Si ring resonator with Q-factor 

ranging from 5 x 103 to 3 x 104. In 2005, Dumon et al. [87] have experimentally 

demonstrated a linear blue shift of the resonance of a Si-based ring resonator (Q ≈ 

5 x 103) with a slope of 0.33 pm/krad, and a decrease of the optical power of about 

8 dBm, with a total absorbed dose of 300 krad. Moreover, recently, Ahmed et al. 

[88] have demonstrated that for ring resonators with Q-factor > 5 x 103, the free 

spectral range, the Q-factor and the peak position not show a dose-dependent 

change. Immunity to radiation has been also explored for silicon nitride-based ring 

resonators, demonstrating a negligible shift of the operation wavelength and the 

variation of the resonance Q-factor (from 106 to 0.5 x 105), after a proton radiation 

up to about 100 MeV [89].  

 For the first time, in order to confirm the suitability of InP technology for 

Space applications, radiation test on an InGaAsP/InP ring resonator, used as 

sensitive element into a RMOG, has been carried out at the Co60 facility at ESTEC 

[95].  

 

 

2.4.1 Optical characterization of the InGaAsP/InP ring resonator 

 The device under test consists of an InGaAsP/InP-based ring resonator with 

radius R = 13 mm, as shown in Fig. 2.9(a). The InGaAsP/InP waveguide has a rib 

profile, with a thickness twg, = 0.3 µm and a width, wwg = 2 µm, formed on a 0.7 µm 

thick slab layer. According to [96], the quasi-TE mode supported by the waveguide 

exhibits a confinement factor of about 80 % and propagation loss values in the range 

0.5 ÷ 0.8 dB/cm.  
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(a) 

  

(b) (c) 

Fig. 2.9. (a) Schematic of the InGaAsP/InP ring resonator under test, with the map of the electric 

field of the TE0 inside the bus waveguide; (b) packaged device under test; (c) schematic 

of the packaged device (R: radius, wwg: waveguide width, g:gap, twg: waveguide thickness; 

tupper: slab layer thickness). Reprinted with permission from [95] © The Optical Society. 

 

 The gap g between bus and ring resonator has been designed equal to 1.444 

µm, aiming to obtain a coupling efficiency of about 52 %, then, a resonance depth 

of about 8 dB [97].  

 The details of the fabrication process of the InGaAsP/InP ring resonator can 

be found in [59]. In short, the ring resonator was manufactured by using a single 

standard lithography process. First, an InGaAsP layer was grown on the top of an 

InP substrate by using the metal-organic vapour-phase-epitaxy (MOVPE). The 

waveguide etching was realized using a thin Si3N4-based layer mask.  

 The brass packaged device, with single-mode fiber pigtails connected to the 

end tapered section of the bus waveguide, is shown in Fig. 2.9(b). A temperature 

transducer AD590 and a thermo-electric cooler (TEC) were placed above and 

beneath the resonator chip, respectively, to avoid resonance instability due to 

temperature changes. The packaged ring resonator is sketched in Fig. 2.9(c), where 

the two input and output CorningTM SMF-28 singlemode fibers (2 m long), and a 

NTC connector, as the TEC output, are shown.  
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(a) 

  

(b) (c) 

Fig. 2.10. (a) Overview of the measurement setup; (b) TE mode resonance spectrum; (c) Resonance 

detuning Δλres when changing the chip temperature, (TEC: thermo-electric cooler, ΔT: 

temperature change,  Δλres: resonance detuning). Reprinted with permission from [95] © 

The Optical Society. 

 

 The device under test has been experimentally characterized by using the 

measurement setup reported in Fig. 2.10(a). A single-frequency fiber laser 

(operating wavelength 1.55 µm), with a linewidth < 700 Hz and maximum output 

power of 30 mW, has been used as optical source. The laser wavelength has been 

tuned by using an external piezo-actuator, over a range of 400 MHz across the 

operating wavelength, to detect the resonance, by driving the laser through a 

triangle waveform with peak-to-peak amplitude and frequency equal to 20 V and 

100 Hz, respectively. A polarization controller (PC) has been used to excite only 

the TE polarization state into the bus waveguide. 

 Figure 2.10(b) shows the TE measured transmission spectrum of the ring 

resonator (with a resolution of about 1.6 kHz), at temperature equal to 25.03 °C, 

with a typical Lorentzian shape and Fano behaviour [98], due to the ring 

backscattering. The resonance shows a Q = 1.36 x 106 and ER= 6.24 dB for the TE 

mode at about 1550 nm, while, for the TM mode, Q = 1.35 x 106 and ER= 5.75 dB 
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have been measured.  This performance represents an improvement with respect 

the one reported in [96], having used more accurate instruments, i.e. in the 

experimental activity, the laser linewidth is about 2 orders of magnitude narrower 

than the one used in [96]. The achieved experimental results confirmed the 

capabilities to use the device as sensitive element in a RMOG configuration. In 

particular, by using the Eq. (2.2), a theoretical gyro resolution δΩ equal to about 42 

°/hr has been estimated (with PPD = 10 mW, η = 0.9, τint = 0.05 s).  

 Moreover, the temperature stability of the resonance has been simulated and 

measured, tuning the chip temperature in the range 25.03 °C – 26.03 °C, via the 

thermo-electric controller. The temperature change entails the effective refractive 

index change Δneff, and then, a shift of the resonance Δλres, according to: 

 Δλres = 
Δneff∙L

m
, m = 1, 2, 3, ….. (2.3) 

where L is the length of the ring resonator optical path [m] and m is the resonance 

order [a.u.] [99]. 

 Performed measurements show a linear trend of the resonance shift Δλres, 

changing the chip temperature, with a slope of 12 MHz/mK, as shown in Fig. 

2.10(c), in good agreement with the simulated results (slope of about 13 MHz/mK) 

achieved by using the numerical approach reported in [100], taking into account the 

InGaAsP refractive index dependence by the temperature (InGaAsP thermo-optic 

coefficient equal to 2.3 x 10-4 [101]). 

 

 

2.4.2 Experimental evaluation of the radiation impact on the 

InGaAsP/InP ring resonator 

 Since the γ-radiations are more dangerous than the other ionizing radiation, 

as described into the Paragraph 2.4.1, the evaluation of the radiation impact under 

γ- radiations represents a conservative approach in Space qualification of an 

optoelectronics component. The experimental activity was conducted following the 

steps provided by the European Cooperation for Space Standardization (ECSS) 

[102]. It represents a guide for testing electronic and optoelectronic devices under 

ionizing radiation. The radiation hardness evaluation of a device requires three 

steps: (a) irradiation step, to estimate the impact of the radiation on the device 
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performance; (b) annealing step, to estimate how the device responds to an absence 

of radiation, shutting down the radiation source; (c) overheating step, to clean the 

device from any charges present inside, especially in the oxide. Since the last step 

requires to insert the device under test in an oven at temperatures higher than 100° 

C, the overheating step has not been carried out, wanting to preserve the packaged 

device under test for future measurements.  

 In the framework of the NPI project of the European Space Agency, that 

sponsor the PhD activities, the radiation hardness evaluation of the InGaAsP/InP 

ring resonator has been conducted in the Co60 facility at ESTEC [103]. The facility 

provides a Co60 γ source that can radiate photons with energy of the order of 1 

MeV. It consists of multiple small rods about 50 mm long placed around the 

periphery of a 30mm diameter cylindrical steel container. The γ beam produced by 

the Co60 source is focused on the device under test through a collimator window. 

The experimental activity has been carried out with a dose rate of 99 rad/min of the 

collimated beam that irradiates the packaged ring resonator, placed at a distance of 

52 mm from the irradiator. Only the device, sketched in Fig. 2.9(b), was placed in 

front of the collimator window, while the other instruments, reported in Fig. 2.10(a) 

were placed in the control room, shielded by the radiation, in order to avoid that the 

instruments sensitivity to the radiation could undermine the experimental 

measurements.  A dosimeter has been used to measure the total absorbed dose, and 

its nominal value corresponds to the dose adsorbed into the water. The absorbed 

dose both in InGaAsP and brass results from the product of the dosimeter value and 

the conversion coefficients (0.793 for InGaAsP and 0.9 for brass). The source – 

device distance (52 mm) and the dose rate (99 rad/min) have been set taking into 

account the aforementioned conversion coefficients of InGaAsP and brass, the 

thickness of the brass layer placed over the ring resonator (≈ 4.5 mm), and the 

targeted total absorbed dose for the ring resonator (≈ 300 krad). The irradiation 

operation lasted about 68 hours with a total adsorbed radiation dose of ≈320 krad. 

According to [102], the irradiation activity is followed by an annealing activity 

lasted about 24 hours. It gives qualitative and quantitative indications of damage, 

in terms of performance, of the device under test. 
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 A closed-loop measurement technique has been used, to measure the 

radiation effects on the resonance frequency, Q and ER. During the irradiation 

activity, the resonator resonance wavelength is kept-locked to the laser central 

wavelength, counteracting the radiation-induced shift with temperature one. The 

temperature change, imposed by the Peltier effect, driven by the TEC controller, 

counteracts the radiation shift. The resonance wavelength is real-time measured, 

and the temperature of the TEC controller is controlled to set to zero the resonance 

wavelength detuning. An indirect measurement of the radiation-induced shift has 

been carried out. In particular, since the resonance is shifted by changing the chip 

temperature (Tchip) and a linear relation λres vs. Tchip has been experimentally 

observed with a coefficient of about 12 MHz/mK (≈ 0.1 pm/mK), the resonance 

shift has been calculated by the chip temperature variation, controlled by the TEC 

controller (Thorlabs TED200) and useful to lock the resonance to the laser central 

wavelength. 

 The main error source in the measurements is the radiation-induced output 

current drift of the temperature sensor AD590, placed on top of the ring resonator 

in the package. The output current of the sensor AD590 decreases as the radiation 

dose increases, with a slope S of -0.04 µA/krad (± 7.5 %) for Tchip = 25 °C and a 

supply voltage of 5 V, as shown in Fig. 2.11. The dependence of S on the chip 

temperature is shown in Fig. 2.12. It shows that S increases as the sensor 

temperature increase, with a second order trend: 

    𝑆[μA krad⁄ ]= -1.87∙10
-6

 Tchip
2 +4.08∙10

-4
 Tchip+3.097∙10

-2
        (2.4) 

 This systematic error has been compensated by a post-processing procedure, 

based on the assumptions that keeping constant the temperature of the sensor (green 

line in Fig. 2.11), the AD590 output current linearly decreases up to a dose equal to 

3.25 kGy(Si), as experimentally demonstrated up to 0.35 kGy(Si). 

 The linear trend of AD590 vs. total adsorbed dose is compliant to data 

available in literature, where a linear trend over 0.35 kGy (Si) has been 

demonstrated [104]. The compensation of this error source allows a significant 

reduction of the measurement uncertainty. The measurements are affected also by 

the accuracy of the TEC controller. It has an accuracy of ± 0.1 °C, within the –  
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Fig. 2.11. AD590 output current (blue line) vs total absorbed dose. An output current = 298 µA 

guarantees a chip temperature equal to 25.0 °C, used as reference (supply voltage = 5 V). 

The dotted blue lines are referred to the maximum and minimum measured value. The 

green line is referred to the constant temperature of the chamber, where the measurements 

are carried out. Reprinted with permission from [95] © The Optical Society. 

 

Fig. 2.12. S [µA/krad] vs Tchip [K]. Reprinted with permission from [95] © The Optical Society. 

  

the temperature range of - 45°C – 145°C. This accuracy involves an error of about 

0.02 %. Furthermore, since the radiation activity required long time, another error 

source could be related to the instability of the laser or the polarization controller.  

 A resonance shift of about 1 pm in 16 hours have been measured for the 

device without radiation. It involves an error on the resonance position of about 

4.25 pm at the end of radiation activity. 

 In order to neglect the radiation impact on the Peltier cell, due to the change 

of the internal charges, and then, the temperature increase, when the cell is invested 

by the radiation, a closed-loop control has been used to set the chip temperature. 

 The temperature closed-loop control is reported in Fig. 2.13. 
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Fig. 2.13. Temperature closed-loop control (PID: Proportional-Integral-Derivative; A/D: analog-to-

    digital; D/A: digital-to-analog). 

 

 After selecting the temperature Tset-point by using the TEC controller 

interface, the Proportional-Integral-Derivative (PID) controller feeds the Peltier 

Cell in order to match Tset-point with the temperature of the chip Tchip, by comparing 

this last temperature to the temperature detected by the sensor AD590. 

 The single mode fibers into the package does not affect the wavelength shift 

measurement, because they act as bus waveguide extension. Although the refractive 

index of the fiber changes due to the gamma radiation absorption or the 

compaction/densification effect [90], the resonance peak does not depend on the 

bus refractive index, according to the theory of ring resonator [99]. Using high-

performance measurements instruments, other sources errors, such as those due to 

oscilloscope, could be considered negligible. 

 The γ radiation impact on the TE resonance position, the related Q-factor, 

and the ER is shown in Figs. 2.14(a)-2.14(c), respectively. 100 measurements of the 

resonance were performed during the irradiation activity. The total error on the 

wavelength shift, sum of the aforementioned contributes, has been indicated by the 

black error bars in Fig. 2.14(a). In particular, at 3.2 Gy(InGaAsP), in the worst case, 

the error on the wavelength shift is equal to about 11%, mainly caused by the impact 

of radiation on the AD590 operation. The dominant ionization process in irradiated 

materials at Co60 γ radiation energy is the Compton scattering: the structural deep 

point defects, typical of Compton scattering, involve the crystallographic damage, 

with a consequent change of the refractive index, and then the resonance positions, 

according to Eq. (2.3). From Fig. 2.14 (a), a fitted linear trend over the radiation 

time has been derived, with a maximum red-detuning Δλres of about 810 pm at the 

end of irradiation activity. During the annealing step, the relaxation effect on the 

resonance leads a blue-shift of the resonance with a second order trend has been 
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observed, with a maximum offset of 60 pm with respect to the resonance position 

at 3.2 kGy(InGaAsP).  

 Figures 2.14(b)-2.14(c) show a stochastic distribution of Q-factor and ER. 

At about 320 krad, Q and ER detected mean variations (ΔQ and ΔER) are equal to 

about 13 % and 4 %, respectively. The slight change of the optical and coupling 

losses justifies these variations, although the radiation does not influence the 

spectrum of a ring resonator, confirmed by the same resonance shape before and 

after radiation, as shown in Fig. 2.15. 

   

 

(a) 

 
 

(b) (c) 

Fig. 2.14. (a) Red-shift of ring resonator resonance Δλres vs total adsorbed dose. The bold red line is 

related to a linear fitting of the measured blue markers. (b) ER variation (ΔER) vs total 

adsorbed dose; (c) Q-factor variation (ΔQ) vs total adsorbed dose. The radiation and 

annealing activities are defined to the left and to the right of red line, respectively. 

Reprinted with permission from [95] © The Optical Society. 

          

         

λ 
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Fig. 2.15. TE resonance spectra pre- and after- irradiation (λ0 ≈ 1.55 µm; Δλmax is the maximum 

value of the laser scan across the operating wavelength λ0 (200 MHz); Δλres is the 

resonance detuning, caused by the radiation effect). Reprinted with permission from [95] 

© The Optical Society. 

  

 Since Q = λres/FWHM, the measurement error affects only the position of 

the wavelength peak, being negligible the errors on the FWHM because it is 

obtained with a differential measurement. Thus, the error on the Q-factor estimation 

could be considered negligible, being equal to ± 0.001%. 

 According to my knowledge, the proposed activity is the first evaluation of 

the radiation hardness of the InGaAsP/InP ring resonator and a comparison of the 

proposed results on devices based on other technology platforms as reported in 

literature is not easy to carry out, because of different radiation types, energies and 

dose rates that have been used. The most appropriate comparison is with radiation 

experiments on silicon ring resonators carried out at the Co60 facility. A very linear 

resonance wavelength shift during irradiation was detected, with a slope of 0.33 

pm/krad, investing the Si-based ring resonator with a dose rate of 83 rad/min and a 

total absorbed dose of about 320 krad [88]. A maximum shift of about 0.1 nm at 

300 krad has been measured. Moreover, the extinction ratio of the resonance 

decreases of about 18 % with respect to the pre-irradiation value. 

 Using the device under test as sensing element in an RMOG, since the two 

waves, that travel through the ring resonator, experience the same resonance red-

shift induced by γ radiation, according to the Sagnac effect, the angular velocity 

measurement results insensitive to radiations. Moreover, the slight change of Q-

factor involves a negligible variation of the gyro resolution (in the worst case, a 

theoretical resolution of about 48 °/h has been calculated).  
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2.5 1D Photonic Crystal Ring Resonator 
 In the research field, microring resonators emerged as a fundamental 

component of integrated photonic circuits [105]. The operation of RR is based on 

the strong interaction between the electromagnetic fields and the surrounding 

material, then, confining the electromagnetic wave into the core of the waveguide-

based RR. Also, for Space applications, as mentioned in the Paragraph 2.3.2, RR 

acting as sensitive element of RMOG configuration, provides high versatility, small 

size with high performance, the capability of monolithic/hybrid integration for the 

constitution of the entire system on chip.  

 Since the RMOG resolution is strictly correlated to the Q-factor of the 

sensitive element, it can be improved, for example, designing the ring resonator 

such as to exploit the slow light phenomenon.  Slow light is a phenomenon which 

has found a great interest in the last decades [106-107]. Coupled ring resonators, as 

Coupled-Resonator Optical Waveguides (CROWs) and Side-Coupled Integrated 

Spaced-Sequence of Resonator (SCISSORs), as example, have been widely 

employed to the slow light [108-110].  

The slow light effect is an interference phenomenon like Bragg scattering, 

with standing wave as a result. The main advantages of slow-light effect are the 

possibility to control the optical signals in the time domain and to comprise optical 

signal into the space, enhancing the light-matter interactions [107]. The 

enhancement of linear and non-linear effects, such as gain, thermo-optic, electro-

optic, can be used to increase the performance of switching systems and amplifiers. 

 The most important parameter to identify the slow light regime is the group 

velocity vg of the propagating wave signal. It represents the velocity, with which the 

overall envelope shape of the wave’s amplitude propagates through space. The 

group velocity vg could be expressed as: 

vg=
∂ω

∂k
 

(2.5) 

where k is the wavenumber [rad/m] and ω is the wave’s angular frequency [rad/s]. 

Since the wavenumber k is strictly correlated to the refractive index of the structure, 

the group velocity can be reduced by a large first order dispersion of the structure. 

The performance of dielectric slow light devices scales with the refractive index 

contrast [111]. Thus, since PhCs show a high index contrast, they appear promising 
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to engineer and to maximize the slow light effect. The operating wavenumber is 

typically near the edge of the Brillouin zone on the dispersion curve of the PhCs 

[112]. 

 PhC slabs are the most used structures to generate the slow light effect, as a 

result of their intrinsic lossless optical confinement and simple fabrication process. 

A PhC slab consists of a 2D PhC with a 1D line defect into a two-dimensional PhC, 

as shown in Fig. 2.16 (a) [106]. The PhC slab operation is based on the light 

confinement in the vertical and lateral directions by Total Internal Reflection (TIR) 

and Bragg reflection, respectively. As shown in Fig. 2.16(b), the PhC dispersion 

generates the slow light effect near the photonic bandgap edge, with a remarkable 

increase of the group index ng, that is inversely proportional to the vg (see Fig. 

2.16(c)).  

 

(a) 

 

 

 

(b) (c) 

Fig.2.16.  PhC slab waveguide (a), relative band diagram (b) and ng vs frequency at the band edge 

(c). 

Frequency 
Frequency 

Wavenumber 
ng 
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(a) (b) 

Fig. 2.17. Mechanisms to obtain slow light in photonic crystals: Backscattering (a), omnidirectional 

reflection (b). 

 

 Two possible mechanisms of light propagation can be exploited to achieve 

the slow light phenomenon in PhC waveguides [107]. 

 According to the so-called coherent backscattering mechanism (see Fig. 

2.17(a)), when the light flows through the defect, it encounters multiple dielectric 

interfaces, producing the conversion of forward propagating wave (black arrow in 

Fig. 2.17(a)) into a backward propagating wave (red arrow in Fig. 2.17(a)).  

 When k is near the photonic band edge, a standing wave results by the 

constructive interference of the backward/forward propagating waves. The standing 

wave shows a zero - group velocity’s wave, then to the slow light resonance in the 

photonic crystal waveguide. Moving away from band edge, the forward and 

backward waves are out of phase, and, then, the propagation of light waves is 

dominated by the TIR mechanism without the formation of standing wave. 

 The omnidirectional mechanism is another mechanism that control the slow 

light in PhCs, shown in Fig. 2.17(b). Since a defect is placed into the PhC, the light 

propagates into the PhC with a zig-zag behavior, forming a standing wave.  

 As previously mentioned, the most important feature of the slow light effect 

is the enhancement of light-matter interaction, due to a low group velocity. It 

ensures to increase the time of interaction between the propagating field with the 

material. Furthermore, the low group velocity leads an increase of the optical energy 

density, due to a group velocity difference between the front and the back of the 

light pulse.  

 The main effect of an increase of the light matter-interaction is the 

improvement of the Q-factor in slow light-based resonators. The improvement of 
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the Q-factor results by the transmission comparison between a non-dispersive (Eq. 

(2.6)) and a dispersive resonator (Eq. (2.7)) [113]: 

Tnon-disp(ω)=
ΓIO

2

(ω-ωres)
2
+(Γrad+Γabs+ΓIO)

2
 (2.6) 

Tdisp(ω)=

ΓIO
2

[1+
σ

n(ωres)
(

c
vg

-n(ωres))]
2

(ω-ωres)
2
+

(Γrad+Γabs+ΓIO)
2

[1+
σ

n(ωres)
(

c
vg

-n(ωres))]
2

 (2.7) 

where Γrad, Γabs, ΓIO represent the radiation, absorption and input/output FWHMs 

[Hz], respectively, ωres is the resonant frequency of the microresonator [rad/s], σ is 

the fraction of the electric displacement field energy in the highly dispersive 

material [a.u.] (σ≡
[∫ ε(r)|E(r)|2d

3
x

V∂n
]

[∫ ε(r)|E(r)|2d
3
x

Vmod e
]
). From the comparison between the two 

equations, the FWHM factor is reduced by a factor of [1+
σ

n(ωres)
(

c

vg
-n(ωres))]

2

, then 

an enhancement of the Q-factor is obtained. 

 In order to exploit the slow light effect in a ring resonator, then, improving 

the Q-factor, a one-dimensional photonic crystal structure could be comprised onto 

a standard ring resonator, forming the so-called 1D Photonic Crystal Ring 

Resonator (1D-PhCRR) [63]. The basic structure is shown in Fig. 2.18, where the 

PhC is sketched as a repetition of blue and red sections. The light input and output 

sections of the bus waveguide are connected to a light source and a light detector, 

respectively.  

 

 

Fig. 2.18. 1D-Photonic Crystal Ring Resonator. 
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 The PhCRR shows several differences respect to a conventional ring 

resonator, where the operation at the resonance frequencies strictly depends by the 

physical and geometrical features. These features guarantee a reduction of the 

wave’s group velocity not enough to operate in the slow light regime.  

Instead, the periodic dielectric structure inserts a “structural dispersion” into the 

PhCRR, leading an accurate control of the group velocity at the resonance.  

Generally, to maximize the Q-factor improvement in a PhCRR, the following 

conditions must be fulfilled simultaneously in the PhCRR design: 

• small index contrast between the elements of the 1D periodic structure; 

• high number of periods; 

• weakly coupling between the ring resonator and the bus waveguide. 

 The first condition can be satisfied by PhC with low-kappa values (< 10-3 

μm-1), such as sidewall gratings [114], post gratings [115], direct write gratings 

[116, 117], and other PhC shapes [118].  

 Since in an isotropic material, the linewidth is proportional to the square 

number of the periods, the second condition is required to improve the Q-factor of 

the band edge resonance [119]. Thus, the linewidth decreases by increasing the 

number of periods, and then, the Q-factor increases, resulting in a trade-off between 

the Q-factor and the resonator footprint.  

 From the ring resonator theory [99], a trade-off between the resonance 

extinction ratio and the Q-factor exists. Thus, the third condition allows to improve 

the Q-factor, at the expense of ER. To allow a proper resonance detection, a 

minimum value of ER equal to 8 dB has been taken into account in PhCRRs design. 

 In order to demonstrate the Q-factor improvement between a 1D PhCRR 

and a RR with same footprint, the transmission spectra of the devices reported in 

Figs. 2.19 (a) - 2.20(a) have been compared. A 2D Finite Difference Time Domain 

(FDTD) approach has been used for the electromagnetic simulations.  

 Both the ring resonator and the 1D PhCRR are based on the Silicon on 

Insulator (SOI) technology, with a radius R = 2.52 µm, a waveguide width w = 

0.3973 µm, a gap between ring and bus waveguide g = 100 nm, and a period of the 

holes Λ = 0.3973 µm with a hole diameter d = 238.4 nm [120].  The simulated 
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transmission spectra of the simple ring resonator and photonic crystal ring resonator 

are shown in Figs. 2.19(b)- 2.20(b), respectively.  

For the simple ring resonator (Fig.2.19), a FWHM of the resonance labelled 

with a red star of 0.6 nm, then, a Q-factor of about 2580, and a Free Spectral Range 

(FSR) of 50.2 nm have been calculated.   

For the PhCRR (Fig.2.20), the FWHM of the resonance labelled with a red 

star is equal to 0.3 nm, then, the Q-factor is about 5200, and the FSR between the 

first and the second peak is about 9.3 nm. From the comparison between the two 

transmission spectra, several features of photonic crystal ring resonator arise. At 

first, the Q-factor of the first band-edge PhCRR resonance is about the twice respect 

to the RR one. In addition, the FSR increases with increasing distance from the 

photonic band edge. This effect is due to non-linear PhCRR’s dispersion relation, 

differently to the linear simple ring resonator’s dispersion relation, that allows a 

constant FSR.  

Furthermore, the resonances, away from the band edge, show a lower Q-

factor respect to the first resonance, not being in the slow-light regime.  

As will be widely described in the following Paragraphs, the Q-factor 

improvement in 1D-PhCRR respect to a simple RR could be maximized by a proper 

design of the 1D-PhCRR, as example by reducing the waveguide propagation loss 

and/or increasing the RR radius. 

 

 

  

(a) (b) (c) 

Fig. 2.19. a) Simple ring resonator, b) transmission spectrum, c) peak of resonance at λ= 1547 nm 

(R: radius, w: waveguide width, g: bus-ring gap). 

 



Chapter 2: Attitude and orbit control subsystem                                                     

__________________________________________________________________ 

55 

 

 

  

(a) (b) (c) 

Fig. 2.20. a) PhCRR with air holes, b) transmission spectrum, c) band-edge peak at λ= 1559 nm (R: 

radius, w: waveguide width, g: bus-ring gap, d: holes diameter, Λ:period). 

 

 

2.5.1 State of the art of PhCRRs 

 In the last years, several configurations of PhCRR have been proposed in 

literature [121-140], with different target applications, such as lasing [123-126], 

filters for WDM telecommunication [127, 137], sensing [135] or exploiting 

resonance splitting effect [140]. 

            Ring resonators including a partial reflector, called ring-based in-line 

reflectors, have been proposed in [121], to reduce the ripple of sample grating Bragg 

reflectors. The ring-based in-line reflectors show a narrower FWHM compared to 

sample grating Bragg reflectors. Furthermore, the FWHM is strictly correlated to 

the coupling coefficient. In a weakly coupling regime, the resonance peak could 

degenerate into two symmetric peaks. These devices are mainly used for filtering 

and sensing.  

            In 1998, B. E. Little et al. [131] proposed a simple configuration of PhCRR 

to realize a Wavelength Division Multiplexing (WDM) filter (Fig.2.21(a)). The 

configuration presents a small perturbation, called notch, into the microring coupled 

to a bus waveguide. The reflection spectrum shows periodic peaks as result of a 

proper design of the notch. The response exhibits ripple in each peak when the 

perturbation is large.  

            In 2010, Y. M. Kang et al. [121-130] have proposed several configurations 

of PhCRR with a generic reflective element. The device consists of an integrated 

Bragg grating, distributed on a single section or along the whole optical path of the 

ring, acting as a planar reflective element. Forward and backward propagating 
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waves are generated by the Bragg reflector. A coupling between the 

counterpropagating waves leads the resonance splitting, with a maximum value of 

Q-factor equal to 103 [123-126]. A Q-factor of about 105 has been measured by 

using two concentric rings, with a width modulation of the inner one [130].  The 

PhCRR could be used as a comb mirror, a single peak mirror, an ultra-narrow band 

transmission filter, and a sharp transition mirror, by engineering the Bragg grating 

element. 

            For laser application, several configurations of PhCRR have been proposed 

in literature [123-126]. The introduction of periodic structure, acting as mirror, 

allows the reduction of the linewidth and the threshold voltage in single mode laser. 

A PhCRR in SiNx technology, based on a half - Distributed Bragg Reflector (DBR), 

with a radius of 3.92 µm, is reported in [123] (Fig. 2.21(b)). A Q-factor in the order 

of 103 has been simulated by using a 2D Finite Element Method (FEM) approach. 

In order to improve the Q-factor, a PhCRR with full DBR along the whole ring 

optical path has been proposed in [126]. The ring resonator is based on the 

GaAs/Al0.8Ga0.2As technology with quantum well in InGaAs. The PhCRR shows 

the modulation of the waveguide width, as shown in Fig. 2.21 (c). This 

device provides a threshold current density of 8 kA/cm2 and it is able also to emit 

at multiple wavelengths. 

            The resonance splitting effect has been exploited for refractive index 

sensing applications [132, 140]. Wang et al. [132] analytically studied the effect of 

quasi-grating sidewall corrugation, resulting from fabrication issues of a microring 

resonator (Fig. 2.21(d)). The mode splitting results by the mode coupling between 

the forward- and backward- propagating modes in the ring, and it can be tailored 

by engineering the period and the length of the grating. 

            In the last years, periodically patterned ring resonators, evanescently 

coupled with a waveguide coupler on a silicon-on-insulator platform, have been 

demonstrated [132-138], demonstrating a Q-factor improvement by a factor 

8 compared to a simple ring resonator with a ring radius less than 10 µm, and by a 

factor 70 for a ring radius of 30 µm (Fig. 2.21(e))[133]. MRRs with air holes along 

the whole ring optical path have been reported in [134], where a maximum loaded 

quality factor higher than 14,600, for a group index of about 27.3, has been 
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measured. Due to the strong optical confinement in the PhC holes, this 

configuration could be used for refractive index sensing [135-136]. The insertion 

of gold into the holes [136] (Fig. 2.21(f)), makes the device sensitive to the external 

environment, resulting in the shift of the resonance wavelength. This device has an 

improved sensitivity of more than a factor 2 compared to a simple ring resonator. 

            For biosensing, Donzella et al. [140] proposed a PhCRR with standard 

silicon photonic strip waveguides and a sub-wavelength grating. Sub-wavelength 

gratings are periodic structures not operating at the Bragg wavelength. The 

combination of strip waveguides and sub-wavelength grating offers a decrease of 

the light confinement in the waveguide core, and then, the improvement of the 

resonator sensitivity to changes of the refractive index in the surrounding medium. 

The fabricated rings show Q-factors of about 103 with sensitivity of 383 nm/RIU in 

water and 270 nm/RIU in air. 

          Other technologies and other configuration have been explored to achieve 

very high performance in several fields. For example, Teraoka et al. [141] 

presented a hybrid ring-Bragg grating resonator for band-stop filtering, made by a 

periodic refractive index variation of grating elements, coupled to a plain linear 

waveguide. This device shows a Q-factor of about 106 in the weakly coupling 

regime.  

 

   

(a) (b) (c) 

   

(d) (e) (f) 

Fig. 2.21. Sketch of some configurations of PhCRR proposed in literature [131, 123, 126, 132, 133, 

136]. 
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Although the aforementioned devices are very promising, the performance is not 

suitable for the high-class gyro. Furthermore, the improvement of the PhCRR’s Q-

factor respect to the RR one is quite small. This effect is strictly correlated to the 

physical, i.e. high-index contrast and quite high propagation loss technology 

platform (silicon - [132, 134] or GaAs -based [126]), and geometrical features, i.e. 

radii in the order of µm, of the devices proposed in literature. 

 

 

2.5.2 Mathematical modelling 

 The rigorous modelling of such ultra-high Q resonant cavities based on 

PhCRRs is very challenging, due to the insertion of the 1D PhC along the whole 

ring resonator optical path. Well known numerical approaches, e.g. 3D Finite 

Element Method (FEM), Finite Difference Time Domain (FDTD), Scattering 

Matrix Theory (SMT), Time Domain Equations, require large memory and huge 

computing resources, to obtain a PhCRRs’ spectra with very high resolution. 

Furthermore, the above aspects result critically in case of devices with a large 

footprint, that are necessary in some applications to achieve high values of the Q-

factor, also when the simulations are carried out by assuming a 2D approximation 

of the structure. In literature, both analytical and semi-analytical methods have been 

proposed for studying ring resonators including a periodic structure of variable 

length [121, 137]. Both mathematical methods show several intrinsic limitations, 

as the absence of the waveguide dispersion [121, 137], and the lossless assumption 

[121]. Furthermore, both models assume a point-like coupling region, not taking 

into account the effects of the periodic structure in the coupling region, when it is 

extended to the whole ring resonant path. 

 Goddard et al. [121] proposed a travelling-wave approach, based on 

scattering matrix theory. The coupler region and the periodic element are described 

by the coupling matrix and by a scattering matrix, respectively, with some physical 

approximations, such as lossless and neglected dispersion relations. By imposing 

the continuity conditions of the tangential components of the e.m. field at the edges 

of the coupling region, the reflection and the transmission response of the ring 

resonator can be derived as a function of the characteristics of the periodic element. 
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However, this approach assumes that the periodic structure does not extend to the 

coupling region. 

 Goldring et al. [137] proposed a numerical model, based on the time domain 

equations, which does not account for the effects of the grating in the coupling 

region, when the periodic structure is extended to the whole resonant path. 

 From the above reasons, a rigorous mathematical model, based on the 

Coupled Mode Theory (CMT), has been developed [142]. The model can evaluate 

the spectrum of a PhCRR based on any dielectric material systems, with any shape 

of a slowly varying and weakness grating, according to the hypotheses of the CMT 

approach [143]. Furthermore, the model can consider 1D-PhC extended, either on 

a portion or full optical path (namely Full-PhCRR) and extended also in the 

coupling region, to tailor the resonator spectrum. Since the electromagnetic 

behaviour of the PhCRR is affected by the coupling between the forward mode and 

the backward mode propagating in the photonic crystal, simulations on the PhCRR 

operation should take into account all contributions of forward and backward fields 

generated into the PhC. The transfer function of the 1D-PhCRR, reported in Fig. 

2.17, has been derived by combining the transfer functions of the two dotted ring 

portions in the Figs. 2.22(a) - 2.22(b). A comprehensive analysis of both sections is 

described in the following Paragraphs, where a comparative analysis of the model 

and 2D-FDTD spectra have been carried out in terms of computing time and 

performance. As an example, while the 2D FDTD simulation of the coupler assisted 

grating requires about 45 hours, accurate results are obtained using our 

mathematical model in about 2 hours, by using a quad-core computer with 64 Gb 

RAM. 

  

(a) (b) 

Fig. 2.22. (a) 1D-Photonic Crystal, (b) grating-assisted coupling region. 
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2.5.2.1 CMT model of a bent 1D PhC 

 In Photonic Integrated Circuits, bent waveguides play very important role. 

They are used to connect input-output ports of different devices, reducing the device 

insertion loss and the footprint allowing a high packaging density of components. 

Unfortunately, when an optical waveguide is bent, radiation loss occurs. This 

phenomenon is due to boundedness of speed of the electromagnetic wave, and then, 

straight wave fronts in a curved waveguide cannot occur.  

 The curvature of the wave front causes the radiation of the mode away from 

the waveguide. This effect involves that the mode propagation constant is a 

complex value, where the imaginary contribute is related to the radiation effect due 

to the bend. The approach followed for the e.m. study of a bent waveguide is 

reported in Ref. [144]. For the e.m. analysis, both the Cartesian (x,y,z) and 

cylindrical (r,y,θ) coordinate systems have been considered (Fig.2.23). 

 

(a) 

 

(b) 

Fig. 2.23. (a) 3D waveguiding ring in Cartesian (blue lines) and Cylindrical (red lines) coordinates. 

(b) 2D focus on a ring resonator section, (ns = refractive index of inner cladding, nt = 

refractive index of core, nc = refractive index of outer cladding, R = radius of curvature, 

d =  waveguide width). 
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 The three-dimensional electromagnetic analysis of channel waveguides can 

be simplified in a two-dimensional domain (r,θ) by using the effective-index 

approach, according to the effective-index method (EIM)  proposed by Knox and 

Toulios [145]. It allows to carry out the e.m. study of quasi-TE/TM modes in a 2D 

domain, identifing an equivalent refractive index dependent by the geometrical 

waveguide features and by the refractive indices of the waveguide. 

 The dispersion equations for both quasi-TE and quasi-TM have been 

derived, by using the cylindrical coordinates and assuming a complex propagation 

constant γ=β+iα, with β the phase constant and α the attenuation constant. The field 

components and the propagation constant result by solving the second order partial 

differential equation for each wave and by imposing the continuity conditions of 

the tangential field components at the waveguide interfaces. As example, a SiN 

(ncore ≈ 1.99@1550 nm) -based single mode waveguide, embedded in SiO2 cladding 

(ns ≡ nc=1.445@1550 nm), with a thickness of 100 nm and a width of 2.8 µm [146] 

has been taken into account. The trend of the neff,b (=β/k0) and losses αloss (=α/k0) for 

the quasi-TM mode, for several radius of curvature, is shown in Fig. 2.24. The neff,b 

shows a logarithmic behaviour as a function of the curvature radius: increasing the 

radius, neff,b approaches the horizontal asymptote, represented by neff,s of the straight 

waveguide, equal to about 1.464  (dotted line in Fig.2.24(a)). The difference 

between neff,s and neff,b is < 10-3 for radius values > 2 mm, and the curvature losses 

can be negligible, as shown in the inset of Fig. 2.24(b), in good agreement with Ref. 

[146]. The loss increase for small radii is due to a shift of the peak of the mode 

profile, with respect to the symmetry position R, towards the waveguide sidewalls, 

with consequent increase of optical losses. A shift of 162 nm, 120 nm and 63 nm 

along the positive direction of the x-axis have been calculated for R = 800 µm, R = 

1 mm, R = 2 mm, respectively. 

 A schematic diagram of the bent 1D-PhC is shown in Fig. 2.25, where Fg 

denotes E or H fields propagating forward or backwards (subscripts + or -, 

respectively). Under Bragg conditions, the grating generates a back-propagating 

mode, (fields Fg
-) that couples to the forward-propagating one (fields Fg

+). Their 

phase contributions depend on the PhC shape with the assumption that any 

additional scattering source is negligible. 
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(a) 

 

(b) 

Fig. 2.24. neff vs curvature radius (a), αloss [a.u.] vs curvature radius (b). 

 

 Since the coupling between forward and backward mode is responsible for 

the typical spectral behaviour of a PhC structure with a photonic band gap and sharp 

band edge resonances, the grating features result critical parameters for the tailoring 

of the resonance shape. To obtain an exact solution for the propagation modes in a 

generic periodic structure, a CMT based approach has been used [147]. The 

solutions of the e.m. equation is a combination of the solution relevant to the 

structure without any perturbation. In particular, the permittivity function ε(r,θ) of 

the waveguide under study results by the sum of an unperturbed and perturbed 

terms, ε(0)(r) and Δε(r,θ), respectively: 

 ε(r,θ)=ε(0)(r)+∆ε(r,θ) (2.8) 

The perturbed term Δε(r,θ) along the θ direction can be expressed, in the most 

general form, as a Fourier series expansion [148]: 

∆ε(r,θ)= ∑ Δε(n)(r)e
i
2π
Λ

nRθ

n=∞

n=-∞,n≠0

 (2.9) 

where Λ is the grating period and Δε(n)(r) are the coefficients of the Fourier series. 
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Fig. 2.25. Schematic of a bent 1D-PhC. 

 

In a real case, the value of n ranges between 0 to ∞ taking into account the odd or 

even perturbation symmetry. The zero-th order coefficient depends on the 

unperturbed structure while higher order coefficients describe the grating shape 

along the propagation direction. For the first order grating, the first order of Δε(n)(r) 

has been considered [149]. The coefficient ε(0)(r) is equal to the weighted average 

by the duty cycle of the coefficients ε in the perturbation, according to the effective 

medium theory [150]. 

 From Maxwell equations, neglecting the time dependence and for the quasi-

TM mode, Hy could be expressed, in terms of the unperturbed waveguide modes, 

as: 

  Hy= ∑ Am(θ)Hy
(m)(r)eiγ

m
Rθ

∞

m=-∞

 (2.10) 

where m refers to the mode number (as TM0, TM1, TM2, and so on), and Hy
(m)(r) 

is the transverse modal distribution with a corresponding propagation constant 

γm. Focusing on the coupling between the forward propagating γfw mode to the 

backward propagating γbw mode, where bw=-fw, and assuming assuming Am(θ) 

as slowly varying functions, the coupled mode equations in cylindrical 

coordinates have been derived: 

  
∂Afw(θ)

∂θ
=iKabAbw(θ)e-i2(βbw-π/Λ)Rθ (2.11) 

  
∂Abw(θ)

∂θ
=iKbaAfw(θ)e

i2(βfw-π/Λ)Rθ
 (2.12) 

  Kab=
ω

2
∫ Δε(1)(r)

(γ
bw

+γ
bw
* )iμr3

γ
fw

γ
bw

ε0ε
|Hy

(fw)|
2

∞

-∞

∂r (2.13) 
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 Kba=-
ω

2
∫ Δε(1)(r)

(γ
fw

+γ
fw
* ) iμr3

γ
fw

γ
bw

ε0ε
|Hy

(fw)|
2

∞

-∞

∂r (2.14) 

where γ
bw

=-γ
fw
* , taking into account the propagation losses, and Kab and Kba are 

the coupling coefficients between the forward/backward and backward/forward 

modes, respectively. The following normalization equation of the e.m. fields 

have been used in Eqs.(2.11-2.14): 

 ∫ E(m)
× H

(s)*∙aθ ∂r + ∫ E
(m)*

× H
(s)∙aθ ∂r =

(γ
s
+γ

s
*)iRμr

γ
s
ε0ε

∫|Hy
(s)(r)|

2
∂r (2.15) 

where the apexes m and s are referred to forward or backward propagating 

modes. From Eqs.(2.11-2.14), a matrix form is obtained: 

 
∂

∂θ
[
A(θ)

B(θ)
] =i [

Δβ Kab

Kba Δβ
] [

A(θ)

B(θ)
] (2.16) 

where 

 ∆β=R∙ (β
s
-

π

Λ
) (2.17) 

 A(θ)=As(θ)ei∆βθ (2.18) 

 B(θ)=A-s(θ)e-i∆βθ (2.19) 

The general solution of Eq. (2.16) can be written as: 

  [
A(θ)

B(θ)
] =c1 [

-Kab

∆β-iS
] e-Sz+c2 [

-Kab

∆β+iS
] eSz 

(2.20) 

where the constants c1 and c2 have been derived applying the boundary 

conditions. The fields A(θmax,g) and B(θmin,g) result from the Eq. (2.20), by 

imposing the boundary conditions A(θmin,g)≡1 - B(θmax,g)≡0, and A(θmin,g)≡0 - 

B(θmax,g)≡1, according to the superposition principle. Finally, the magnitude of 

the magnetic field for the forward propagating mode is: 

 Fg
+(θ)=Afw(θ)e

iγ
fw

Rθ
=A(θ)e-i∆βθe

iβfwRθ
e-αRθ=A(θ)ei(lπ/Λ)Rθe-αRθ (2.21) 

For the backward propagating mode, the field derived is:  

 Fg
-(θ)=Bbw(θ)eiγ

bw
Rθ=B(θ)ei∆βθe

-iβfwRθ
e-αRθ=B(θ)e-i(lπ/Λ)Rθe-αRθ (2.22) 

The structure has been assumed as symmetrical: it starts and finishes with the same 

semi-period so that Fg
-(θmin,g)=-Fg

+(θmax,g), for both aforementioned boundary 

conditions. 
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 As an example, a Si3N4 top grating has been investigated (see Fig. 2.26(a)). 

The grating is based on a Si3N4 waveguide (thickness tH = 100 nm and a width w = 

2.8 µm), embedded in SiO2 [146]. It results as single-mode, as confirmed by FEM 

simulations. A curvature radius R equal to about 2 mm has been considered, with 

θmin,g and θmax,g equal to 0 and 11°, respectively. The top grating shows a thickness 

modulation, with maximum tH and minimum tL values equal to 100 nm and 60 nm, 

respectively, with a duty cycle equal to 50%. A period Λ = 526 nm has been 

designed to operate at the Bragg wavelength at about 1540 nm. For the grating 

propagation loss, a value of propagation loss equal to 15 dB/m has been taken into 

account, with a conservative approach. Moreover, the aforementioned propagation 

loss value has been added to the bending losses 𝛼𝑙𝑜𝑠𝑠 (Fig.2.24(b)), in order to take 

into account, the bending of the grating. The propagation constant γ has been 

calculated by using the aforementioned model: for λ≈1.54 µm, neff = 1.4633 (for 

straight waveguide, neff = 1.4760) and αloss=6.4886 x 10-10 dB/m. The transmission 

power of the quasi - TE mode is reported in Fig. 2.26(b), calculated by solving Eq. 

(2.20), placing the boundary conditions A(θmin,g)≡1 - B(θmax,g)≡0. A photonic 

bandwidth PBGw equal to 14.83 nm, an ER of the bandgap region equal to 93 dB, 

and a central wavelength λB at about 1.54 µm, have been calculated.   

 To confirm the model general validity, a comparison between the results 

obtained using the 2D FDTD approach and those of our mathematical model has 

been carried out for the structure reported in Fig. 2.27(a). It consists of a sidewall 

grating, showing a width modulation with R→∞. The grating is based on the same 

waveguide of the aforementioned top grating. The features of the grating, shown in 

Fig. 2.27(a) are: h = 100 nm, w = 2.8 µm, Λ = 525.5 nm, wH = 3.4 µm, wL = 2.2 µm, 

and L = 200 µm.  Results of the comparison for the quasi-TE mode are shown in 

Fig. 2.27(b). Red line refers to the results from the 2D FDTD algorithm, while the 

blue line has been derived from the mathematical model. The performance 

parameters are summarized in Tab. 2.5. A very good matching between the results 

of the model and the 2D-FDTD ones can be observed in Fig. 2.27(a), for the quasi-

TE mode. The quasi-TM mode was also investigated. Results for quasi-TE and 

quasi-TM modes show a slight frequency shift of the output spectrum due to a 

different value of the effective index. 
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(a) 

 
(b) 

Fig. 2.26. Schematic of a bent Si3N4 top grating (a) and its transmission power (|Fg
+(θmax)|2) 

spectrum. 

 

 For some applications, such as optical gyroscope, the waveguide must be 

engineered so that the birefringence is very low to get a negligible modal 

interference between TE and TM modes [151]. 

 Fig. 2.27(b) shows that the spectrum shape obtained with both techniques, 

i.e. 2D-FDTD and our model, is the same. The shift of the Bragg wavelength (about 

0.4 nm) is related to the mismatch between the double precision of the code based 

on our model and the single precision of the 2D-FDTD code. In addition, the 

calculation time of the mathematical model is much less than that of the FDTD 

simulations using a quadcore computer with 64 Gb RAM at 3.6 GHz. The FDTD 

simulation requires 1.65 days, while only 239 seconds are required by the 

mathematical model, with the same wavelength step.  

 The model vs 2D FDTD approach comparison was carried out, because 3D 

FDTD simulations are much more time consuming and require a huge amount of 

memory. 
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(a) 

 

(b) 

Fig. 2.27. Schematic of a Si3N4 sidewall grating (h = 100 nm, w = 2.8 µm, Λ = 525.5 nm, wH = 3.4 

µm, wL = 2.2 µm, L = 200 µm) (a) and the comparison of the transmission power calculated 

by using CMT (blue line) or 2D-FDTD (red line) approach (b). 

 

 

 

Tab.2.5. Sidewall grating performance comparison between our model and 2D-FDTD for the quasi    

 TE-mode. 

Performance This model 2D-FDTD 

λB [nm] 1549.70 1551.10 

PBGw [nm] 6.30` 6.18 

ER [dB] 19.77 19.10 

Simulation time 239 s 1.65 days 

   

  

2.5.2.2 Coupler model 

 The features of the coupling region are the key elements to control the 

spectral behaviour of the grating assisted coupler. As previously discussed into the 

Paragraph 2.5, a point-like coupling region represents a strong approximation in the 
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theoretical study of the PhCRR, because it neglects the presence of counter-

propagating fields that could facilitate the bus-ring coupling.  

 The coupling region can be considered as a grating assisted coupler (see Fig. 

2.28), gap(x,z) is the centre-to-centre gap between the two waveguides and gap0 is 

the minimum gap. The grating assisted coupler consists of two slab waveguides, wb 

and wg wide, with core refractive indices nb and ng,1, respectively, and perturbation 

ng,2 in the top waveguide. Both waveguides are assumed as single-mode with 

propagation constant βb and γg for bus and bent grating, respectively. 

The coupler shows a length of 2Lmax, where Lmax is the semi-coupler length 

at whose ends the power coupling between the two waveguides in negligible, as 

will be widely described in the following. The z-dependent amplitudes of the guided 

modes in the waveguide q (q is referred to the waveguide b or g), defined as 𝐹𝑐,𝑞
± (𝑧) 

(the superscripts + and – are related to the forward and backward propagating fields, 

respectively), are denoted in Fig. 2.28.  

Being the transverse mode profiles of the waveguides g and b direct along r 

and x axis, respectively, both bus and grating waveguide has been analysed in 

Cartesian co-ordinate system (x,y,z). For the g waveguide, a conversion from  

Cylindrical to Cartesian system is needful, according to the following relationship 

between the cylindrical components (Ar, Ay, Aθ) and the Cartesian components (Ax, 

Ay, Az): 

 

 

Fig. 2.28. Schematic of the grating assisted-coupling region (b = bus waveguide, g = grating 

waveguide, nb = refractive index of b, ng1,2 = refractive indices of the two grating region, 

wb = bus width, wg, = grating width, g0 = minimum gap). 
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 [

Ax

Ay

Az

] = [
cosθ 0 -sinθ

0 1 0

sinθ 0 cosθ

] [

Ar

Ay

Aθ

] (2.23) 

The components of a TM bend mode (Eg,y
0 = 0, Hg,x

0 = 0, Hg,z
0 = 0) for the g 

waveguide in the cartesian system will be: 

Eg,x
0 (x,z)=cosθ∙ [-

γR

ε0εωr
Hg,y

0 (r)] -sinθ∙ [
i

ε0εω

dHg,y
0 (r)

dr
] (2.24) 

Eg,z
0 (x,z)=sinθ∙ [-

γR

ε0εωr
Hg,y

0 (r)] +cosθ∙ [
i

ε0εω

dHg,y
0 (r)

dr
] (2.25) 

Hg,y
0 (x,z)=Hg,y

0 (r)eiγ
b
Rθ (2.26) 

where r=√x2+z2 and θ= arctan z/x. The electromagnetic field components for the 

TM mode in the straight waveguide b (Eb,y
0 =0, Hb,x

0 = 0, Hb,z
0 = 0) are given by: 

Eb,x
0 (x,z)=

β
b

ωε0ε
Hb,y

0 (x) (2.27) 

Eb,x
0 (x,z)=

i

ωε0ε

dHb,y
0 (x)

dx
 (2.28) 

 Hb,x
0 (x,z)=Hb,y

0 (x)eiβbz (2.29) 

where the superscript 0 is referred to the mode profile. θmax,c, is defined as the angle 

at whose ends the power coupling between the two waveguides is negligible 

(approximately of the order of 10-10 with respect to the maximum value of the 

forward coupling coefficient, where + is referred to the forward field, |Kbg
+(z)|2). 

The forward coupling coefficient |Kbg
+(z)|2 shows a Gaussian shape, as shown in 

Fig. 2.29, symmetrical with respect to the z point where the gap between the two 

waveguides is minimum (z = 0). Then, the semi-length of the coupler Lmax could be 

defined as R∙sin(θmax,c), where R is the radius of the resonator.  

 

 

Fig. 2.29. Calculated Gaussian trend of |Kbg
+ (z)|2 in the grating assisted coupling region. 
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 In order to implement a general and rigorous mathematical model, it is valid 

for any shape, material,  location and perturbation of the grating, as index 

modulation or shape variation, compliant to the hypothesis of the CMT as weak 

coupling between two modes.  

 According to the mode expansion technique [152], the transverse e.m. field 

components of a single-mode waveguide could be expressed as the superposition 

of four guided modes: 

Ec,t(x,y,z)=[ub
+(z)+ub

- (z)]Eb,t(x,y)+ [ug
+(z)+ug

- (z)]Eg,t(x,y)  (2.30) 

Hc,t(x,y,z)=[ub
+(z)-ub

- (z)]Hb,t(x,y)+[ug
+(z)-ug

- (z)]Hg,t(x,y)  (2.31) 

where Eb,t (x,y) – Hb,t (x,y), and  Eg,t (x,y) – Hg,t (x,y) are the lowest-order normalized 

modes in the waveguide b and g, respectively. The CMT based analysis of the 

grating assisted gives a set of four coupled-mode equations [149]: 

∂Fc(z)

∂z
=iMFc(z)  (2.32) 

where Fc(z) is the transposed matrix of the amplitude fields: 

Fc(z)= [f
c,b

+ (z),f
c,g

+ (z),f
c,b

- (z),f
c,g

-
(z)]

T

  
(2.33) 

and M(z) is a 4x4 matrix given by: 

M(z)=C
-1

[BC+K(z)]  (2.34) 

with B defined by 

B=diag(β
b
,γ

g
,-β

b
,-γ

g
)  (2.35) 

C is the matrix of coefficients: 

C=

[
 
 
 
 

1 Cbg
+

0 Cbg
-

Cgb
+

1 Cgb
-

Cgg
-

0 -Cbg
-

1 Cbg
+

-Cgb
-

-Cgg
-

Cgb
+

1 ]
 
 
 
 

 (2.36) 

where: 

 Cbg
±

=z∙ ∬ Eb,x
* ×Hg,y±Hb,y

* ×Eg,x ∂x∂y  (2.37) 

Cgb
±

=z∙ ∬ Eg,x
* ×Hb,y±Hg,y

* ×Eb,x ∂x∂y 
(2.38) 

Cgg
-

=z∙ ∬ Eb,x
* ×Hg,y-Hb,y

* ×Eg,x ∂x∂y 
(2.39) 

with a normalization condition: 



Chapter 2: Attitude and orbit control subsystem                                                     

__________________________________________________________________ 

71 

 

z∙ ∬ Eq,x
* ×Hq,y+Hq,y

* ×Eq,x ∂x∂y=1  (2.40) 

where q=b,g. 

The coupling coefficient matrix K(z) is given by: 

K(z)=

[
 
 
 
 

Kbb
- Kbg

- Kbb
+ Kbg

+

Kgb
- Kgg

- Kgb
+ Kgg

+

-Kbb
+ -Kbg

+ -Kbb
- -Kbg

-

-Kgb
+ -Kgg

+ -Kgb
- -Kgg

-
]
 
 
 
 

  

(2.41) 

The elements of K(z) matrix are expressed as: 

Kpq
± =Kpq

t ±Kpq
z  (2.42) 

Kpq
t =ω ∬ Δεp(x,y,z)Ep,t (x,y)Eq,t(x,y)∂x∂y 

(2.43) 

Kpq
z =ω ∬

εp(x,y)Δεp(x,y,z)

ε(x,y,z)
Eq,z(x,y)Ep,z(x,y) ∂x∂y 

(2.44) 

where Δεp (p,q = b or g) is the permittivity perturbation of εb or εg due to the otter 

waveguide. In the grating region, the perturbation is assumed as in Eq. (2.8). 

Finally, from Eq. (2.32), the expression of the fields amplitude Fc,q(z) are: 

Fc,b
+ (z)=f

c,b

+
(z)eiβbz  (2.45) 

Fc,g
+ (z)=f

c,g

+
(z)e

iγ
g
R asin(z/R)

 (2.46) 

Fc,b
- (z)=f

c,b

-
(z)e-iβbz (2.47) 

Fc,g
- (z)=f

c,g

-
(z)e

-iγ
g
R asin(z/R)

 (2.48) 

In order to validate the aforementioned model, the performance of the coupler based 

on sidewall grating, that show a waveguide width modulation, (see Fig. 2.30(a)), 

has been calculated both using our model and 2D FDTD algorithm. The spectra 

have been derived, considering a specific set of boundary conditions: at z = -Lmax 

of the waveguide b, ub
+(-Lmax)=1 and ug

- (Lmax)=0. The sidewall grating shows the 

same features reported into the Paragraph 2.5.2.1. The bus waveguide 300 µm long 

is coupled to a Si3N4 based - bus waveguide, 2.8 µm wide and 100 nm thick, with 

gap0 equal to 5.5 µm. In order to speed up the 2D FDTD simulation a large enough 

value of the radius has been considered. Furthermore, an asymmetrical spatial grid 

size has been used for the simulation of the structure in Fig.2.30 using our 

mathematical model, reducing the residual errors related to the solutions of the 

coupled mode equations system. Fig. 2.30(b) reports the spectrum of the grating 
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assisted coupler, shown in Fig. 2.30(a),  calculated by 2D FDTD and by our model. 

The black line indicates the transmission power |Fcg(L)|2 of quasi TE mode in the 

grating waveguide evaluated using our mathematical model, while the dotted black 

line shows the 2D-FDTD result. The summary of the comparison between the two 

approaches is reported in Tab. 2.6, where the different numerical precision between 

the two different solver techniques causes, a small deviation of the center bandgap 

position λB (5.5 nm) and a difference in the transmission value at both band edges, 

although with same shape of transmission spectrum and photonic bandgap width 

(PBGw). The simulation time of the mathematical model is about 3.5% of the FDTD 

simulations. 

 

 

(a) 

 

(b) 

Fig. 2.30. Top view of a schematic diagram of the coupling region (w = 2.8 µm, Λ = 525.5 nm, wH 

= 3.4 µm, wL = 2.2 µm, gap0  = 5.5 µm, L = 300 µm) (a) and the comparison of the 

transmission grating output power calculated by using CMT (blue line) or 2D-FDTD (red 

line) approach (b). 
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Tab. 2.6. Coupling region performance comparison between the model and 2D-FDTD approach. 

 

Performance This model 2D-FDTD 

λB [nm] 1548.49 1554.14 

PBGw [nm] 5.95 5.24 

Max ER [dB] 24.28 24.28 

Simulation time ~ 1.58 hours 1.88 days 

 

 

2.5.2.3 Transmission function of the 1D-PhCRR 

 The transmission function of the 1D-PhCRR has been derived by integrating 

the sections related to the grating-assisted coupler and the ring resonator portion 

with grating. The 1D-PhC and the grating assisted-coupler have been represented 

in a matrix form to solve the e.m. problem [153] and facilitate the integration 

between the two sections. Furthermore, both sections have been designed in order 

to avoid PhC defects related to a periodicity mismatch. The grating assisted 

coupling region has been represented by the matrix M, whose elements MCij are 

calculated by solving the differential equations system of Eq. (2.32): 

[
 
 
 
 

Fc,g
+ (Lmax)

Fc,b
+ (Lmax)

Fc,g
- (-Lmax)

Fc,b
- (-Lmax)]

 
 
 
 

= [

MC11 MC12 MC13 MC14

MC21 MC22 MC23 MC24

MC31 MC32 MC33 MC34

MC41 MC42 MC43 MC44

]

[
 
 
 
 
Fc,b

+ (-Lmax)

Fc,b
- (Lmax)

Fc,g
+ (-Lmax)

Fc,g
- (Lmax) ]

 
 
 
 

 (2.49) 

Considering a symmetric coupling region (it starts and ends with the same semi-

period), note that 

MC(i+2)(j+1)=-MCij for i = 1,2 and j = 1,3 (2.50) 

MC(i-2)(j+1)=-MCij for i = 3,4 and j = 1,3 (2.51) 

The grating in the remaining part of the ring can be described by the 2x2 scattering 

matrix S, according to the CMT-based model reported in Paragraph 2.5.2.2. Thus: 

[
Fg

- (θmin,g)

Fg
+(θmax,g)

] = [
S11 S12

S21 S22
] [

Fg
+(θmin,g)

Fg
- (θmax,g)

] (2.52) 

where, according to the Paragraph 2.5.2.1, for a symmetric grating: S22=-iS11 and 

S21=-iS12. 
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 The tangential field continuity conditions should be imposed at the 

boundary of each region, to derive the transfer function of the 1D-PhCRR: 

Fc,g
+ (Lmax)≡Fg

+(θmin), Fc,g
- (Lmax)≡Fg

- (θmin), Fc,g
+ (-Lmax)≡Fg

+(θmax) and 

Fc,g
- (-Lmax)≡Fg

- (θmax). Then, the transmission function of the 1D-PhCRR bus has 

been evaluated at the output of the bus waveguide b, imposing Fc,b
+ (-Lmax)≡1 and 

Fc,b
- (Lmax)≡0. 

 

 

2.5.3 Design 

 The main idea of the novel mathematical model proposed is to handle a set 

of features, as waveguide thickness/width, coupling gap or the ring radius, as to be 

able to tailor the structure according to the performance requirements, in terms of 

Q-factor and ER.  

 The physical and geometrical features of PhCRR have to be designed to 

operate into the slow light regime. In particular, the mode at the band edge should 

have a wave number equal to π/Λ, where Λ is the PhC period. Thus, due to the scale 

invariance of Maxwell’s equations, the absolute frequency values νd at the band 

edge strongly depend by the period Λ. Since vd could be expressed as νd = ν0Λ = c 

and λ0ν0 = c, the condition Λ= νdλ0 ensures the operation into the slow-light regime 

at the target wavelength. Furthermore, the phase matching and periodicity 

conditions must be satisfied, to ensure the proper operation of the PhCRR.  

 The phase matching requirement is satisfied by imposing the length of the 

ring as a multiple of the normalized wavelength. This condition is given by:  

2∙π∙R∙k=2∙m∙π (2.53) 

where R is the ring radius, k is the mode wave vector and m is an integer number.  

The second condition can be expressed as: 

2∙π∙R=N∙Λ (2.54) 

where N is an integer number [120]. 

The main design steps are summarized as follows:  

1. technology platform selection, in order to ensure low-propagation loss that 

strongly affect the PhCRR Q-factor;  

2. PhC selection, compliant to technology platform chosen;  
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3. period Λ definition, satisfying Eq.(2.54) at the operating wavelength;  

4. choosing the gap gap0 and the radius R, compliant to Eqs.(2.53 - 2.54), to satisfy 

the requirements of ER and Q-factor.  

 The fulfil of the design constraints and Eqs. (2.53 -2.54) guarantee an 

optimal design of the 1D-PhCRR with excellent performance, taking advantage by 

the slow light effect. 

 

 

2.5.3.1 Technology platform selection 

 The design of a high Q-factor RR requires a technology platform with ultra-

low propagation loss: quality factor value in the order of 109 can be obtained [52], 

by reducing the optical losses. In a planar waveguide, the sources of the propagation 

losses are similar to those of optical fiber: the total loss is the sum of many 

contributions, including material absorption, Rayleigh scattering, interfacial 

scattering, substrate leakage, bend radiation, and crosstalk loss.  

 The material absorption, mainly due to the OH- ions, could be strongly 

reduced by annealing, as example, resulting in values < 0.01 dB/m for silicon 

nitride-based waveguide. The interface scattering losses are larger than the bulk 

scattering ones, caused by the high index contrast and the waveguide sidewall 

roughness. The crosstalk loss can be reduced including a wide spacer between the 

waveguide cores, while, the substrate leakage can be minimized through the 

deposition of the thick bottom cladding layer. As example, a value of substrate loss 

of about 0.001 dB/m has been measured for Si3N4-based waveguides [154]. The 

interfacial loss can be reduced with slow fabrication steps, such as photoresist 

reflow, aiming at reducing the roughness of the core edges. The Rayleigh scattering, 

with propagation loss in the order of 0.1 dB/km, could be considered negligible 

respect to the higher contributions of the total propagation loss, as the interfacial 

scattering and bend radiation loss. The reduction of the scattering loss is the goal 

for all foundries. According to the scattering loss theory, the propagation losses 

could be reduced by decreasing the index contrast or the modal core confinement. 

The modal core confinement decreases in waveguides with high aspect ratio 

(waveguide width >> thickness), while, the index contrast could be reduced by 
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using stoichiometric materials. However, an ultra-small index contrast or modal 

core confinement involves an increase of the macro-bend radiation loss, then, 

affecting the total propagation losses.  

 Several technology platforms have been investigated, including silicon 

nitride [52, 155], silicon-on-insulator (SOI) [156-158], P- [49] and Ge-doped [159-

160] silica and polymer [161]. The main features of the ultra-low loss waveguides 

(ULLWs) are summarized in Tab.2.7, focusing on the waveguide description, index 

contrast and the propagation loss.  

 Although the technology of UV written Ge-doped silica on silicon is a 

modern technique that allows low values of propagation losses, and a small 

footprint with low index contrast, it is not able to realize curvilinear waveguides. 

The silicon nitride technology represents the best compromise to realize a PhCRR 

with low propagation losses, small index contrast and small footprint. 

 

 

Tab.2.7. Comparison between ULLWs, proposed in literature [49, 52, 155-161]. 

Technology 

platform 

Silicon 

nitride 
SOI Polymer 

P-doped 

silica 

Ge-doped 

silica 

Waveguide 

LPCVD/ 

PECVD 

Si3N4 core 

with SiO2 

upper/bottom 

cladding 

SOI wire or 

rib 

Dopant-

free core 

PBVE on 

plastic 

P- doped 

core on 

SiO2 with 

B- and P- 

doped glass 

as top 

cladding 

layer 

Ge-doped 

core on SiO2 

Index 

contrast [%] 
25 58 0.5 0.6 – 0.7 0.75 

Propagation 

loss [dB/m] 

0.7* [155] 

0.045** [52]  

40*,1 [156] 

12**,1 [157] 

2.7**,2 [158] 

3-4** 

[161] 
0.85* [49] 

4* [159] 

0.3***  [160] 

*single-mode; ** multi-mode; *** quasi single-mode; 1 wire; 2 rib.  
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 As clearly shown in Tab. 2.7, silicon nitride ensures the lowest loss at the 

state-of-the-art, to my knowledge, in the order of 10-2 dB/m, about three orders of 

magnitude less than the silicon and polymer and one order of magnitude less than 

the P-doped silica on silicon, with the capability of hybrid integration of the all 

RMOG devices into a single chip.  

 For RMOG application, a single mode waveguide occurs to avoid the modal 

coupling inside the ring resonator, which could affect the correct operation of the 

device. Several silicon nitride-based single mode waveguides have been proposed 

in literature [146, 155, 162-163], and have been compared in Tab. 2.8, in terms of 

geometrical features, propagation losses and modal confinement TE (ΓTE) and TM 

(ΓTM). 

 The chosen waveguide shows a thickness of 100 nm and a width of 2.8 μm, 

ensuring a high TE power confinement and low value of replicable propagation 

loss, as reported into the Tab.2.8. The waveguide cross section is shown in Fig. 

2.31. 

 

Tab. 2.8. Comparison between single-mode Si3N4 ULLWs, proposed in literature at about 1550 nm 

[146, 155, 162-163]. 

Ref. 

Core 

width 

[µm] 

Core  

thickness 

[nm] 

α 

[dB/m] 

Top 

 cladding  

thickness 

[µm] 

Bottom  

cladding  

thickness 

[µm] 

ΓTE 

[%] 

ΓTM 

[%] 

[162] 2.8 60 1.01 6 15 3.83 0.63 

[146] 2.8 80 2.91 7.5 8 7.5 1.57 

[146] 2.8 90 4.22 7.5 8 9.63 2.26 

[146] 2.8 100 3.5 7.5 8 11.91 3.07 

[163] 2.8 100 3.63 18.1 15 11.92 3.07 

[155] 5.3 50 0.7 15 15 3.31 0.72 
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Fig. 2.31. Si3N4 – based waveguide 100 nm thick and 2.8 µm wide (LPCVD: Low Pressure Chemical 

Vapour Deposition). 

  

 
 

 

(a) (b) 

Fig. 2.32. Electric field normalized distribution of the TE (a) and TM (b) mode into the waveguide 

in Fig.2.31. 

 

The waveguide is fabricated on 200 mm Si substrate with 15 μm of thermal oxide 

as the lower cladding (n=1.45), with a core waveguide thickness of 100 nm of 

stoichiometric Si3N4 (n=1.98) deposited by low-pressure chemical vapor deposition 

(LPCVD) and patterned by contact lithography. The upper cladding shows 3.1 μm 

of SiO2 deposited by LPCVD. Then, the waveguide cross-section is finished by the 

wafer bonding. 

 The waveguide has been proposed for sidewall grating manufacturing [114] 

and the TE waveguide propagation loss, measured over the range 1540 - 1570 nm, 

shows a monotonic behaviour from 5.5 to 2.7 dB/m.  

 The distributions of the electric field for the TE and TM modes, are reported 

in Figs. 2.32 (a) – 2.32(b), respectively. At 1550 nm, the TE and TM effective 

refractive index are 1.47869 and 1.45569, respectively.  

 The thinner upper cladding, respect to other waveguides [155, 163], ensures 

a small confinement of the TM mode, and the, the waveguide could be considered 

as strictly single-mode. The simulations have been carried out by using the FEM 

y 

x 
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approach, assuming all SiO2 layers with same refractive index (n=1.45). The 

confinement of the fundamental TM mode (Fig. 2.32(b)) in Si3N4 core, is much 

lower than that of the fundamental TE mode (Fig. 2.32(a)) (ΓTE/ΓTM≈6.8), in such 

high-aspect-ratio designs (waveguide width : thickness > 100 : 1). The TE 

confinement factor ΓTE of the waveguide is about 11.5%: a low value of the 

confinement ensures low loss and the capability to use such waveguide for sensing 

applications, eliminating the upper cladding, intercepting any externally molecules. 

 

 

2.5.3.2 Photonic crystal selection 

 Several topologies of Si3N4-based 1D photonic crystal have been 

investigated, as post, sidewall and top grating [114-115,118]. Although the post 

grating is easily manufacturable, it shows a very low coupling factor value (≈ 1 cm-

1), and then, a large number of PhC periods is required to obtain high performance. 

The sidewall grating as building block of 1D-PhCRR has been investigated in the 

last years [164-166]. It ensures the highest value of the coupling factor (> 10 cm-1), 

but it could be manufactured by using the in-line stepper lithography, whose typical 

resolution (in the order of 450 nm) involves the grating operation at wavelength not 

of interest (λ≈2.6 µm). Then, the top grating has been preferred for the PhCRR 

design, showing a quite high coupling factor (≈ 10 cm-1). Furthermore, the 

fabrication of the top grating along a long and bent optical path is feasible by using 

the standard e-beam lithography with a resolution of about 10 nm. The schematic 

of the top grating is reported in Fig. 2.33. It consists of a 1D PhC made by a 

thickness modulation, with a square profile, along the propagation direction. For a 

proper operation, the two sections of the PhC should be single-mode. Thus, the 

modulation depth d is defined by the modal analysis of the waveguide thickness, 

fixing the waveguide width = 2.8 µm. The TE0 and TE1 effective refractive index 

trends (neff,TE), varying the waveguide thickness, are reported into the Fig.2.34, 

where the single-mode and multi-mode regions are highlighted. The waveguide 

could be considered single mode up to a waveguide thickness of 105 nm.  
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Fig.2.33. Si3N4-based top grating, (Λ: period; tH: maximum thickness; tL: minimum thickness; d: 

modulation depth). 

 

 

Fig. 2.34. neffTE vs waveguide thickness. 

 

 In order to prevent that some manufacturing issues could excited higher 

modes and to ensure a fabrication feasibility, a tH and tL equal of 100 nm and 60 

nm, respectively, has been considered. To ensure the operation at about 1550 nm, a 

period Λ = 526 nm has been designed. 

 

 

2.5.4 PhCRR simulated performance 

 Several radii of the 1D-PhCRR have been investigated. As example, a 

PhCRR with a radius R of about 2 mm is shown in Fig. 2.35 (the top cladding is not 

shown).  The waveguide and grating features have been reported in Paragraphs 

2.5.3.1 and 2.5.3.2, respectively. The propagation loss of the grating has been 

assumed equal to 15 dB/m, about 5 times greater than the propagation loss of the 

bare straight waveguide (see Tab. 2.8), with a conservative approach. This 

assumption is due to a lack of losses value of Si3N4 grating in literature. It represents 

a conservative approach, in order to consider the large losses due to sidewall 
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roughness of the grating. For the bent grating, the propagation losses have been 

added to the curvature one.  

 As example, a centre-to-centre gap gap0 of 4.8 µm has been considered. The 

TE mode transmission spectrum of the device is reported in Fig. 2.36, focusing on 

the right band-edge. The magnification of the first band edge peak is shown in Fig. 

2.37 and shows a Q-factor equal to 2 x 1010 with an ER of 6.26 dB, while, the other 

resonances in the spectrum show a Q-factor of the order of 109. 

 

Fig. 2.35. 1D PhCRR based on top grating, (w: waveguide width; t: waveguide thickness; tH: grating 

maximum thickness; tL: grating minimum thickness; R: radius). 

 

 

 

 
Fig. 2.36. Simulated TE-polarized transmission spectrum of 1D-PhCRR based on top grating (FSR: 

Free Spectral Range).  

x 
y 

z 

LPCVD Si3N4 

Thermal SiO2 
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Fig. 2.37.1st band edge transmission peak of Full-PhCRR based on top grating. 

 

 The 1D-PhCRR performs an improvement of 3 order of magnitude, with 

respect to a ring resonator with R = 2 mm, based on the selected waveguide: a Q-

factor in the order of 106, with ER of about 6 dB, has been simulated. Furthermore, 

the peak shows a typical Fano resonance, with an asymmetric behaviour, due to a 

self-consistent process.  

 Since the PhC generates two backpropagating modes, the interference 

between them generates the Fano resonance peak into the PhCRR response, in 

contrast to the Lorentzian behaviour generated by a simple ring resonator, where 

the reflection of the structure is null. The Fano response results by a different phase 

variation of the forward and backward waves, around the resonance frequency 

[167]. Then, the constructive and destructive interferences lead the generation of 

spikes, on the right or left side of the resonance peak for even or odd orders of 

resonance, respectively, with a transmission excursion of about 0.1%. 

 Another feature of the PhCRR transmission spectrum is the non-constant 

FSR, due to the strong dispersion of the PhC at the band-edge. In particular, it 

increases with the frequency: the FSR between the first and the second resonance, 

called FSR1, is equal to about 0.8 pm, instead the FSR between the second and the 

third resonance, called FSR2, is equal to about 1 pm.    

 Changing some features of the PhCRR (length of PhC, gap between bus and 

ring waveguides), the targeted resonance ER can be obtained to satisfy specific 

application requirements, as reported in Tab.2.9.  
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Tab. 2.9. Simulated PhCRR features to obtain ER of 8 and 10 dB, and the performance of the RMOG 

based on the designed PhCRRs. 

R [mm] gap0 [µm] Q ER [dB] δΩ [°/hr] 

2 
4.09 1.18x1010 7.99 0.03130 

3.95 8.14x109 10.08 0.04544 

4 
4.27 9.34x1010 8.03 0.00198 

4.19 8.15x1010 10.12 0.00227 

6 
4.32 1.80x1011 7.95 0.00068 

4.26 1.59x1011 9.81 0.00077 

8 
4.36 2.67x1011 7.87 0.00034 

4.30 2.53x1011 9.86 0.00036 

 

 A minimum radius R of 2 mm has been considered in order to neglect the 

propagation losses associated to the waveguide curvature, as demonstrated in the 

Paragraph 2.5.2.1.  

 Finally, according to the Eq. (2.2), taking into account BW=20 Hz, η=0.9, 

PPD=10 mW, a shot-noise limited resolution < 0.05 °/hr could be obtained by using 

a Si3N4 -based PhCRR, with a radius more than 2 mm, as sensitive element of a 

RMOG configuration (see Tab.2.9). The resolution could be furtherly improved by 

using a wider bandwidth BW. Furthermore, the proposed PhCRR is suitable for a 

hybrid integration of the RMOG architecture on a single chip, with an estimated 

footprint of 0.2 mm2. This performance makes the RMOG based on the designed 

device suitable for high-class gyro applications. 

 

  

2.6 Conclusions 

 The main operation of the attitude and orbit control sub-systems is briefly 

described in this Chapter, reviewing the commercial inertial measurement unit. 

Aiming at the development of an optoelectronic ultra-compact gyro having 

performance and reliability compliant with the requirement of high-class missions, 

well-established, i.e. SRL and RMOG, and emerging, i.e. exploiting the Brillouin 

effect, approaches have been explored. All those devices have been critically 
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discussed, reporting advantages, critical aspects and theoretical/experimental 

performance of each technology.  

 In this context, a compact and high performing RMOG configuration, based 

on an ultra-high Q ring resonator, called as PhCRR, has been proposed. It consists 

in a simple ring resonator, that include a 1D PhC along the whole optical path. The 

electromagnetic simulations of this device have been carried out by using a self-

made mathematical model based on the CMT. A Q-factor > 109 has been calculated, 

for a Si3N4 based PhCRR with top grating and a radius more than 2 mm. This 

performance ensures a shot-noise limited resolution less than 0.05 °/hr, compliant 

to the high-class requirements, using the designed PhCRR as sensitive element of a 

RMOG configuration. Furthermore, the choice of a Si3N4 technology platform 

offers the capability of hybrid integration of all RMOG devices on a single chip, 

with an estimated volume < 1 cm3. Besides the Space applications, the proposed 

PhCRR could be considered promising for medical diagnostic and drink water 

monitoring. 
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Telecommunication payloads 

 

 

 

Telecom satellites are the most mature Space applications. Starting 1960s, 

with the launch of Telstar [1] and Syncom [2], the development of satcoms has 

continued to grow. Satellite communications offer features that are not available 

with other communication approach, such as seamless coverage of remote and 

sparsely populated areas, capabilities of multicasting and broadcasting, and high 

hardness to extreme conditions, e.g. earthquakes and hostile weather conditions.  

In the last decades, the massive growth in mobile multimedia applications 

and Space exploration activity has created new opportunities for satellite 

communication. According to the report provided by Satellite Industry Association 

in September 2018 [3], telecom satellites represent more than 44 % of total 

operational satellites, as shown in Fig. 3.1, with an estimation revenue of about US 

$ 189.2 billion in 2013 [4]. The most famous commercial companies into the world, 

as Apple, Google, Amazon, Facebook, are currently interested to improve the 

satellite communication systems to increase their revenue in this context.  

 

 

Fig. 3.1. Classification of satellite currently in orbit according to their functions. 
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In the 1990s, the satcoms operated for the telephone telecommunications 

and broadband TV. Currently, they are mainly focused on the internet connectivity. 

In particular, new European targets have been set to ensure a connectivity of 100 

Mbps by 2025. The communication systems must be adapted to support the advent 

of the Internet of Things and the 5G concept [5], which combines various access 

technologies, such as cellular, wireless, wireline and satellite, for improving the 

area connectivity with reliable performance. To facilitate the rapid growth of 

satellite communications, responding to the evolutions of the satellite 

communication services, innovations are urgently required, in particular very high 

throughput satellite payloads.  

The most common types of communications satellites payloads include the 

transparent “bent-pipe” payload, the regenerative payload, or a hybrid solution [6]. 

The “bent-pipe” payload acts as a relay to send whatever is received back to Earth 

solely by amplification and a shift from uplink to downlink frequency. Although its 

capacity is limited by the bandwidth-utilization inefficiency and relatively poor bit-

error-rate performance, the “bent-pipe” payload is able to support multiple-access 

schemes, protocols and waveform and flexible, because its operation is not strictly 

related to its physical features. 

The regenerative payload overcomes the “bent-pipe” payload issues, by 

using an onboard resource allocation and signal remodulation for the transmission 

back to the Earth. Although it shows a large capacity, the main problem regards the 

flexibility, because its operation strictly depends by the physical characteristics.  

Most satellites operators require flexible telecom payload that can be 

adapted and optimized after the launch according to the varying user demands in 

terms of bandwidth, coverage, and frequency allocation. This choice is caused by 

the rapid evolution of the telecommunication market, that could be faster than the 

life of a satellite (15 years or more). To obtain both high capacity and high 

flexibility, a new class of payload called “software-defined payload” has been 

designed [7-8]. This payload consists of a baseband digital signal processor, 

reconfigurable via software, and a broadband analog RF platform that perform full 

in-orbit reconfigurability of functionalities. This demands that the payload RF 

components, analog-to-digital converters (ADCs), and digital-to-analog converters 
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(DACs) have a large bandwidth, to cover all frequencies of the designed 

communication tasks. Furthermore, in order to ensure an increase of the bandwidth 

and the reduction of the antenna footprint, the operation frequency of satellite must 

move from low-frequency C/Ku bands (4–8/12–18 GHz) to high-frequency Ka 

(26.5– 40 GHz) or Q/V bands (40–50/50–75 GHz) [9]. Traditional electronic device 

cannot be used  to implement the software defined payload, suffering from 

electromagnetic interference (EMI), mass, volume, complexity, RF isolation, and 

high-power consumption.  

The so-called MicroWave Photonic (MWP) may take a significant place in 

telecom payloads with broader bandwidth, wider connectivity, and enhanced 

routing flexibility at ever lower mass and smaller size [10-16].  The migration to 

higher frequency increases the attractiveness of optical processing, performing also 

small footprint and low power dissipation. Beginning in the early 1990s, the 

European Space Agency (ESA) has supported research on novel communication 

satellite payloads based on microwave photonics, e.g. the Artes programmes [17].    

The “software-defined payload” performance fits well the requirements of 

the widely used multi-beam broadband mission scenario. As shown in Fig. 3.2, the 

network shows a star topology, where the terminal users are connected to the global 

network by a gateway. The necessity of a coverage with a large bandwidth require 

small spot, 0.4° -0.7 ° in Ka-band, that allows to reuse several times the allocated 

bandwidth. This is satisfied by using a scheme with four colours, where the colour 

results by the combination of a frequency with a polarization state. The user beams 

are connected to the gateway through the satellite in both directions: from gateway 

to users (known as forward direction), and from user to gateway (known as return 

direction). The number of users connected to the same gateway is strictly limited 

by the bandwidth and regulatory constraints.  

In the following Paragraph, a configuration of Opto-Microwave Analogue 

Repeater for the forward and return direction is reported. Furthermore, the design 

of innovative architectures of the RF optical-based repeaters’ building blocks, is 

reported, as optoelectronic oscillator, and pass-band optical filter. 
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Fig. 3.2. Multi-beam network approach. 

 

 
Fig. 3.3. Simplified scheme of a photonic-based RF repeater, (Rx: reception; BPF: pass-band filter; 

LNA: low-noise amplifier; EOM: electro-optical modulator; O/E: optical-electro converter; 

HPA: high power amplifier; Tx: transmission). The green building blocks are based on a 

photonic approach. The yellow building blocks are based on a standard RF approach.  

 

 

3.1 Photonic RF payload architecture 
 

Broadband operation, transparency to RF frequency bands and flexible 

reconfiguration of the payload after the launch are essential features into the future 

payload.  

A schematic of the new payload generation is shown in Fig. 3.3. It is based 

on microwave photonic repeater able to route any microwave signal from any input 

access port to any output access port, in the receiver section. Instead, the transmit 

section consists of conventional microwave low-noise receive front ends and high-

power amplification chains. In particular, microwave telecom signals received from 

up-link antenna accesses are filtered, low-noise amplified and transferred at the 

electro-optical mixers (EOMs), down-converted to an intermediate frequency (IF). 

All the generated local oscillating signals fed up the EOMs. Oscillating signal 

generation, distribution and switching are performed in the optical domain, by using 

an optical oscillator (LO) and a switching matrix [18], respectively. The electro-
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optical (E/O) units receivers convert the optical signals back into microwave ones 

at IF. Downstream of the E/O unit, a pass-band RF filter (BPF) is used [10]. It also 

could be implemented by using a photonic approach, as well as the standard RF 

technologies.  

Key functionalities of the proposed photonic repeater are the optical 

distribution of high frequency microwave local oscillator (LO) signals, the photonic 

frequency conversion of RF signals, the routing of the signals by means of photonic 

switching, designed with the features of large scalability and RF frequency 

independence.  

In the specific context of a multi-beam broadband access mission, this 

optical reconfiguration concept based on optical multi-frequency conversion and 

optical sections can support flexible allocation of gateway to user beams. Thus, this 

approach could offer the possibility for an operator to improve progressively the 

distribution of services, reducing the risks of a large initial investments.  In contrast 

to the RF approach that require unaffordable complexity and amount of software, 

the MWP architecture can provide the in-orbit reconfiguration capability, reducing 

the initial investments and then, increasing the potential revenues.  

 

 

 

3.2 Chip-scaled optoelectronic oscillator 
 

In the scenario of the new generation telecom repeaters, miniaturized Ka-

band oscillators with very low phase noise (< -120 dBc/Hz at 10 kHz offset from 

the carrier) are strongly demanded being key building blocks of the above-

mentioned systems. Their implementation by the common microwave technology 

is very challenging. A phase noise @10kHz offset from the carrier in the range form 

-80 dBc/Hz to -100 dBc/Hz has been demonstrated for a microwave oscillator in 

the Ka-band, based on dielectric resonator oscillator [19-22]. 

According to the well-known advantages of the photonics, as the 

performance independence by the operating frequency, it represents the most 

promising approach to develop a miniaturized RF oscillator. Starting from 1990s, a 

great research effort by several groups [23-27] has been focused on the photonic 

solution, implementing the so-called optoelectronic oscillator (OEO). A bulk OEO 
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with a phase noise equal to -163 dBc/Hz at 10 kHz offset from the carrier (10 GHz) 

has been reported in [28]. The main drawback of this high performing system, based 

on a very long (> 10 Km) fiber delay line, is its size, which is greater than 10,000 

cm3. To overcome the large footprint and high-performance compromise, in 

literature, several architectures have been investigated to implement a miniaturized 

OEO [29], including coupled [30-31], multi-loop [32-34] and injection-locked [35-

37] architectures or system based on whispering gallery mode (WGM) resonator 

[38-44].  

The coupled OEOs are based on coupled oscillators, that consist of an 

optical and optoelectronic feedback loop. A phase noise of -140 dBc/Hz @10 kHz 

in the X band has been demonstrated by a coupled OEO, made by 550 m long fiber 

and a semiconductor optical amplifier into the optical loop and an optical fiber delay 

line, a fast photodiode and RF filter into the optoelectronic feedback loop. The two 

loops are coupled together by using a Mach-Zehnder modulator, and, a phase 

shifter, ensure the resonance matching between the two loops [30]. Although a very 

large phase noise has been demonstrated, this configuration suffers of low rejection 

ratio of the undesired mode (for the configuration reported in [30], the first spur 

shows a phase noise of -137 dBc/Hz @10kHz). 

The multi-loop OEO is based on the Vernier effect, reducing the amplitude 

of the undesired modes. These systems are based on multiple loops, based on fibers 

with different lengths. Since the performance in terms of Q-factor depends by the 

average of the loops individually, a phase noise (< -70 dB/Hz @10 kHz in K band 

[32]) higher than the coupled approach is achieved. Furthermore, the tunability of 

these systems is challenging. 

The injection locked dual OEO represents a promising solution to suppress 

the undesired modes maintaining a high-Q factor from the optical loop. As reported 

in [35], the system consists of two loops with different lengths, master and slave. 

The RF signal from the master is injected into the slave that lock the oscillating 

frequency, filtering the spurious modes. A phase noise of -130 dBc/Hz @ 1 kHz 

from the carrier into the X band has been reported in [35]. The main drawback 

regards a complex manufacturing of the two loops. 
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 In order to implement a chip-scale OEO, with large rejection ratio of the 

spurious modes and phase noise, WGM [38-40] or fiber ring resonator [41-44] – 

based OEOs have been proposed in literature.  

A miniaturized OEO, based on a WGM resonator, operating in the Ka-band, 

currently into the market, performs a phase noise equal to -108 dBc/Hz at 10 kHz 

offset from the carrier, with a very small volume (≈ 1 cm3) [38, 45]. It is based on 

a discrete architecture, with a spheroid, that acts as WGM resonator, co-packaged 

with other optoelectronic and RF devices. In the Space field, the vibrations during 

the satellite launch phase could lead a failure of the co-packaged device. In order to 

overcome this critical aspect, Tang et al. [46] have been proposed a fully integrated 

OEO on the InP technology platform. Although the device shows a phase noise of 

-92 dBc/Hz @ 1 MHz from the carrier (9 GHz) with a chip volume of 5 x 6 cm2,  

the device is an important step for the monolithic integration of the photonic device 

into the TLC field.  

In order to improve the sine-wave Ka-band phase noise, a new way to 

implement a miniaturized Ka-band OEO has been explored. In particular, the OEO 

is based on the very innovative technological platform, reported in [47], allowing 

the integration of photonic components based on an ultra-low loss silicon nitride 

waveguide-based high-Q ring resonator (1D-PhCRR, widely discussed into the 

Chapter 2) with InP-based high-performance optoelectronic devices.  

The configuration of the proposed OEO [48] is reported in Fig. 3.4, based 

on the architecture reported in [38, 42]. A continuous wave is generated by a 

distributed feedback laser and modulated by a Mach-Zehnder interferometer (MZI). 

The optical beam is filtered, and time delayed by the 1D-PhCRR, locked at the same 

frequency of the DFB laser. Then, is O/E converted by using a fast photodiode (PD). 

The electrical RF signal is amplified, filtered, phase shifted and then fed back to the 

MZ modulator. The RF 3 dB coupler splits the RF signal, generating the output 

oscillating signal. The oscillating signal starts when the gain of the feedback loop 

compensates the losses. The laser frequency is stabilized by using the Pound-

Drever-Hall technique [49], and then, by an additional electronic feedback loop 

between the photodiode and the laser source (not shown in the block diagram in 

Fig. 3.4). 
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Fig. 3.4. Configuration of the Ka-band OEO, (DFB laser: distributed-feedback laser; MZI: Mach-

Zehnder Interferometer; PhC: photonic crystal; PIC: Photonic Integrated Circuit; MMIC: 

Monolithic Microwave Integrated Circuit). 

 

All the optoelectronic devices, such as the DFB laser, the MZ modulator, 

and the PhCRR, could be integrated in a chip scale solution. Two InP-based dies, 

one including the DFB laser and the MZI and the other including the PD, should be 

bounded on the same chip by using the technique reported in [47]. The operating 

wavelength of the optoelectronic section of the OEO is about 1.55 μm, due to the 

availability of high-performance DFB lasers, MZ modulators, and fast photodiodes 

in the C-band.  The RF components, as the amplifier, the filter, the coupler and the 

phase shifter, can be integrated on a monolithic microwave integrated circuit 

(MMIC), which should be co-packaged with the photonic integrated circuit (PIC) 

including all the optoelectronic section. 

 

 

3.2.1 Resonator design 

 The requirement of a very low phase noise, less than -120 dBc/Hz at 10 kHz 

offset from the carrier into the Ka-band, can be fulfil by an optical cavity with a Q-

factor > 109, then, the 1D-PhCRR results suitable as the OEO heart.  

A parametric analysis  has been carried out to define a relationship between 

the Q-factor of the first band edge resonance and the PhCRR radius. For the 1D-

PhCRR electromagnetic simulations, by using the mathematical model reported 

into the Chapter 2, the bare waveguide and grating propagation losses have been 

assumed equal to 3.5 dB/cm and 35 dB/m, respectively.  
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Fig. 3.5. Q-factor of the first band edge resonance vs ring radius, for different values of ER. 

 

 The choice to assume the grating losses one order of magnitude larger than 

the waveguide one is conservative approach, considering any additional losses due 

to the grating fabrication. The design of the PhCRRs has been carried out to achieve 

two values of the spectral response extinction ratio (ER), i.e. ER = 8 dB, and 10 dB. 

The result of this analysis (see Fig. 3.5) shows that, for all values of ER, the Q-

factor increases as the radius increases with a logarithmic behaviour. For R > 4 mm, 

the enhancement of the Q-factor, due to an increase of the radius, is counteracted 

by an increase of the propagation losses, resulting in a quasi-flat trend. Since high 

Q-factor and large ER are conflicting requirements, the Q-factor decreases as ER 

increases. Q-factor values > 109 have been predicted for ring radius larger than 2 

mm. 

 

 

3.2.2 OEO performance 

 In order to rank the OEOs, the single side-band phase noise is widely used 

as figure of merit.  The single side-band phase noise L(fm) is the ratio of the power 

density at an offset frequency fm from the carrier to the total power of the carrier 

signal. The phase noise provides the spectral purity of the oscillator and the short-

term stability of the frequency of the generated sine-wave signal.  

The common phase noise spectrum (L(fm) vs fm) of the OEOs includes three 

sections (Fig. 3.6): flicker noise section (trend of -30 dBc/Hz), a white frequency 

noise section (trend of -20 dBc/Hz) and phase noise floor section (flat trend) [50]. 

For radar and telecom system applications, the phase noise is usually evaluated at 
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10 kHz offset from the carrier, that is located in the white frequency noise section, 

according to the literature [51]. 

Therefore, to evaluate the OEO phase noise model, the well-known 

Leeson’s approach has been used [50]. The OEO phase noise at fm offset from the 

carrier is given by: 

 L(f
m

)=20 log (
f
opt

2 ∙ √2 ∙ Q
opt

∙  f
m

) +10 log (
2∙[RIN ∙  P2 ∙  RPD

2 +(4kBT/R)+2 ∙  q ∙ RPD ∙ P   ]

P2 ∙ RPD
2  ∙ m2

) (3.1) 

where kB is the Boltzmann’s constant, q is the electron charge, Qopt is the Q-factor 

of the optical cavity, and the other parameters are defined in Tab. 3.1.  

 

 

Fig. 3.6. Typical phase noise spectrum of an OEO. 

 

Tab. 3.1. Assumed values for the OEO key parameters. 

Parameter Symbol Value 

Operating frequency of the OEO fopt 193 THz 

Extinction ratio of the optical cavity spectral response ER 8 dB 

Laser relative intensity noise RIN -160 dB/Hz 

Photodiode responsivity RPD 0.8 A/W 

Optical power at the photodiode input P 1 mW 

Modulation index of the MZ modulator m 0.8 

Photodiode load resistance R 50 Ω 

OEO operating temperature T 300 K 
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Fig. 3.7. Oscillator phase noise at 10 kHz offset from the carrier vs the ring radius.  

 

 As shown in Tab.3.1, a common InP-based DFB laser relative intensity 

noise (RIN) of -160 dB/Hz has been assumed [52]. Moreover, an InP-based p-i-n 

photodiode responsivity RPD of 0.8 A/W and a load resistance R of 50 Ω [53] have 

been assumed. For the MZ modulator, a modulation index m = 0.8  has been 

assumed [54]. Taking into account the trade-off between the minimization of the 

cavity insertion loss at the resonance, requiring low values of ER, and the 

maximization of the filtering function, requiring high values of ER, an ER of 8 dB 

represents a good comprise.  

The phase noise trend @10kHz from the carrier, calculated by Eq. (3.1), 

varying the PhCRR radius, is reported in Fig. 3.7. The phase noise has been derived 

by assuming a laser power, the sum of the insertion losses of the modulator, the 

optical cavity, and the photodiode, and the optical power at the input of the 

photodiode equal to  13 dBm (= 20 mW), 13 dB, and 0 dBm (= 1 mW), respectively.  

As shown in Fig. 3.7, the oscillator phase noise decreases as the ring radius 

increases, according to Fig. 3.6 and Eq. (3.1), with an inverse logarithmic trend. 

Although, large ring radii ensure low values of phase noise, at the expense of a large 

footprint. Furthermore, a too large ring radius makes critical the uniformity of the 

fabrication process. The radius value of 4 mm has been chosen as good 

compromise. Thus, the proposed Ka-band OEO shows a phase noise @10 kHz from 

the carrier (40 GHz) of about -155 dBc/Hz with a footprint of about 1 cm3. Although 

the proposed device shows a footprint similar to the state-of-the-art [45], an 

improvement of 47 dBc/Hz has been theoretically demonstrated.  
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Furthermore, in terms of generated electric power, since the power at the RF 

input of the MZ modulator is 19.5 dBm [55],  a value of -3.95 dBm (= 0.4 mW) has 

been calculated at the PD input. In order to sustain the oscillation, the gain of the 

RF amplifier should be 40 dB, because of the electric power of the RF signal at the 

photodiode output is -19 dBm (= 0.0125 mW) and the power at the output of the 

RF amplifier should be 21 dBm. Thus, since the insertion loss of the phase shifter, 

the coupler, and the filter is 3.5 dB [56], 0.45 dB [57], and 7 dB [58], the RF output 

power is about 11 dBm. The gain required is compliant to the state-of-the-art of the 

Ka-band amplifiers [59]. 

As already mentioned, the proposed OEO, sketched in Fig. 3.4, could be 

manufactured by using a very innovative CMOS-compatible technological platform 

allowing the hybrid integration on a silicon substrate of III-V optoelectronics 

components, e.g. lasers and photodiodes, and passive Si3N4 – based photonic 

devices, e.g. ring resonators or arrayed waveguide gratings (AWGs) [47, 60]. In 

[47], the integration of an 8-channel Si3N4 – based AWG with InGaAs photodiodes 

has been experimentally demonstrated. The main technological steps are: the 

fabrication of the Si3N4 - based AWG on an oxidized silicon substrate, the bonding 

of the patterned silicon layer on the passive low loss component (the silicon and the 

Si3N4 layers are interleaved by a SiO2 600 nm thick), the bonding of the III/V wafer 

on the silicon layer, and, finally, the patterning of the photodetectors with the 

deposition of the metal contacts and the plasma-enhanced chemical vapor 

deposition of a passivation SiO2 layer. 

Instead, the integration of an ultra-low loss Si3N4 waveguide with a 

continuous-wave Fabry-Perot InGaAs/GaAs multiple quantum well laser operating 

at 1.06 µm has been demonstrated in [60].  

The optoelectronic section of the proposed OEO can be hybridly integrated 

on a silicon substrate by the CMOS-compatible technological platform reported in 

[47]. The fabrication process includes the manufacturing on the oxidized silicon 

substrate of the Si3N4 1D-PhCRR, the bonding of the patterned silicon layer with 

taper structures, the bonding on the silicon layer of two different III-V wafers, and 

finally the patterning of the photodetector and MZ modulator on two different 
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wafers [61]. The estimated overall footprint of the PIC including all the 

optoelectronic section of the proposed Ka-band OEO is about 200 mm2 (= 2 cm2). 

 

 

3.3 Microwave Photonic Filter 

The future generations of wireless communications are expected to provide 

new services and applications, requiring a dynamic and adaptive filtering operation, 

according to the user demands. A tuneable and reconfigurable multiband RF filter 

is needed, very challenging with RF electronics. Microwave Photonic Filters 

(MPFs) have attracted considerable interests in the past few years, thanks to their 

intrinsic features of large frequency coverage, flexible tunability (over multi-GHz 

bandwidths), light weight, immunity to electromagnetic interferences, re-

configurability, and low energy consumption [62]. Furthermore, in the new radio-

over-fiber systems, their use fits the requirements of payload adjustment and 

optimization after the launch, in terms of bandwidth, coverage and frequency 

allocation [63-64]. In particular, the future telecommunications networks demand 

for optical bandwidths of the order of GHz with high rejection, large tunability of 

both bandwidth and central frequency (more than 10 GHz), flat band shape of the 

filter frequency response (pass-band ripple less than 0.5 dB), ultra-fast (< 1 µs) and 

easy spectral response reconfigurability, device compactness with the idea to 

integrate all filter components in a single chip. 

As reported in [62, 65], MPFs can be implemented in an incoherent 

operational regime or in a coherent one.  

An incoherent microwave filter is usually realized by using a delay line - 

based configuration, as shown in Fig. 3.8(a). It consists in fiber Bragg gratings 

(FBGs) [66], chirped FBGs [67-68], PhC waveguides [69] or dispersive fibers [70], 

inducing a wavelength-dependent delay. In an incoherent MPF, the RF signal to be 

filtered feeds an electro-optic modulator, which modulates the light beam generated 

by a laser source. A splitter at the modulator output produces several optical signal 

replicas that are weighted and delayed in the optical domain. Finally, the replicas 

are combined, and the resulting beam is transduced into the RF domain by a 

photodiode (PD). The output signal is the result of the interference between all 
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optical signals modulated to which specific delays and weights have been applied. 

The operation of the incoherent MPF could be affected by the optical interference 

between the replicas, avoided by using a broadband incoherent light source. In order 

to ensure a wideband tunability, the tuning of the spectral response of the filter 

requires complex weights to keep the same spectral shape during the tuning, and 

this requires a more complex configurations, such as the ones involving the use of 

high-power erbium-doped fiber amplifiers (EDFAs) [71] and Mach-Zehnders [72]. 

In the coherent regime, a single wavelength source is needed, and the 

spectral response of the MPF depends directly on the spectral response of the optical 

filter. The building block scheme of a coherent MPF is shown in Fig. 3.8 (b). A 

narrow-linewidth light wave from a laser source is sent to a phase modulator. 

Assuming small signal modulation, at the output of the PM, an optical carrier and 

two sidebands are generated. The optical filter partially removes one of the 

sidebands, producing a single-sideband intensity-modulated signal. This is detected 

by a PD that generates the RF signal at the filtered frequency.  

 The key building block of a coherent microwave filter is an optical filter 

with a spectral response tightly controlled, that can be implemented by different 

approaches, e.g. Bragg gratings [73-75], FBGs [76], planar ring resonators [77], or 

integrated ring-assisted Mach-Zehnder interferometers [78]. The frequency of the 

microwave bandpass filter in a coherent configuration can be tuned by shifting the 

central frequency of the notch optical filter, keeping its spectral shape unchanged. 

Comparing the two aforementioned configurations, in a coherent MPF 

configuration the optical interference does not affect the stable operation of the 

filter, in contrast to the incoherent configuration. Furthermore, the design of a 

coherent MPF is much simpler than an incoherent one and the tuning of the spectral 

response does not involve any change in the filtering shape or any increase of the 

design complexity. In addition to the above mentioned MPF configurations, 

recently new approaches for RF filtering have been reported in the literature. They 

are based on slow and fast light effects in semiconductor optical amplifiers added 

to fiber Bragg gratings [79] or stimulated Brillouin scattering in As2S3 optical 

planar waveguides [80], with good performance in terms of bandwidth and 

tunability at the expense of a complex design. 
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(a) 

 

(b) 

Fig. 3.8: Microwave photonic filter in an incoherent (a) and coherent (b) regime. 

 

An integrated approach has a supplementary benefit on wideband frequency 

tunability. In 2016, Fandiño et al. [81] firstly demonstrated an integrated MPF 

(IMPF) with a coherent configuration, monolithically integrated on the 

InGaAsP/InP platform. The reported MPF filter with a reconfigurable RF response 

is based on a thermo-optic tuneable optical filter that consists in a ring assisted 

Mach Zehnder interferometer (RAMZI). The filter has demonstrated a tuneable 

bandwidth from a maximum of 5.5 GHz to a minimum of 2.5 GHz, with a maximum 

central frequency shifting of 4 GHz. In order to fit the requirements of small 

footprint, low cost and good tunability, an integrated approach on silicon platform 

could be a promising solution. In fact, more recently, Zhang et al. [82] demonstrated 

an integrated bandpass MPF on a silicon-on-insulator (SOI) wafer, including a PM, 

a high-Q microdisk resonator, and a PD. The filter has shown a bandwidth of 2.3 

GHz, with a wide tuneable range of the central frequency (7 GHz – 25 GHz). 

Disadvantages of this configuration are a lack of chip planarity, a hard 

manufacturing of the microdisk resonator and a large chip footprint. 

As already mentioned, the performance of a RF filter is strongly influenced 

by the frequency response of the notch optical filter that is the key component of 

the MWF configuration. The notch filter has to be engineered to satisfy the demands 
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of the specific application. According to the aforementioned advantages of SOI 

technology platform, several notch filters, based on silicon resonators, have been 

proposed in literature [83-84], even if with the issue of low filter selectivity, being 

the bandwidth larger than 20 GHz, limited by the Q-factor of the resonators. An 

ultra-narrowband bandpass notch filter, using an ultra-high Q racetrack resonator, 

has been proposed in [85]. The high Q-factor of the resonator (of the order of 106) 

ensures a bandwidth of 170 MHz, with a thermal tunability in 16.4 GHz, in a 

footprint of 0.05 mm2. 

The major limitation of the mostly performing MPFs is the poor flatness of 

the passband due to the Lorentz-shaped notch spectral response. The flat band is 

required in order to emulate the ideal filter response, filtering all spectral 

components in the bandwidth with the same attenuation coefficient. To increase the 

band-flatness, a reasonable result has been achieved in [86], where a specially 

designed superstructured fiber Bragg grating acts as notch filter. The superstructure 

is a FBG that is spatially modulated by a periodic sampling function. The notch 

filter is designed with two closely spaced notches, achieved by two phase shifters 

into the structure. The combination of the two closely spaced Lorentz-shaped 

notches results in a notch with a flat band. The filter performs a bandwidth of 143 

MHz, with a band ripple less than 0.25 dB, at the expense of a length of 13.2 mm 

and the incompatibility with an integrated approach. 

Although suitable for telecom purposes, several integrated solutions have 

been proposed in literature to increase the band-flatness of the notch and/or pass-

band response, mostly by using microring resonators (MRRs) [87-92], BGs [93-96] 

or MZIs [97]. 

A Gaussian shaped resonance with a pass band ripple less than 0.5 dB has 

been demonstrated by using five series coupled MRRs [88] and 40 cascaded MRRs 

[90], with a bandwidth of 1.9 GHz and 20-100 GHz, respectively. Thus, the design 

of coupler MRRs enables a quasi-flat bandwidth, at expense of a large footprint, 

higher insertion loss, and a challenging device manufacturing. Recently, Huang et 

al. [91] proposed a solution based on a single MRR. It consists of an electrically 

tuned single microring and a reflector, able to provide a flat notch or pass-band 

response. Its operation is based on the exploitation of the fast and slow light effect 
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for notch or pass-band behaviour, respectively. The device shows a 0.5 dB flatness 

response with a -3 dB bandwidth of 7.5 GHz in a footprint of 0.47 mm2, not 

compliant with the requirements of large bandwidth and compactness. 

In order to overcome such limitations, BG solutions have been proposed in 

literature [93-94]. A notch filter based a SOI Bragg grating 800 µm long has been 

proposed [93], measuring a notch response with a bandwidth of about 100 GHz, a 

ripple of about 1 dB and an insertion loss of 0.5 dB [93].  

Complex Bragg gratings-based devices have been proposed to obtain 

simultaneous pass-band and notch filtering response [95-96]. As example, a 2x2 

Mach-Zehnder interferometer, with Bragg gratings on the two arms, has been 

reported in [95], measuring a notch/passband filtering shape at through/drop port 

with high rejection ratio (about 15 dB), high flatness (ripple < 0.5 dB for the pass-

band shape, ripple ≈ 10 dB for the notch shape) and bandwidth of about 50 GHz. 

Recently, Jiang et al. [96] have proposed a broadband tuneable filter based on a 

multimode anti-symmetric waveguide SOI Bragg grating, acting as pass-band and 

notch filter simultaneously. The device provides a wide filtering bandwidth (in the 

order of THz), with a ripple of the passband and notch shape less than 0.5 dB and 

5 dB, respectively. 

Besides the wide and flat bandwidth, the tuning of the filter central 

frequency is a crucial requirement for the optical filtering in the next generation 

networks. A thermo-optical [83-88] and electromechanical [92] tuning have been 

investigated in literature. The electromechanical tuning is strictly related to the 

deflection of a cantilever. Although it provides a power consumption in the order 

of hundreds of nW, a frequency shift is limited to few GHz [92]. Furthermore, the 

slow switching time and the manufacturing complexity limit its use. 

To overcome these bottlenecks, the thermo-optic tuning mechanism of a 

filter ensures a wavelength shift of the order of tens GHz, low optical loss [88], at 

the expense of a power consumption of a few mW for simple configurations [87] 

and tens of mW (≈ 70 mW) for complex geometries [88]. Although the thermo-

optic mechanism is characterized by ease of manufacturing, this approach presents 

some issues related to the thermal crosstalk between multiple resonators and to the 

slow switching time (tens of µs) [87]. 
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The electro-optic tuning mechanism, based on the free-carrier-plasma-

dispersion, has been proposed to mitigate the issues related to the electromechanical 

and the thermal tuning. It provides a switching time less than 1 ns [98-100], together 

with his aptitude for integration into CMOS circuit.  

An ultra-compact and electro-optical tuneable 1st order Butterworth notch 

filter with a narrow and flat-bottom passband, based on a photonic crystal ring 

resonator (PhCRR), has been designed as building block for a MW coherent filter 

[101]. 

 

 

3.3.1 Photonic notch filter 

The designed optical notch filter consists of a silicon-based PhCRR, with 

radius R (see Fig. 3.9(a)), where the photonic crystal is superimposed only on a ring 

resonator section, in contrast to the device reported in Chapter 2. The based 

waveguide consists of a SOI rib structure with a thickness twg, = 200 nm and a width 

wwg = 500 nm, on a 50 nm thick slab layer. The rib waveguide is embedded in 

silicon dioxide with top and bottom cladding 1 µm and 3 µm thick, respectively. 

(Fig. 3.9(b)). Among several SOI waveguides, a rib structure has been chosen 

according to its suitability for the electro-optical tuning mechanism [98], enabling 

low loss values for the tuning [99]. 

The PhC section is made by a width modulation of the waveguide, forming 

the so-called sidewall grating (Fig. 3.9(c)), having a maximum wmax and minimum 

wmin width, with a duty-cycle DC. The ring section without the PhC has a length L1. 

Since the TE polarization ensures fewer scattering losses than the TM one, 

the fundamental TE0 mode has been considered, whose normalized Poynting vector 

is shown in Fig. 3.9(d). A grating period Λ = 304 nm has been designed to ensure 

the operation around 1550 nm. wmax and wmin equal to 500 nm and 400 nm, 

respectively, have been chosen to avoid the excitation of higher order modes that 

could affect the filter operation. In order to tailor the PhCRR frequency response, 

the PhC section includes a number of defects wdef wide (wdef = wmax) and L’def long, 

as shown in Fig.3.9(c).  
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(a) 

 

 (b)  (c)  (d) 

Fig. 3.9. (a) Schematic of the photonic crystal ring resonator with Newton distribution of the defects. 

Inset: Cross-section of the defect region into the PhC section. (b) Cross-section of the 

waveguide without PhC. (c) Top-view of the sidewall grating superimposed along a section 

of the ring resonator. (d) Normalized Poynting vector of TE0 mode into the unperturbed 

waveguide cross-section, (twg: waveguide thickness, wwg: waveguide width, L1: ring 

resonator section without PhC, R: radius, wmin: PhC minimum width, wdef: PhC defect 

width, wmax: PhC maximum width, DC: duty-cycle, Λ: period, Ldef: defect length, wdis: core-

doping regions distance, Vg: applied voltage) [101] © 2019 IEEE. 

 

The electro-optical tuning mechanism has been chosen, according to the 

considerations reported in Section 3.3. Since the introduction of a defect into the 

PhC generates a resonance into the photonic bandgap, the frequency response is 

tuned by changing the effective index in correspondence of the defect regions by 

varying the applied voltage at the p-i-n junctions. A p-i-n junction has been 

considered in the regions of defects, with n+ and p+ doped regions (inset of Fig. 

3.9(a)). The distance wdis larger than 1 µm, between the doped regions and the rib 

allows to neglect the losses due to the ion implantation [100].  

The propagation loss of the bare waveguide at λ = 1550 nm is assumed equal 

to 5.1 dB/cm [102], one order of magnitude higher than the state-of-the-art [103], 

in order to consider additional losses due to the grating manufacture. Furthermore, 

the tuning loss has been added to this value in correspondence of the defects. 

 

 

3.3.2  Modelling and design of the PhCRR 

The tailoring of the notch filter response can be achieved by inserting 
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defects inside the PhC sections. A single defect inside the PhC involves the creation 

of localized photonic states into the photonic bandgap. By including several defects 

inside a ring resonator and designing the ring resonator to match the resonance 

condition into the PBG, a notch pass-band behaviour of the reflected frequency 

response could be obtained, due to the presence of a Lorentzian-shaped peak inside 

the ring resonator spectrum [104]. This approach requires a circulator before the 

resonator [105], at expense of a large footprint and high chip complexity.  

By engineering the position of the defects into the PhC, a notch filtering 

response with Gaussian shape could be achieved. The insertion of multiple defects 

into the PhC leads a number of ridges and valleys equal to the number of defects, 

according to [106]. By placing the defects according to the Newton binomial series, 

the PhC transmission response could be equalized. It results by the envelope of 

resonances binomial distributed and centred at the Bragg wavelength. This 

approach derives from the well-known antenna theory [107], where the ripple in the 

radiation pattern could be suppressed choosing the feeding currents of a binomial 

antenna array, according to the Newton binomial series coefficients.  

The insertion of Nd defects inside the PhC with a total number of semi-

periods Nt, involve the creation of Nsections (Nsections = Nd + 1). The length of the nth 

grating section, where n is an integer number (n ∈ [0:Nd]), is correlated to the 

product of the coefficients Bn, corresponding to the coefficients of a generic 

binomial (a+b)Nd, reported in the Pascal triangle (Tab. 3.2), and the ratio 

Nt ∑ Bn
Nd

n=1
⁄  [108]. As example, the sketch of a sidewall grating, with Nd = 6 and Nt 

= 128, based on the silicon rib waveguide above described is shown in Fig. 3.10(a), 

reporting the length of each section.  

As shown in Fig. 3.9(c), the length of all defects L’def results by the sum of 

the grating semi-period length (Λ∙DC) and the length Ldef  of a waveguide portion, 

wmax wide, that acts as discontinuity of the grating periodicity: 

Ldef
' =DC∙Λ+Ldef (3.2) 

 

Ldef=
4m+1

4

λB

neff-def

    m = 1, 2,… (3.3) 
 

 



Chapter 3: Telecommunication payloads                                 

__________________________________________________________________ 

 

122 

 

where λB is the Bragg wavelength (≈ 1550 nm) and neff-def is the effective refractive 

index of the defect region. 

 A single resonance inside the PBG can be observed for 5 < m < 50 for Nt = 

128. By increasing the m value (m > 50), multiple resonances appear into the PBG. 

Then, Ldef = 3.11 µm for m = 5 and DC = 50%, which corresponds to a total grating 

length Lg ≈ 38.27 µm (Nd = 6 and Nt = 128). 

 

Tab.3.2. Pascal Triangle of Binomial Coefficients Bn Related to the Number of Defects Nd [101]. 

Nd        Bn        

0        1        

1       1  1       

2      1  2  1      

3     1  3  3  1     

4    1  4  6  4  1    

5   1  5  10  10  5  1   

6  1  6  15  20  15  6  1  

7 1  7  21  35  35  21  7  1 

 

 

 

 
(a) 

 
(b) 

Fig. 3.10. (a) Silicon-based sidewall grating with defects placed according to the Newton rule; (b) 

Transmission spectrum of the PhC section with Ldef = 3.11 µm, Nd = 6 and Nt = 128 [101] 

© 2019 IEEE. 
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 The device electromagnetic behaviour has been calculated by using the 

Effective Index Method (EIM) [109], for the propagating modes definition, and the 

Transfer Matrix Method (TMM) [110] to estimate the grating 

reflection/transmission through the S-parameters. Each defect and semi-period of 

the grating have been modelled as a 4x4 transmission matrix. Thus, the final 

expression of the transmission matrix is obtained by multiplying the transmission 

matrix of each single element (semi-periods and defects). The grating has been 

assumed symmetric (S21 = S12), simplifying the analytical approach.  The grating 

simulated transmission spectrum (|S21|
2) is reported in Fig. 3.10(b), where the 

Gaussian flat top behaviour results by the overlap between the Lorentzian-like 

resonances caused by each defect.  

By injecting carriers using a p-i-n structure embedded into the defects, the 

PhC response can be frequency tuned. The spectral response is affected by the 

effective index change of the defects section, where a voltage Vg is applied to the 

junction. The carrier density into the cross-section of the p-i-n junction has been 

calculated (inset in Fig. 3.9(a)), by using the drift diffusion equations [111], when 

the applied voltage changes. Finally, a FEM-based approach and the Soref-Bennet 

equations [112] have been used to calculate the index change and the complex 

effective index, respectively.  The effective index change (blue curve) and related 

losses (red curve), varying the applied voltage Vg, have been reported in Fig. 3.11.  

 

 

Fig. 3.11. Silicon-based rib waveguide: (Blue curve) trends of effective index change Δneff, and (Red 

curve) tuning loss αtuning [1/m], as function of the applied voltage Vg [101] © 2019 IEEE. 
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(a) (b) 

 

(c) 

Fig. 3.12. Silicon-based sidewall grating with defects placed according to the Newton rule: (a) 

transmission spectra vs Δf, which is the frequency shift from the operating frequency (f0 

≈ 193 THz); (b) inset of transmissions spectra vs Δf, (c) central frequency detuning, δfc, 

as a function of Vg [101] © 2019 IEEE. 

 

The effective index change |Δneff| increases as Vg increases, but at the 

expenses of higher value of losses, that should be added to the waveguide loss, in 

correspondence to the defects. The effect of the electro-optical tuning on the 

spectrum of the PhC under study is reported in Fig. 3.12(a)-(b).  

As shown in Fig. 3.12, the central frequency fc blue shifts with respect to its 

value at Vg = 0 V, f0 ≈ 193.223 THz. Thus, the frequency detuning δfc = fc – f0 shows 

a similar trend of |Δneff|  (Fig. 3.11), varying the applied voltage Vg.  

By integrating the PhC with defects, placed according the binomial rules, 

into a simple ring resonator, forming a PhCRR, a 2nd order Gaussian shape of the 

transmission response can be achieved. In order to simulate the PhCRR behaviour, 

a self-made e.m. model of the PhCRR has been implemented. The transfer function 

T has been derived by imposing the continuity conditions of the fields at the 

interfaces between the coupling region and the PhC section: 

T=
S21k

2
eφeiθ+τ∙(k

2
detSPhCe2iθ+1)

τ(S12+S21)eφeiθ+τ2e
2iθ

detSPhC-e2φ
 (3.4) 
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where k is the coupling coefficient (no loss into the coupling region has been 

assumed),  τ=√1-k
2
, θ=β

portion
∙L1, φ=α∙L1; βportion is the real part of the propagation 

constant related to L1, α is the waveguide propagation loss [dB/cm]. 

 The PhC region Lg long is described by a scattering matrix, SPhC, 

numerically calculated by using the aforementioned S matrix – based approach. The 

PhCRR section unperturbed has been designed in order to satisfy the following 

equations at the operation wavelength:  

∠S21+θ=2mπ      m = 1, 2, … (3.5)  

L1 ≥ 0.2 ∙ (L1+Lg) (3.6) 

The fulfilment of Eq. (3.6) is required to increase the coupling efficiency, assuming 

L1 longer than the coupling length, according to a conservative approach. Since the 

length L1 also depends on the ring radius, a minimum PhCRR radius R = 5 µm has 

been assumed, to neglect the bending losses [113]. As example, by integrating the 

PhC section, sketched in Fig. 3.10(a), in a ring resonator with R > 5 µm, a length 

L1 = 10.066 µm and a ring radius R = 7.7 µm have been obtained by satisfying the 

Eqs. (3.5-3.6). 

 For a proper operation of the notch filter, the value k is a crucial parameter. 

Its squared value represents the coupling efficiency inside the coupling region. The 

critical value of the power efficiency Kcritical, that is about 15.3 % for the 

configuration under investigation, has been estimated [114].  

 

Fig. 3.13. Bottom band of the PhCRR transmission response, for several values of coupling 

efficiency k2 [101] © 2019 IEEE. 
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The magnification on the bottom band of the notch response has been reported in 

Fig. 3.13, for several integer k2 values. k2 ≈Kcritical (k
2 = 15 % - 16 %) leads a 

Gaussian profile of the notch response (very small ripple values for k2 = 15 % (inset 

of Fig. 3.13) and null ripple for k2 = 16 %), while high ripple values and a 

Lorentzian-like shape with no-flat bottom band are observed into the band for k2 << 

Kcritical (k
2 = 10 %) and k2 >> Kcritical (k

2 = 20 %), respectively. 

 Interesting results have been achieved observing the phase transmission 

response. In particular, for k2 ≈ Kcritical, the phase response shows a linear trend at 

the operating frequency, at ∠T = 0 for k2 ≤ Kcritical (Fig. 3.14(a)) and at ∠T = π for 

k2 ≥ Kcritical (Fig. 3.14(c)), as highlighted into the magnification in the red boxes. 

This phase trend justifies the transmission behaviour reported in Fig. 3.13. To 

exploit the phase linearization, a proper design of the PhC region is required. By 

imposing ∠S12 ≡ ∠S21 = 0, the contour plots of the phase of T, depending on the 

phase of S11 and S22, have been reported in Fig. 3.14. 

 The phase of S11 and S22, and, then, the PhC section, should be designed in 

order to obtain ∠T = 0 for k2 ≤ Kcritical (Fig. 3.14(b)) and ∠T = π for k2 ≥ Kcritical 

(Fig. 3.14(d)). The satisfice of these requirements ensure a linear phase response of  

T, and then, a flat Gaussian shape of the frequency response.  

 The condition ∠S11=∠S22 (described by the central diagonal white line in 

Fig. 3.14(b)-(d)) ensures to satisfy only the requirement ∠T = π for k2 ≥ Kcritical. 

  Instead, both requirements (∠T = 0 for k2 ≤ Kcritical and ∠T = π for k2 ≥ 

Kcritical) are satisfied by the condition |∠S11-∠S22|=π (described by the symmetrical 

blue and white lines with respect to the diagonal in Fig. 3.14(b) and Fig. 3.14(d), 

respectively). In summary, the PhC section must satisfy both the following 

conditions: 

∠S12=∠S21=0 (3.7) 

|∠S11-∠S22|=π (3.8) 

In order to fulfil the Eqs. (3.7)-(3.8), the PhC must be symmetric: if the number of 

defects is  odd, the PhC must end with a semiperiod, while if the number of defects 

is even, additional grating periods must be added.  
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(a) (b) 

 
 

(c) (d) 

Fig. 3.14. Phase response of PhCRR for (a) k2 ≤ Kcritical and (c) k2 ≥ Kcritical, and phase transmission 

∠T contour map depending on S11 and S22 to achieve a phase linear response null at 0 (b) 

or π (d) [101] © 2019 IEEE. 

 

 

Fig. 3.15. PhCRR transmission as function of Δf at three different values of ΔL1 [101] © 2019 IEEE. 

 

 Furthermore, the impact of some manufacturing issues on the PhCRR 

frequency response has been evaluated. As example, if the length L1 is not 

compliant with the Eq. (3.5), a shift of the filter central frequency occurs, resulting 

in a Lorentzian-shape with a high ripple into the stopband, as shown in Fig. 3.15. 

 The PhCRR under investigation has been designed to satisfy the Eqs. (3.7)-

(3.8) and the related transmission spectrum is reported in Fig. 3.16(a).  
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(a) (b) 

  

(c) (d) 

Fig. 3.16. Wide transmission spectrum of PhCRR under investigation (a), with a zoom on the 

Gaussian-like resonance (b). Magnification on the bottom band for k2 = 15% (c) and k2 = 

16% (d) [101] © 2019 IEEE. 

  

 In particular, the resonance at the operating frequency (f0 = 193.223 THz) 

shows a bandwidth BW = 32.82 GHz and a Gaussian profile, while, the other 

resonances show a Lorentzian profile with Fano behaviour. Furthermore, the 

Gaussian resonance has an extinction ratio more than 40 dB and a filter slope of 

about 2.62 dB/GHz, measured between 90% and 10% of the transmission spectrum. 

As shown in Fig. 3.16(c)-(d), a ripple equal to 0.33 dB can be observed for k2 = 15 

%, while an equalized stopband has been obtained with k2 = 16 %. 

 The Gaussian behaviour has been confirmed by a root-mean-square error 

for the Gaussian fitting (RMSEgauss) one order of magnitude lower than the error 

(RMSELorentz), obtained by fitting with a Lorentzian profile.  

 For the PhCRR fabrication, the silicon-based device can be manufactured 

by using electron-beam lithography followed by reactive ion plasma etching. The 

p-i-n diode can be defined with lithography and phosphorous (for n+ region) and 

boron implantation (for p+ region). The silica top cladding can be deposited by 

plasma-enhanced chemical vapour deposition followed by an annealing process for 

the dopants activation. 
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3.3.3 Design results 

The PhC portion of the PhCRR has been designed to obtain the best 

compromise in terms of B, ER, tuning range and band flatness of the PhCRR 

frequency response. Several parametric simulations have been carried out on the 

semi-periods number Nt, defects number Nd and defects lengths Ldef of the Newton-

based sidewall gratings. According to the PhC design procedure, reported into the 

Paragraph 3.3.2, the transmission spectra of the gratings with Nt = 128 and Nt = 256, 

for several values of Nd, and Ldef = 3.11 µm, are reported, in Fig. 3.17(a) and Fig. 

3.17(b), respectively. The maximum number of defects, that could be inserted into 

the grating, strictly depends on the fulfilment of the Newton rule (see Tab. 3.2). The 

number of binomially distributed defects Nd affects the ripple into the PhC response, 

the ER, and the bandwidth.  

Furthermore, by comparing the spectra with the same Nd, the configuration 

with Nt = 256 provides an enhancement of the bandwidth with respect to the 

configuration with Nt = 128. According to the condition of Nt equal to a power of 

2, a minimum value of Nt = 128 has been considered for the PhC design, in order 

to avoid PhCRR radii < 5 µm, so preventing a remarkable increase of the optical 

losses [113]. Moreover, the transmission of a PhC with a number of semiperiods Nt 

larger than 256, i.e. Nt = 512 – 1024, shows a maximum value of about 0.1, making 

difficult the Gaussian trend estimation. 

The performance of the most promising PhC, and PhCRR configurations 

have been summarized in Tab. 3.3, in terms of maximum transmission amplitude, 

the ratio Rlorentz/gauss between RMSElorentz and RMSEgauss (for Rlorentz/gauss > 10, the 

resonance fits perfectly with a Gaussian shape). 

 

  
(a) (b) 

Fig. 3.17. Transmission spectra of silicon-based sidewall gratings with Nt = 128 (a) and Nt = 256 (b) 

and for several values of Nd (Ldef = 3.11 µm), designed according to Tab. 3.2 [101] © 

2019 IEEE. 
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The comparison between PhC and related PhCRR performance highlights 

the influence of the PhC section on the PhCRR spectrum. The PhCRRs, reported in 

Tab. 3.3, have been designed according to the Eqs. (3.5) – (3.8), with a Newtonian 

distribution of the PhC defects (Tab.3.2) and Ldef = 3.11 µm. 

As shown in Table 3.3, the power coupling coefficient Kcritical strictly 

depends on the value of the transmission of the PhC at the operating frequency, on 

the PhC geometrical parameters,  such as  Nt and Nd, and on the PhCRR radius R. 

 
 

Tab.3.3. Design parameters of several PhC configurations and related PhCRRs (Ldef = 3.11 µm) 

 [101].  

Nt Nd 

PhC PhCRR 

BW 

[GHz] 

|𝑺𝟏𝟐|𝟐 

(@ f0) 
Rlorentz/gauss 

Kcritical 

[%] 

R 

[µm] 

B 

[GHz] 

ER 

[dB] 
Rlorentz/gauss 

128 2 171.20 0.970 2.46 x 102 ~16 5.18 14.48 28.36 2.55 x 101 

128 3 311.45 0.973 9.43 x 101 ~20 5.84 35.21 38.82 2.16 x 101 

128 4 507.62 0.953 5.24 x 101 ~32 6.50 69.08 57.13 2.25 x 101 

128 5 621.92 0.943 2.60 x 101 ~36 7.06 82.57 37.56 2.95 x 101 

128 6 774.64 0.984 2.50 x 102 ~16 7.70 32.94 25.68 2.23 x 101 

256 4 30.45 0.837 1.32 x 102 ~31 10.35 8.29 23.41 1.22 x 101 

256 5 43.92 0.864 1.19 x 102 ~36 11.01 15.04 49.33 3.59 x 101 

256 6 75.87 0.932 2.22 x 102 ~14 11.57 6.40 18.48 1.15 x 101 

256 7 117.79 0.940 2.92 x 102 ~20 12.14 10.43 41.25 1.41 x 101 

 

 

 

Fig. 3.18. Transmission spectra S21 of sidewall grating with Nt = 128 and Nd = 6 for several values 

of the Ldef, compliant to Eq. (3.3) [101] © 2019 IEEE. 
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Low values of Kcritical ensure an enhancement of the bandwidth, at the 

expense of ER [84]. Moreover, the bandwidth is furtherly enhanced, of about one 

order of magnitude, when the performance of the PhC and PhCRR are quite similar, 

at the expense of a decrease of Rlorentz/gauss. 

Although the PhCRR configuration with Nt = 256, and Nd = 6 shows the 

most promising results of the PhCRR performance, in terms of bandwidth B and 

ER, i.e. BW = 6.4 GHz and ER = 18.48 dB, a deviation ΔL1 = 10 nm, as example 

due to some manufacturing issues, involves an asymmetric-Lorentzian shape of the 

resonance. Thus, this configuration results very sensitive to possible technological 

issues (as the configuration with Nt = 256, and Nd = 4). These configurations have 

been not considered in the final design of the PhCRR. 

The defect length  Ldef is another degree of freedom of the PhC design that 

could be engineered to obtain a narrow bandwidth. The increase of the defect 

length, designed according to Eq. (3.3), provides a bandwidth improvement.  For 

instance, the transmission response of a PhC section with Nt = 128 and Nd = 6 as 

function of Ldef, is shown in Fig. 3.18.  

The defect lenghts Ldef equal to 3.11 µm, 6.07 µm and 11.99 µm, 

(corresponding to m = 5, m = 10 and m = 20, respectively, in Eq. (3.3)), have been 

designed to ensure the operation at about 1550 nm. Doubling the m value, a B 

enhancement by a factor 1.5 is achieved, keeping the Gaussian profile of the 

resonance. 

In order to evaluate the impact of Ldef on the PhCRR performance, a 

parametric analysis has been carried out, aiming at satisfying the requirements of 

narrow bandwidth and high extinction ratio, also, maximizing the figure of merit 

(FOM), expressed as FOM = ER/BW (expressed in dB/GHz). The investigated 

configurations are Nt = 256 with Nd = 5 and Nd = 7, according to the aforementioned 

considerations. The behaviour of the FOM and R as a function of Ldef has been 

reported in Fig. 3.19(a) and Fig. 3.19(b), respectively. The blue and red curves 

result from the interpolating fitting of the blue and red dots, referred to the Ldef 

values compliant to Eq. (3.3). 
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A maximum value of FOM has been obtained with Ldef = 3.11 µm for both 

configurations. A worsening of ER could be observed by increasing the Ldef value, 

that counteract the associated bandwidth improvement.  

Therefore, the value Ldef = 3.11 µm represents the best solution to perform 

a narrow bandwidth, high ER, and then, high FOM value, with a small footprint. In 

particular, the PhCRR with Nt = 256, Nd = 5 and Ldef = 3.11 µm provides BW = 

15.04 GHz, ER = 49.33 dB with R = 11.01 µm, while PhCRR with Nt = 256, Nd = 

7 and Ldef = 3.11 µm leads BW = 10.43 GHz, ER = 41.25 dB with R = 12.14 µm.  

According to the electro-optical effect, a resonance blue-shift can be 

obtained, by applying a voltage Vg to the p-i-n junction. Although a large applied 

voltage leads a wide resonance blue shift (δfc),  a worsening of the bandwidth BW 

and ER is observed. Therefore, the maximum voltage Vmax has been estimated in 

order to keep a Gaussian-like response with a maximum worsening of the 

bandwidth equal to 10 %, with respect to the value at Vg = 0 V. The summary of the 

tuning performance for the configurations under study is reported in Tab. 3.4.  

 

  
(a) (b) 

Fig. 3.19. (a) Figure-of-merit FOM (ER/BW); (b) PhCRR radius R as a function of Ldef, for PhCRRs 

with Nt = 256 and Nd = 5 (blue curve), and Nd = 7 (red curve). The dotted points refer to 

defects lengths Ldef that are compliant to Eq. (3.3) [101] © 2019 IEEE. 

 

 

Tab. 3.4. Tuning performance comparison (ERMAX = ER @ Vg = 0 V, ERMAX = ER @ Vg = VMAX) 

 [101]. 

Nt Nd 
Ldef 

[µm] 

Kcritical 

[%] 

BW 

[GHz] 

Vmax 

[V] 

δfc 

[GHz] 

ERmax 

[dB] 

ERmin 

[dB] 

256 5 3.11 36 15.04 1.69 18.65 49.98 26.72 

256 7 3.11 20 10.43 1.50 15.18 41.25 25.46 
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In particular, the configuration with Nd = 5 ensures δfc of about 18 GHz with 

a minimum ER value ERmin > 26 dB, while, the PhCRR with Nd = 7 performs δfc of 

about 15 GHz with ERmin > 25 dB. According to the behaviour of Fig. 3.11(b), the 

resonance shift with Vg ≤ 0.6 V could be considered negligible (Fig. 3.20). Thus, 

assuming an initial condition Vg = 0.6 V, a fine tuning of the central frequency is 

achieved, with a higher curve slope, and then a higher tuning efficiency, for the 

configuration with Nd = 7 with respect to Nd = 5. The PhCRR with Nt = 256, Nd = 7 

and Ldef = 3.11 µm represents the best compromise to achieve a performing 

Gaussian notch filter with flat band.  The power coupling efficiency Kcritical 

between the bus waveguide and the ring portion without grating with length L1 has 

to be 20% for the selected configuration, according to Tab. 3.3, to avoid ripple into 

the pass-band.  The coupling efficiency k2 as a function of the gap g between the 

bus and the ring has been estimated by using a 2D Finite Difference Time Domain 

(FDTD) approach (Fig. 3.21), considering  R = 12.14 µm, and L1 = 15.392 µm, that 

is about 20% of the PhCRR perimeter. In particular, a gap g = 116 nm ensures a 

coupling efficiency k2 equal to 20%. 

 

 
Fig. 3.20. Detuning, δfc, of the central frequency of the notch filter vs applied voltage Vg [101] © 

 2019 IEEE. 
 

 
Fig. 3.21. Coupling efficiency k2 [%] vs gap bus-ring g [nm] [101] © 2019 IEEE. 
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(a) (b) 

  

(c) (d) 

Fig. 3.22. (a) Transmission spectrum of the PhCRR with Nt = 256, Nd = 7, Ldef = 3.11 µm (k2 = 20%) 

and Bode plot (b) of the 1st order Butteworth low pass filter (ω is the angular frequency 

[rad/s] and Δω is the angular frequency shift from the operating angular frequency). (c) 

Shifting of the central frequency and ER trends as a function of the applied voltage Vg, 

with some examples of the transmission spectra after voltage tuning (d) (f0 ≈ 193.2877 

THz) [101] © 2019 IEEE. 

 
A maximum ripple of about 0.2 dB could be obtained if the value of the 

coupling efficiency slightly moves from the nominal value (k2 = 19 %).  

The transmission spectrum of the tuneable Newton-based PhCRR with Nt = 

256, Nd = 7 and Ldef = 3.11 µm is reported in Fig. 3.22. The related Gaussian profile 

with a flat bandwidth (BW = 10.43 GHz), high ER (41 dB) and high slope of the 

sidewalls of the spectrum (2.62 dB/GHz), is shown in Fig. 3.22(a). In particular, as 

shown in Fig. 3.22(b), the frequency response shows a behaviour of a 1st order 

Butterworth notch filter, with a slope of 20 dB per decade and maximally flat 

stopband. Furthermore, a fine, continuous and quasi-linear tuning of the central 

frequency has been obtained by applying a voltage from 0.6 V to 1.5 V, with a 

maximum detuning of the central frequency of about 15 GHz. The electro-optical 

effect ensures a reconfigurability time of about 1 ns, with a tuning efficiency of 

20.17 GHz/V, and a minimum ER = 25 dB, as shown in Fig. 3.22 (c)-(d).  
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3.4 Conclusions 

 

Innovative telecom payload concepts making full use of photonic 

technologies have been reported into this Chapter. By introducing microwave 

photonic components plus subsystems, which realize multi- LO generation and 

distribution, frequency conversion, analog-to-digital conversion, digital-to-analog 

conversion, multi-beamforming, and switching, software-defined satellite payloads 

operating in the high-frequency band satisfy the requirements of the telecom 

operators, as flexibility, in-orbit reconfigurability with significant reduction of 

mass, volume, and power consumption. Innovative architectures of software-

defined payload building blocks, as microwave photonic filter and oscillator signal 

generator, have been presented.  

In particular, the theoretical feasibility of a miniaturized Ka-band 

optoelectronic oscillator with a phase noise at 10 kHz offset from the carrier of 

about -155 dBc/Hz (more than 47 dBc/Hz better than the state-of-the-art) and an 

output electric power > 10 dBm (more than three times better than the state-of-the-

art) has been demonstrated. The optoelectronic section of the OEO is a PIC to be 

fabricated by a new technological platform allowing the hybrid integration of ultra-

low loss passive photonic devices with active III-V active ones, such as laser and 

photodiodes. The RF components of the OEO can be monolithically integrated on 

a properly designed MMIC to be co-packaged with the PIC. The proposed OEO 

having a volume of about 1 cm3, a power consumption of a few Watts, and the 

above-mentioned performance in terms of spectral purity have a wide range of 

applications in the field aerospace & defence industry. 

Furthermore, the design of a novel ultra-compact photonic-crystal ring 

resonator with a bandwidth BW = 10.43 GHz and ER > 40 dB, acts as notch filter, 

has been reported. The Newton distribution of the defects inside the photonic crystal 

section provides a Gaussian-shaped frequency response, with very steep sidewalls 

(2.62 dB/GHz). The integration of a p-i-n junction, in correspondence to the PhC 

defects, enables a continuous tuning of the central frequency (15 GHz), fast 

switching time (≈ 1 ns) with a power consumption equal to about 47 mW. It 

represents a clear improvement of the state-of-the-art, in terms of stopband 



Chapter 3: Telecommunication payloads                                 

__________________________________________________________________ 

 

136 

 

equalization, monolithic integration capability, wide band tunability, low power 

consumption, very short switching time, and ultra- small footprint.  
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Photonic-based Synthetic Aperture Radar 

system 

 

 

 

Payloads currently used in Earth Observation (EO) missions can be 

classified into two main classes, depending on the operating wavelength, including 

optical payloads, that measure reflective light in a wavelength range from 

ultraviolet to infrared, and microwave sensors, that operate at wavelengths longer 

than infrared rays (300 MHz - 300 GHz). 

The main advantage of the microwave sensors, such as Radars and Synthetic 

Aperture Radars (SARs), regard their observation capability that typically is not 

affected by the weather conditions [1]. SARs are unanimously considered very 

powerful tools for the EO, exhibiting a spatial resolution of the order of 1 m and 

operation in several RF bands, i.e. S-, C-, X- and Ka- bands (see Table 4.1).  

Synthetic Aperture Radars were developed to overcome the limitations of 

real aperture radars, in terms of resolution, compactness and sensitivity by the 

weather conditions. For real aperture radars, a narrow beam is directed 

perpendicularly to the flight path of the carrier platform. 

 
Tab.4.1. Frequency bands for SAR systems. 

 

Frequency 

Band 
P L S C X Ku Ka 

Frequency 

[GHz] 
0.25-0.5 1-2 2-3.75 3.75-7.5 7.5-12 12-17.6 25-40 

Wavelength 

[cm] 
60-120 15-30 8-15 4-8 2.5-4 1.7-2.5 0.75-1.2 
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A pulse of energy is transmitted from the radar antenna, and the relative 

intensity of the reflections is used to produce the image of the illuminated land. 

When the next pulse is transmitted, the radar will have moved forward a small 

distance and a slightly different strip of land will be illuminated. The image consists 

of the two-dimensional data array, formed by the sequential strips.  

For such radars, azimuth resolution can be improved only by longer antenna 

or shorter wavelength, and then, a large antenna is required to obtain high-

resolution image [2-3]. Furthermore, the use of shorter wavelength generally 

involves a higher cloud and atmospheric attenuation, reducing the capabilities of 

imaging radars.  

SAR systems provides high-resolution 2D images independent from 

daylight, cloud coverage and weather conditions, using, also, a small antenna and 

relatively long wavelengths. They are sophisticated imaging systems that emit 

electromagnetic radiation at microwave frequencies. As opposed to optical imaging 

systems, which measure the visible spectrum return of solar electromagnetic 

radiation in a scene, SAR systems use their own transmit signal to cover the scene 

of interest. The side-looking imaging geometry and the pulsed radar installed on a 

platform with a forward movement ensures a large illumination range with a high 

resolution. The radar system transmits high power electromagnetic pulses receives 

the echoes of the backscattered signal. Its operation ensures a considerable 

penetration of the beam, so that the imaged objects can be modelled into the volume, 

useful for several applications, as topography, oceanography, glaciology, geology 

and forestry, including forest height, biomass, and deforestation [4].  

Since the launch of Seasat in 1978 [5], the first civilian SAR satellite for the 

oceans observation, the Space agencies, as National Aeronautics and Space 

Administration (NASA), the European Space Agency (ESA) and the Japan 

Aerospace Exploration Agency (JAXA), have developed boosted SAR system for 

the Earth monitoring [5-13], as shown in Tab. 4.2, retrieving geo/bio-physical 

parameters from the Earth surface.  

About the spacecraft, current SAR payloads are installed on board of 

satellites with masses of the order of a few tons, as COSMO-Skymed [14], and -  
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Tab.4.2. Examples of SAR sytems for civil applications launched into the Space [5-13]. 

SAR First launch Frequency band Institution 

Seasat  1978 L NASA 

ERS-1  1991 C ESA 

JERS-1  1992 L JAXA 

Radarsat-1  1995 C CSA 

TerraSAR-X  2007 X DLR/Astrium 

Cosmo-SkyMed  2007 X ASI 

Sentinel-1  2014 C ESA 

NovaSAR-S  2016 S Astrium 

PAZ  2018 X CDTI 

 

are characterized by large volume and high-power consumption. In the last decades, 

the interest has been focused on high-resolution remote sensing systems, that should 

be, at the same time, low cost solutions, with reduced size, weight and power 

consumption to be employable also on board of small satellites. In particular, the 

attention has been oriented on satellites with mass in the range 100-500 kg, and on 

satellite constellations that demand SAR payloads with a mass of some tens of kilos 

and average power consumption of the order of 100 W [15].  

Several SAR payloads based on standard electronic components, are 

currently already available, such as the NovaSAR-S, launched in 2016. It is a multi-

mode SAR with a spatial resolution of 6 m and a mass of approximately 140 kg 

[16]. Aiming at improving improve the performance of the SAR payloads, several 

functionalities of the system, such as the chirped waveform generation, the 

beamforming and the direct analog-to-digital conversion (without down-

conversion) of the radar echo, can be realized in the photonic domain with potential 

improvements in terms of size and mass, integration of the antennas system and 

reduction of the risks related to its in-orbit deployment [17]. In this Chapter, the use 

of integrated micro-photonic devices and circuits in the context of advanced small 

SAR payloads will be discussed.  
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4.1 RADAR fundamentals 

Typical RAdio Detection And Ranging (RADAR) systems consist of 

transmitter, switch, antenna, receiver and data recorder. At first, the transmitter 

generates a high-power RF electromagnetic wave, which is routed to antenna by 

using a switch. The antenna transmitted the EM pulse with a pulse rate τ towards 

the area to be imaged (swath) and collects returned echoes. The returned echo signal 

is digital converted by the receiver and stored by the data recorder for processing 

and display. A sketch of an operating radar antenna D wide and L long is reported 

in Fig. 4.1. 

The radar platform flies along the satellite flight path direction, parallel to 

the nadir, at constant velocity v. For real aperture imaging radar, its large antenna 

emits a spread beam illuminating the ground below [3].  

In SAR, forward motion of the antenna is used to emulate and, then, 

synthetizing a very long antenna. As a conventional radar, during the movement of 

the antenna along the satellite flight path, EM waves are transmitted at a pulse 

repetition rate τ and the backscattered echoes are collected by the radar antenna 

[18]. The lower bound of τ is determined by the Doppler bandwidth of the radar, 

which is the range of Doppler frequencies observed by the radar during the 

collection [19]. The pulse repetition rate likewise must be low enough to ensure that 

the echo from the far edge of the illuminating area is detected before arrival of the 

echo from the near edge of the next scene. 

An appropriate coherent combination of the received signals at the receiver, 

matching the Doppler frequency variations and demodulating by adjusting the - 

 
Fig. 4.1. Illustration of imaging radar geometry. 
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frequency variation in the return echoes from each point on the ground, allows the 

construction of a virtual aperture that is much longer than the physical antenna 

length. The radar image results from processing the collected raw data. This SAR 

feature is the origin of its name “synthetic aperture,” giving it the property of being 

an imaging radar.  

Besides the pulse duration and the antenna bandwidth, the spatial resolution 

can be considered as one of the most important classification criteria of the imaging 

radar systems. A range and azimuth resolution can be defined along the spatial 

direction of the illuminated terrain. 

The range resolution is defined as the ability of the system to distinguish 

between two targets on the ground. For aperture radar systems, the range resolution 

resrange is expressed as: 

resrange=
c∙τ

2∙sinθ
 (4.1) 

where τ is the pulse width, θ is the look angle and c is the speed of the light [4]. The 

range resolution strictly depends by the pulse width and the look angle, but it is 

independent by the platform height. Then, the look angle must be shorter, or the 

pulse duration must be narrower to improve the range resolution. On the other hand, 

it is very hard to put enough energy into a very narrow pulse because the energy of 

a signal is proportional to its duration. To improve the range resolution and maintain 

enough transmitted energy, radar systems generate a long pulse with a linear 

frequency modulation, called chirp. Then, resrange becomes: 

resrange=
c

2∙BW
 (4.2) 

where BW is the bandwidth of the chirp [2]. 

Azimuth resolution is the minimum distance on the ground in the direction 

parallel to the flight path of the platform at which two targets can be separately 

resolved. Two targets located at same slant range can be distinguished only if they 

are not in the radar beam at the same time. For real aperture radar antenna, the 

azimuth resolution resazimuth is equal to: 

resazimuth=
λ∙R

L
 (4.3) 

where λ is the operating wavelength, R is the length of the slant range and L is the 

antenna length (see Fig. 4.1). The azimuth resolution is dependent on aperture 
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length, and then, a larger antenna is required to improve the resolution. In several 

cases, an acceptable azimuth resolution, e.g. in the order of meters, requires an 

antenna size of several hundred of meters or even several kilometres, and then the 

practical implementation of the antenna size is not possible.  

For SAR systems, the exploitment of the Doppler effect involves that the 

resazimuth can be calculated as: 

resazimuth=
λ∙R

2∙v
∙ δf (4.4) 

where δf is the Doppler frequency shift, approximately equal to the inverse of the 

time tspan during which the target is into the beam. The time tspan can be expressed 

as: 

tspan=
θ∙R

v
≈

λ∙R

L∙v
 (4.5) 

and then, the azimuth resolution for SAR systems is equal to: 

resazimuth≈
L

2
 (4.6) 

Then, a very high azimuth resolution is obtained with very small antenna, 

opposite to the behaviour of real image antenna. Although the smaller the antenna 

length, the better the resolution, the length of the antenna must be large enough to 

create the proper interference pattern between the dipoles of the antenna necessary 

for the desired beamspread at a frequency [2].  

 

 

4.2 SAR operating modes 

Three different imaging modes of SAR are typically used, including 

Stripmap, ScanSAR and Spotlight modes. The most fundamental mode is the 

Stripmap operation, where the antenna is in a fixed position and the pattern is fixed 

to one swath. A single continuous strip is generated by the forward or backward 

movement of the antenna, as shown in Fig. 4.2 (a). If a wider swath is required, the 

system can operate in the ScanSAR mode (Fig. 4.2 (b)).  

The antenna elevation pattern is steered to different elevation angles, 

corresponding to multiple sub-swaths (SSWs). Each SSW is illuminated by 

multiple pulses for a shorter time than in the Stripmap case. After an appropriate 
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data processing, this mode generates a wide-swath SAR image, with, a worst 

azimuth resolution respect to the Stripmap mode.  

The Spotlight mode is a proven technique used when a better azimuth 

resolution is required (Fig.4.2 (c)). The antenna pattern is steered in azimuth and a 

given region is illuminated for a long time, involving an increase of the synthetic 

aperture length and, then, an improvement of the azimuth resolution. The Spotlight 

mode is used to focus on individual patches along the radar flight path, not 

providing a continuous swath [2].  

 
(a) 

 
(b) 

 
(c) 

Fig. 4.2. SAR operating modes: Stripmap (a), ScanSAR (b) and Spotlight (c). 
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4.3 Photonic-based SAR payloads 

As shown in Fig. 1, a SAR payload typically consists of a linearly chirped 

microwave waveform (LCMW) generator, frequency converters (FC), an analog-

to-digital converter (ADC) and a phased array antenna (PAA), including hundreds 

of radiating elements [20-22]. After the In-phase/Quadrature (I/Q) modulation, the 

signal is multiplied and up converted. The amplitude of the signal is limited by a 

gain-controlled driver amplifier that feeds the antenna network. Several hundred 

T/R frontends amplify the RF signal and shift the respective phase according to the 

beamforming networks. The signal transmission and reception are realized by 

PAAs. At the receiver, the received echo signal is amplified and post-processed by 

down-conversion, I/Q demodulation and baseband filtering [23].  

All functionalities can be implemented through integrated microphotonic 

devices and circuits. Over the ADC, beamforming, and chirped generation 

photonics-based functionalities, that are widely discussed into the following 

sections, the photonic approach could be used also for on board pre-processing and 

handling the SAR data [17], and transmitting the data towards a ground station or 

another satellite, aiming to improve the transmission data rate.  

 

 

Fig. 4.3. Design scheme of a SAR payload (MW: microwave; A/D: analog-to-digital; Tx: 

transmission; Rx: reception; A: amplifier). Inset image source: RADARSAT-2 Data and 

Products © MacDonald Dettwiler and Associates Ltd (2009) – All Rights Reserved – 

RADARSAT is an official mark of the Canadian Space Agency [22]. 
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4.3.1 Photonic ADCs 

The analog-to-digital conversion is usually performed after the down-

conversion of the RF beams received by the satellite, by providing data to the 

cascade sub-systems. When the number of the channels, exceeds few hundreds, the 

mass and the power consumption of the RF sub-systems are large, e.g. if the number 

of channels is equal to 200, a mass and a power consumption of 180 kg and 1.6 kW, 

respectively, are required. These issues could be mitigated by using a direct analog-

to-digital conversion, without any down-conversion.  

Although in the last decades, a great research effort has been focused on the 

direct analog-to-digital conversion, space-qualified electronic analog-to-digital 

converters (ADCs) allow the direct conversion of RF signals up to a few GHz [24], 

not compliant with the frequency band used for SAR. 

A photonic ADC could be considered as a powerful solution to overcome 

the limitations of electronic ADCs. In addition, photonic ADCs support high values 

of carrier’s frequency and related bandwidth, hence, enabling the use of smaller 

antennas and give higher resolution with respect to the state-of-the-art [25]. 

Photonic ADCs have been widely investigated in the last four decades, and 

they could be classified according to the mode of operation, including photonic 

assisted, photonic sampled or quantized, and photonic sampled and quantized 

ADCs. In photonic assisted ADCs, the photonics is used to improve the sampling 

or the quantization functionality. Instead, in photonic sampled or photonic 

quantized ADCs, the sampling or the quantization, respectively, are performed in 

the optical domain. Finally, ADCs with photonic-based sampling and quantization 

functionalities are called photonic sampled and quantized [26]. 

The photonic sampled ADCs are the most mature and promising photonic 

ADCs, able to overcome the limitations imposed to electronic ADCs by aperture 

jitter, i.e. the temporal variation of the exact sampling time instant. The aperture 

jitter limits the effective number of bits (ENOB), and it is directly proportional to 

the analog input frequency. Currently, the best electronic ADC exhibits a sampling 

jitter of about 100 fs, with an ENOB < 6 for the input frequency ≥10 GHz. As 

demonstrated in [27-28], the use of photonic technology allows jitter values in the 
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order of tens of fs, with an improvement of about one order of magnitude respect 

to the electronic counterparts.  

Khilo et al. [28] have experimentally demonstrated a direct analog-to-digital 

conversion of RF signals, without down-conversion, by using sampled photonic 

ADCs, performing a time jitter of 15 fs, and an ENOB = 7 with 41 GHz signal.  The 

fully integrated electronic-photonic ADC include dual-output silicon-modulator, 

two matched banks of microring resonator filters, balanced photoreceivers, 

electronic ADCs, and digital post-processing circuits. The entire chirp is sourced 

by an external mode locked laser.  

 For applications that required a larger value of ENOB, a decrease of the 

operating frequency is required. Integrated solutions have been proposed in 

literature to improve the ENOB value [29-31]. In 2016, DAS Photonics has 

proposed a photonic sampled ADC, based on mode-locked laser, a lithium niobate 

Mach-Zehnder Interferometer and a digital filter post-processor [31]. The 

experimental results show an ENOB equal to 10 at 2 GHz with high flexibility of 

the operating bandwidth, i.e. S- and Ka- band. 

 

 

4.3.2 Photonic Beamformer 

PAAs consist of arrays of stationary radiating elements that are closely 

spaced. The elements are spaced at a distance of the order of the wavelength of the 

RF signal to be transmitted. By controlling the phase of RF signals feeding each 

antenna element, the direction of the transmitted beam from each antenna can be 

electrically tuned, and then, the overall radiation pattern is the result of the 

combination, in amplitude and phase, of the waves radiated by the antenna 

elements. PAAs are extremely attractive in Space engineering, and they are already 

mounted in several Space Systems, such as telecom or radar payloads [32-34]. The 

main advantage of PAAs regards their ability to produce multiple simultaneous 

antenna beams, with an accurate control of the steering direction. The PAAs could 

be designed by using an active, passive or intermediate approach. 

In passive PAAs (Fig. 4.4 (a)) the RF signal is generated by a high-power 

RF source. The power splitter generates several replicas, that feed the antenna 
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elements after their attenuation and phase shifting, labelled as a and ϕ in Fig. 4.4 

(a), that are electronically controlled. The beam shaping results by the change of 

the shape of the radiated beam, that strictly depends by the amplitude of each signal, 

while, the beam steering consists of a change of the direction of the beam, correlated 

to the phase of each signal. Beam shaping and beam steering enable the so-called 

beamforming, while the entire circuit is called beamformer.  

In active PAAs (Fig. 4.4 (b)), the high-power RF transmitter is replaced by 

solid-state RF amplifiers, each one connected directly to the antenna elements.  

The phase shift provided by the phase shifters depends on the frequency of 

the input signal. For this reason, a wideband RF signal leads a non-uniform phase 

shift of the different spectral components, with a lack of the uniformity in beam 

pointing (beam squinting).  

 

 

(a) 

 

(b) 

Fig.4.4. Passive (a) and active (b) phased-array antenna, (a: attenuation stage, RF A.: RF amplifier, 

ϕ: phase shifter). 
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To prevent this issue, true-time delay phase shifters are used, with a phase 

shift independent by the operating frequency. These components are the critical 

sub-systems in a phased array antenna. Typical requirements for optical delay lines 

used in SAR systems for EO applications are a broad bandwidth (BW ⩾ 1 GHz), 

wide and continuous delay tunability (delay range in the order of hundreds of 

picoseconds), fast reconfigurability, and low power consumption [35]. 

For the operation in the Ka- or Q-band, the phase shifters are bulky, leaky 

and heavy. Therefore, the use of photonics for true-time delay lines has been widely 

investigated into the last decades, aiming also to miniaturize the beamformers.  

Since 1980s, beamformers based on fiber optic delay elements have been 

explored [36-37]. The phase shifts are performed by fiber links with slightly 

different dispersion. The lack of equality between the fiber links involves that the 

time delay imposed by each link is different for the beamforming channels. Thus, 

the time delay between the beams at the output of the fiber links are changed by 

tuning the frequency of the laser source. A prototype of an multi-band and multi-

beam optically steered X-band 8-element PAA based on this approach has been 

recently proposed in [37], showing a beam steering speed of 15°/μs in a system 

volume of 7.6 cm × 20.3 cm × 43.2 cm.  

In order to reduce the beamformer footprint and increase the accuracy of the 

time delay of the beams that feed the antenna elements, several configurations of 

integrated optical beamformers have been proposed in literature, mainly based on 

three concepts, as a long optical path (discrete [38-39] or integrated [40-41] 

configurations), non-linear-effects (exploiting third-order non-linear response of 

chalcogenide waveguides [42-43]), and the slow light effect. 

The resonant true-time delay lines (TTDLs), based on the latter 

aforementioned effect, lead higher values of optical delay times and large 

bandwidth. The slow light effect allows the control of the group velocity, and then, 

ensures a fine control of the delay lines operating condition. Several configurations 

of TTDLs have been proposed in literature, as Bragg gratings [44], Photonic Crystal 

Waveguides (PhCWs) [45] and Ring Resonators (RRs) [46-48]. Although these 

devices show an intrinsic compromise between the maximum delay time, the 
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optical bandwidth and the footprint, they can ensure large bandwidth up to 100 

GHz, with a maximum value of delay time lower than 100 ps [44, 48].  

According to the aforementioned requirements, more complex structures 

have been investigated to increase the maximum delay time, without sacrificing the 

bandwidth, such as Coupled-Resonator Optical Waveguides (CROWs) [49], Side-

Coupled Integrated Spaced Sequences Of Resonators (SCISSORs) [50], or delay 

lines obtained by the insertion of an element to compensate the ring resonator loss 

[51]. High values of delay times up to 800 ps for CROW [49] and 345 ps for 

SCISSOR [50] have been obtained, in a large footprint (7 mm2 and 0.13 mm2 for 

the CROW and SCISSOR, respectively). Novel configurations have been proposed 

to circumvent this critical aspect. An innovative configuration of tunable optical 

delay line, based on a ring resonator array and a Mach-Zehnder interferometer 

switch array has been proposed in [46]. The device performs a continuous delay 

range of few nanoseconds, wide bandwidth (~ 60GHz), but with slow 

reconfigurability time (>13µs).  

The thermo-optic tuning ensures a wide and continuous delay range, 

although at the expense of a slow response time (> 6 µs) [44, 50, 52]. However, 

although the electro-optic method is affected by of absorption loss that could be 

limited only with optimized design and manufacturing technique, it shows a much 

faster response compared to the thermal approach.  

Recently, graphene-based optical delay lines, that exploit the electro-optic 

tuning, have been proposed [35, 53-55]. During the last years, a great research 

interest has been focused on the graphene due to its unique optical properties. 

Several graphene-based optical devices have been designed for several 

applications, such as antennas [56], optical modulators [57-59], photodetectors [60-

61] and optical sensors [62]. In particular, in the field of beamforming application, 

the main advantage of graphene is represented by the capability of tuning the Fermi 

levels by low values of the applied voltages, due to the low value of carrier density 

of states near the Dirac Point. Therefore, the applied voltages induce changes in the 

refractive index that are strong enough to affect the behaviour of the optical delay 

time [63-64]. A continuous time delay range of the order of 200 ps has been 

obtained in graphene-based CROWs and SCISSORs by using the electro-optic 
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tuning, with a footprint smaller than 0.1 mm2 [53]. Furthermore, the graphene 

structures ensure a very fast reconfiguration time of about 0.12 ns, five orders of 

magnitude faster than the typical values obtained by the thermo-optic approach. In 

2015, two vertically coupled ring resonators interleaved by a graphene capacitor 

has been proposed [54]. This device shows a fast and continuous delay tuning of 

approximately 230 ps, a bandwidth BW > 1 GHz, a very small footprint (1.6 x 10-3 

µm2) and an insertion loss value of 23 dB. Lower values of insertion loss are 

necessary to avoid an amplification stage at the output of the device. 

 

 

4.3.2.1 Graphene-based optical delay line 

 

An innovative optical delay line based on an ultra-compact silicon-based 

1D-PhC has been designed [65-67]. The grating consists of a periodic pattern of a 

graphene capacitor placed on the top of a single-mode Si-wire. By changing the 

voltage applied to the graphene capacitor, the value of the delay time changes in a 

wide range (Δτ > 200 ps) with a maximum delay time of 274.85 ps, in a very small 

footprint (A = 1.35 x 10-3 mm2), so providing the highest value of the figure of merit 

FOM = Δτ/A = 1.54 x 105 ps/mm2 obtained in literature, according to my 

knowledge. 

 

 

4.3.2.1.1 Device configuration 

The proposed optical delay line is based on a 1D periodic pattern of a 

graphene capacitor on a silicon nanowire, as shown in Fig.4.5.  

The capacitor consists of two graphene monolayer electrodes, with a 

thickness tgr = 0.34 nm, placed on the silicon nanowire, interleaved by a layer of 

Al2O3 (nAl2O3 = 1.746 at λ = 1550 nm), with a thickness tAl = 7 nm [54]. The change 

of the electrical conductivity of the graphene layers, caused by the accumulation of 

the carriers, allows the effective index change in the nanowire. The silicon single-

mode nanowire, placed on 2 μm SiO2 substrate, shows a width, wsi, equal to 500 

nm and a thickness, tSi, equal to 220 nm [68]. 
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Fig. 4.5. Configuration of the graphene-based silicon Bragg grating, with the nanowire cross-section 

in the inset (tSi: waveguide thickness, wSi: waveguide width, tgr: graphene thickness, tAl: 

Al2O3 thickness; Vg: applied voltage; Λ: period, L1 – L2: PhC sections). Reprinted with 

permission from [65] © The Optical Society. 

 

The whole structure is embedded in SiO2, with nSiO2 = 1.444 at λ = 1550 nm, 

as shown in Fig. 4.5. The propagation losses of the bare waveguide at λ = 1550 nm 

are αTE = 2.4 dB/cm and αTM = 0.59 dB/cm for the TE mode and the TM mode, 

respectively. Although, the double layer graphene structure performs low values of 

the insertion loss [69-70], compared to a single layer configuration [71], the optical 

losses related to the graphene capacitor should be taken into account. 

For the graphene-based photonic silicon Bragg grating, a mature 

manufacturing technique is available. The graphene monolayer can be fabricated 

by Chemical Vapour Deposition (CVD) [72] and transferred to the silicon 

nanowire. The platinum bottom electrode region [60] is directly placed on the 

graphene layer, followed by the deposition of the Al2O3 spacer by using the Atomic 

Layer Deposition (ALD). Finally, the second monolayer and the relative electrode 

are deposited on the stack structure by using the CVD and a second metal 

deposition, respectively. The grating pattern could be realized with several 

techniques, such as direct mechanical cleavage, scanning probe lithography, 

chemical etching or plasma etching [73]. 
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4.3.2.1.2 Numerical results 

The electromagnetic simulation of the proposed device has been carried out 

by using the Transmission Matrix Theory (TMT) approach [74]. It is based on the 

study of a single period of the grating, and, then, the transfer function results by the 

matrix product of the single period transmission matrices: 

 T= [

1

t2
(ejϕ+-r2e-jϕ-)

r

t2
(e-jϕ+-ejϕ-)

r

t2
(e-jϕ+-ejϕ-)

1

t2
(e-jϕ+-r2ejϕ-)

]

N

 (4.7) 

where  r=(neff1-neff2)/(neff1+neff2) is the reflection coefficient,  t=√1-r2 is the 

transmission coefficient, N is the number of the periods and ϕ
±
=β

1
L1±β

2
L2 is the 

phase change, where the subscripts 1 and 2 are referred to the region with and 

without the graphene capacitor, respectively. The Eq. (8) allows to define the S-

parameters, and then, the transmission at the output of the grating [74]. The S matrix 

could be expressed as: 

 S=
1

T11

[
T21 det Τ

1 -T12
] (4.8) 

The matrix has been assumed symmetrical in case of linear reciprocal system, 

considering that the grating starts and finishes with the same semi-period. The delay 

time τ is evaluated as the derivative of the grating transmission phase (∠S12) with 

respect to the pulsation ω: 

τ=
∂(∠S12)

∂ω
 (4.9) 

The e.m. study of the semi-periods has been carried out by using the Finite 

Element Method (FEM) approach. For the section with the graphene capacitor, a 

value of the effective refractive index equal of 2.448634 and 1.772773 have been 

obtained at λ = 1550 for the TE and TM mode, respectively.  

As previously reported, the graphene has received great interest during the 

last years, and to study its optical properties, several theoretical models have been 

proposed [75-77]. For the e.m. study of the grating section with graphene capacitor, 

a closed form expression of the graphene optical conductivity has been assumed. It 
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considers the main physical effects and factors, such as interband and intraband 

transitions, temperature, chemical potential and hopping parameter, useful for 

wavelength from the visible to the infrared range [77]. A detailed mathematical 

model description is reported in [54]. The model accuracy is confirmed by an error 

matching < 1 % with numerical results obtained by using the Kubo formula. 

Furthermore, the model results are compliant with experimental one, avoiding the 

mathematical singularity obtained by that formulation for hf = 2μc  (h is the Planck 

constant, f is the frequency and μc is the Fermi level). The equation ε=1+i⋅
σ

ωε0tgr
, 

where ε0 is the vacuum permittivity, take into account the relationship between the 

anisotropic complex optical conductivity σ and the relative permittivity ε of the 

graphene. The real and imaginary part of TE and TM effective indices at 1550 nm 

vs the the electrochemical potential µc are reported in Fig. 4.6. 

In the following of the delay line design, the TM mode has been chosen. It 

provides lower optical losses of the waveguide without graphene capacitor respect 

to the TE ones, while comparable losses between TE and TM modes for Bragg 

sections with graphene layers have been calculated, but much lower than the 

propagation losses in the bare waveguide for μc > 0.6 eV. Moreover, the TM mode 

allows to reduce the device footprint A, providing an index contrast (Δn = 1.01 x 

10-2) almost one order of magnitude higher than the value of TE mode, 

corresponding to a stronger grating strength (κ).  

 

(a) (b) 

Fig.4.6. Real (a) and imaginary (b) part of the effective indices in the sections with the graphene 

capacitor, for TE (red curve) and TM (blue curve) modes, as a function of the 

electrochemical potential µc. Reprinted with permission from [65] © The Optical Society. 
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Fig. 4.7. Time delay spectra for several values of the electrochemical potential µc with Lg = 2 mm. 

Reprinted with permission from [65] © The Optical Society. 

 

 Therefore, a period Λ = 1.308 µm has designed to operate at around 1.55 

µm. Firstly, the optical delay time spectra for several values of the chemical 

potential have been calculated for a grating length Lg ≈ 2 mm, and then, for a 

number of grating periods N = 1988, as shown in Fig. 4.7. The slow light effect 

ensures the highest value of the optical delay time at the photonic bandgap band-

edge.  

Since Vg is the voltage applied across the electrodes, νF is the Fermi velocity, 

C’ (= εAl2O3∙ε0/s) is the effective capacitance per unit area with εAl2O3 = 10, e is the 

electron charge, s is thickness of the alumina layer, and V0 is the offset voltage 

referred to the natural doping, equal to 0.8 V, the relationship between the 

electrochemical potential and the applied voltage could be expressed as [69]: 

μ
c
(Vg)=ℏνF

√π
C

'

e
|Vg-V0| (4.10) 

The maximum values of the optical delay time τmax, as a function of the chemical 

potential µc and the applied voltage Vg, across the graphene electrodes, for an optical 

delay line 2 mm long, are shown in Fig. 4.8. Since lower values of Q-factor have 

been achieved for small values of µc, due to the high value of losses (see Fig. 4.6(a)), 

a decrease of  τmax has been calculated. Instead, a weaker refractive index for high 

value of µc involves a worsening of the Q-factor, and then, of τmax. 
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The value of electrochemical potential µc = 0.619 eV, and then, Vg = 4.363 

V, corresponds to the peak in Fig. 4.8, providing a maximum value of the delay 

time τmax = 161 ps, at λ = 1547.69 nm, as shown in Fig. 4.9(a). For such 

electrochemical potential, the delay time and group index spectra are reported in 

Figs. 4.9 (a)-(b). According to the slow light effect, the maximum value of τmax is 

achieved at the band-edge of the proposed delay line, where the group index is 

maximum and then, the group velocity decrease, with a consequent enhancement 

of the light-matter interaction.  

Considering the operation wavelength at the band-edge of Fig. 4.9, the 

tuning of the applied voltage provides a worsening of the Q-factor, and a minimum 

delay time τmin = 13 ps has been calculated with Vg = 4.229 V. 

 
Fig.4.8. Maximum delay time τmax vs voltage Vg and electrochemical potential µc with Lg = 2 mm 

Reprinted with permission from [65] © The Optical Society. 

 

 
(a) (b) 

 

Fig.4.9. (a) Delay time and (b) group index spectra of 2 mm Bragg grating, applying voltage Vg = 

4.363 V. Reprinted with permission from [65] © The Optical Society. 
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Thus, a delay range Δτ = τmax – τmin =148 ps is obtained with a length of the 

Bragg grating of 2 mm. Furthermore, an average insertion loss (IL) value ILav of  

6.09 dB has been achieved (when τ = τmax, IL=2.46 dB,  while, when τ = τmin IL = 

9.72 dB).  

 Since a tuning range of the delay time of 200 ps has been required for the 

X-band optical steering application [35], a parametric analysis on both the grating 

length and the operating voltage range has been carried out, also maximing both the 

ratio ILav/Δτ, defined as Delay Loss [dB/ps], and the figure of merit (FOM), defined 

as FOM = Δτ/A [ps/mm2]. The applied voltages V(τmax) and V(τmin), corresponding 

to the condition of the maximum and minimum delay time, respectively, have been 

calculated for different values of Lg. As shown in Fig. 4.10(a), higher values of τmax 

and τmin can be obtained, while, the difference between V(τmax) and V(τmin) decreases 

as the length increases (Fig. 4.10(b)). To obtain Δτ = 200 ps, a minimum length Lg 

= 2.3 mm is required. 

 As previously mentioned, the design activity has been carried out also 

aiming at reducing the delay loss (blue curve) and the FOM (red curve), either 

reported in Fig. 4.11(a). As expected, the FOM decreases as Lg increases, due to an 

enlargement of the delay line footprint.  

For low values of Lg, high values of  V(τmax) - V(τmin) are required to ensure a 

delay range equal to 200 ps. As example, for Lg = 2.3 mm, V(τmax) - V(τmin) is equal 

to 98.2 mV and causes a wavelength detuning δ of about 30 pm (Fig. 4.11(b)) 

(operating wavelength λ0 = λ(τmax) = 1547.67 nm), corresponding to high value of 

delay loss.  

  

(a) (b) 

Fig. 4.10. (a) Behaviour of τmax and τmin and (b) of V(τmax) and V(τmin) as a function of the grating 

length Lg Reprinted with permission from [65] © The Optical Society. 
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(a) 

   
           (b) (c) (d) 

Fig. 4.11. (a) Delay loss (blue line) and FOM (red line) as a function of Lg. Transmission spectra at 

the band edge of the Bragg grating with (b) Lg = 2.3 mm (λ0 = λ(τmax) = 1547.67 nm), (c) 

Lg = 2.6 mm (λ0 = λ(τmax) = 1547.65 nm), and (d) Lg = 2.9 mm (λ0 = λ(τmax) = 1547.63 

nm), when V(τmax) and V(τmin) are applied to the graphene electrodes. Reprinted with 

permission from [65] © The Optical Society. 
 

For large values of Lg, small values of  V(τmax) - V(τmin) have been calculated, 

and, as shown in Fig. 4.11(d), a smaller wavelength detuning δ has been achieved 

(~ 5 pm) (operating wavelength λ0 = λ(τmax) = 1547.63 nm). Although the difference 

in IL corresponding to τmax and τmin cases is less evident, higher optical losses have 

been obtained with a longer grating.  

Therefore, Lg = 2.6 mm represents the best compromise, as explained by the 

valley into the Fig. 4.11(a). A less evident wavelength detuning is obtained respect 

to the shorter grating lengths case, but at the same time the intrinsic optical losses 

are also lower respect to the longer device case (Fig.4.11(c)). In particular, a low 

value of delay loss (= 2.9849 x 10-2 dB/ps) and a high value of FOM = 1.54 x 105 

ps/mm2, (see Fig. 4.11(a)) have been calculated for Lg = 2.6 mm.  
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(a) (b) 

  
(c) (d) 

Fig. 4.12. (a) Transmission spectrum of the Bragg grating with Lg = 2.6 mm and (b) related delay 

time. (c) Zoom of the transmission spectrum and (d) delay time of the first resonance peak 

at the band edge. Δf is the frequency shift from resonant frequency (f0 ≈ 193.824 THz 

corresponding to λ0 ≈ 1547.65 nm). Reprinted with permission from [65] © The Optical 

Society. 

 

In particular, its transmission spectrum and the related time delay are reported 

in Fig. 4.12, taking into account an applied voltage Vg = V(τmax) = 4.5369 V. A 

maximum value delay time τmax = 274 ps has been obtained with a flat and wide 

bandwidth BW  of 1.19 GHz (Fig. 4.12(d)). By tuning Vg from 4.5113 V to 4.5369 

V, corresponding to V(τmax) - V(τmin) = 25.6 mV, assuming the same operation 

wavelength at τ = τmax, a delay range Δτ of  200 ps has been achieved (Fig.4.13). 

Moreover, an IL = 7.91 dB and IL = 4.02 dB at τmax and τmin have been obtained, 

respectively. A higher value of delay range (≈ 255.76 ps) can be performed, at the 

expense of higher value of insertion loss up to 11.45 dB.  

The aforementioned performance of the proposed delay line with Lg = 2.6 mm 

has been summarized in Tab. 4.3. A fast switching time tswitch and low energy 

consumption Peff have been obtained, by using the graphene-based electro-optical 

effect. Since the switching energy for the electro-optical effect is given by: 

Eswitch=
1

2
C(V(τmax)

2
-V(τmin)

2)              (4.11) 
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Fig.4.13. Tuning of the time delay as a function of the capacitor voltage. Reprinted with permission 

from [65] © The Optical Society. 

 

where C is the capacitance of the graphene capacitor. An area of the 

electrodes has been assumed, corresponding to C = 8.22 pF. 

 A value of Eswitch = 0.96 pJ and then a very high-power efficiency value Peff 

= Pswitch/Δτ = 6 x 10-4 mW/ps have been calculated by Eq. (4.11),  assuming A ~ 

(Lg/2)·wSi = 1.3 x 10-3 mm2 (C = 8.22 pF),   VON = V(τmax) = 4.5369 V and VOFF = 

V(τmin) = 4.5113 V, and Pswitch = Eswitch/tswitch. A typical value of the switching time 

tswitch of about 8 ns has been calculated, being proportional to the time constant ResC 

(the system resistance Res has been assumed equal to 1 kΩ [58]). 

The proposed optical delay line shows the highest FOM compared to the 

state-of-the-art of integrated optical delay lines, reported in Tab. 4.4. Furthermore, 

the graphene electro-optic effect rises the attractiveness of this device for optical 

beamforming in Earth Observation optical payload, providing a very high power 

efficiency and a fast switching time (8 ns).   

 

Tab.4.3: Performance of the graphene-based Si Bragg grating with Lg = 2.6 mm [65]. 

Lg              

[mm] 

A              

[mm2] 

τmax                   

[ps] 

Δτ                 

[ps] 

BW               

[GHz] 

Delay loss 

[dB/ps] 

FOM 

[ps/mm2] 

2.60 1.3 x 10-3 274.85 200 1.19 2.98 x 10-2 1.54 x 105 

 

 

200 ps 
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Tab.4.4. State-of-the-art of optical delay lines [65] with optical resonators [35, 45, 46, 49, 50, 53, 

 54]. 

 

 

 

4.3.3 Chirped waveform generator 

 

In order to ensure a good range resolution of the SAR systems, as previously 

mentioned into the Paragraph 4.1, the microwave pulse compression is a commonly 

used approach. A linearly chirped microwave waveform generator with a time-

bandwidth product (TBWP) in the order of 102 or 103 ensure the enhancement of 

the resrange according to Eq. (4.2).  

In satellites currently in orbit, the chirped signal is generated by a Voltage-

Controlled Oscillator (VCO) or a Digital signal Processing (DSP), based on digital 

synthesizers or field programmable gate arrays (FPGAs). A DSP system consists of 

a digital section with an Analog to Digital Converter (ADC), that generate the 

chirped signal into the base-band, and an up-converter, that shifts the signal to the 

desired frequencies. Digital synthesizer uses the DSP to make the chirped signal, 

 Δτ τmax BW 
Delay 

loss 
tswitch FOM Tuning 

 [ps] [ps] [GHz] [dB/ps] [ns] [ps/mm2]  

PhCW  

[45] 
54 90 0.37 0.17 - 9.00x102 TO 

RR+MZI  

[46] 
1280 1280 59 0.01 > 13x103 44.5 TO 

CROW  

[49] 
800 800 6.25 0.01 - 1.14x102 TO 

SCISSORS 

[50] 
345 ~380 10.5 0.06 > 5.9x103 7.33x104 TO 

CROWs –

SCISSORs 

[53] 

~200 ~250 - - 0.12 ~2.00x103 EO 

Stacked–

RRs [54] 
230 360 > 1 0.1 2 1.44x105 EO 

Stacked-

RRs+spirals 

[35] 

690 920 > 1 0.03 < 2 1.66x102 EO 

Proposed 

optical 

delay line 

200 274 1.19 0.03 < 8 1.54x105 EO 
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with low noise and high accuracy, while, the FPGA exploits algorithms of digital 

processing for the chirped signal generation, allowing also to realize chip-scaled 

system with digital generators and filters placed on the same chip.  

Chirped generator based on DSP shows a TBWP in the order of 1000, with 

a resolution more than 12 bit [78]. Although, recently a great research effort has 

been focused on the development of DSP – based generator without up-converter, 

the limited speed and bandwidth of the electronics limit the achieved central 

frequency and the generator bandwidth of the electronic chirped generator at few 

gigahertz, not compliant to the requirements for SAR applications [79]. The 

photonic-assisted chirped generation, on the other hand, has demonstrated a wide 

range frequency tunability and low phase noise, in addition to large values of 

TBWP.  

During the last decades, several techniques of photonic-based chirped 

generation have been reported in literature, including the spectral shaping and 

frequency-to-time mapping (SS-FTT), self-heterodyne, optically injected 

semiconductor laser or the combination of a frequency-tunable optoelectronic 

oscillator (OEO) and a recirculating phase modulation loop (RPML) [80-83].  

The SS-FTT method is based on an optical spectral shaper, made by a 

Sagnac loop, a Fourier transform pulse shaper and a fiber Bragg gratings, and a 

dispersive medium, to convert the shaped pulse into a time domain [80]. Although 

this approach is very simple to make, it shows values of TBWP in the order of tens, 

at central frequency larger than 20 GHz.  

The self-heterodyne approach provides the chirped signal by beating the 

sweeping optical signal with a continuous wave light. The frequency-modulated 

optical pulse generated by a distributed feedback laser (DFB) is sent to an 

interferometer, as Mach-Zehnder [81], that generates two time-delayed replicas of 

the input signal. The chirped signal results by the beating of the two replicas. A 

TBWP of 4200 and a bandwidth of 4.2 GHz have been experimentally 

demonstrated [81]. Although the aforementioned performance, with a good 

tunability of the central frequency and the bandwidth, are compliant with SAR 

requirements, the use of a noncoherent light source involves a large phase noise of 

the chirped signal. The injected laser – based chirp generator is based on an 
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optically injected modulated laser [82] or a single monolithically integrated 

amplified feedback laser [83], exploiting the period-one dynamics or the dual-mode 

state, respectively. The optically injected modulator laser-based architecture suffers 

of a large volume, due to the use of discrete components, although with large values 

of TBWP, while, a monolithically approach ensures a very large TBWP (e.g. 5.159 

× 105) with a bandwidth more than 5 GHz, in a compact size [83].   

An innovative approach has been proposed, for the first time, in [84], to 

obtain a large TBWP with low phase noise of the generated chirped signal. In this 

system, the optoelectronic oscillator (OEO) and the recirculating phase modulation 

loop (RPML) are the key building blocks. The continuous wave, generated by a 

laser source, is split by a power splitter (PS). One replica is handled by the OEO to 

generate a high purity microwave signal, while, the other one is intensity modulated 

by a Mach-Zehnder interferometer, driven by a rectangular switching signal. Then, 

the chirp-free signal, at the MZI output, feeds the RPML, where the signal 

experiences multiple phase modulations, increasing its chirp rate. By beating the 

OEO and RPML outputs at a high-speed photodetector (PD), a linearly chirped 

microwave waveform (LCMW) is generated. In terms of phase noise, the 

performance of the chirped generator is strictly affected by the optoelectronic 

oscillator one.  

As reported into the Chapter 3, the key element into the OEO is the notch 

photonic filter, whose Q-factor influences the oscillating signal purity.  

 

 
Fig.4.14. Design scheme of linearly chirped microwave waveform (LCMW) generator, (PS: power 

splitter, MZI: Mach-Zehnder modulator, PC: power combiner, OA: optical amplifier, PM: 

phase modulator, SW: switch, PD: photodiode, RR: ring resonator, RF A: electric 

amplifier, RPML: recirculating phase modulation loop, OEO: optoelectronic oscillator, 

PBF: pass-band filter). Optical connections are in green, electrical ones are in blue. 
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A phase shifter fiber Bragg grating has been used in [84] as optical notch 

filter, with a Q-factor of about 1000, and then, a noise of -130 dBm/Hz, at the 

expense of a bulky configuration.  

An innovative photonic chirped generator (see Fig. 4.14), based on an ultra-

high Q-factor silicon nitride-based ring resonator, has been designed with high 

spectral purity and high chip rate in a small footprint, exploiting the combination of 

OEO and RPML [21-22, 85-86]. In order to demonstrate the principle of operation 

of the proposed linear chirped generator, bulky devices currently on the market have 

been taken into account for the circuit simulations, carried out by using the licensed 

software Optisystem by OptiWave Photonic Software. This choice does not affect 

the possibility to deploy the entire circuit on a single chip by using a hybrid 

integration approach. In the following paragraphs, the design of the OEO and 

RPML is discussed, reporting also the simulated performance of the chirped 

generator. 

 

 

4.3.3.1  Optoelectronic Oscillator 

For most Space applications, the OEO should generate an output signal with 

a power of about 10 dBm, a phase noise as low as possible (< -100 dBc/Hz at 10 

kHz from the carrier) and operate at high frequency (e.g. Ka- or X- band) [87]. Two 

different configurations of the OEO have been explored, according to the 

modulation approach. In particular, a phase or an intensity modulation could be 

used into the OEO scheme, by using a phase modulator (Fig. 4.15(a)) or a Mach-

Zehnder interferometer (Fig. 4.15(b)), respectively. The latter one has been widely 

discussed into the Chapter 3. 

As shown in Fig. 4.15(a), the input signal from the laser is phase modulated 

by a phase modulator (PM). The modulated signal is filtered by the ring resonator 

(RR) and electro-optical converted by a photodiode (PD). Its output is RF 

amplified, if necessary, filtered by a pass band filter (PBF), and then, drives the PM. 

The 50:50 power splitter (PS) have been inserted into the closed loop in order to 

plot the feedback signal on a spectrum analyser.  
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(a) (b) 

Fig. 4.15. OEO based on a phase (a) or intensity (b) modulation approach (PS: power splitter, MZI: 

Mach-Zehnder modulator, PM: phase modulator, PD: photodiode, RR: ring resonator, A: 

electric amplifier, PBF: pass-band filter). Optical connections are in green, electrical ones 

are in blue [22]. 

 

After a brief transient, the positive feedback loop generates a sinusoidal 

signal with high spectral purity. The filtering window of the ring resonator affects 

the frequency of the sinusoidal output signal.  

For the simulations, the frequency of the laser input signal has been tuned 

to generate an output signal frequency into the Ka-band (about 40 GHz). Further 

details of the OEO operation are reported into the Chapter 3. In contrast to the chip-

scaled OEO reported in Chapter 3, the oscillator for LCMW generator has been 

designed by using bulky commercial devices.  

For the OEO simulations, the NP Photonics Rock ULTRA Module 1.55 µm 

laser, with a linewidth < 700 Hz, a RIN value of -155 dB/Hz and an output power 

in the range 1 – 80 mW [88], has been used as optical source. The PM and PD used 

are the iXblue MPZ-LN [89] and Newport 104 [90], both able to operate at about 

40 GHz. Furthermore, several RF amplifiers of the company SAGE millimeter have 

been explored. 

In order to improve the spectral purity of the sinusoidal signal, the carrier 

suppression of the optical signal is required. Thus, the phase deviation of the phase 

modulator should be designed to maximize the first sideband and suppress the 

contribution of the optical carrier. The proper phase deviation φm of the PM has 

been calculated by using the Bessel functions [91]. In fact, the amplitude of the 

modulated signal could be expressed as:  

 E(t)= exp[i∙m∙ cos (ω
m

t)] = ∑ inJn(m)exp(inωmt)

∞

n=-∞

 (4.12) 

where m is the modulation index, ωm is the angular frequency of the modulating 

signal, Jn(m) is the Bessel function of the first kind with order n. The modulation 
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index m is strictly related to the amplitude of the modulating signal Vs and the half-

wave voltage of the modulator Vπ: 

  m= (
Vs

Vπ
) ∙π  (4.13) 

The intensity of the phase modulator output signal I is: 

 I≈2I0[1+J0(2φ
m

)+2J1(2φ
m

) cos ωmt] (4.14) 

For the carrier suppression, the maximum value of the first kind Bessel function has 

been derived by Eq. (4.14): 

J1(2φ
m

)=0.5819°              (4.15) 

Then, 

2φ
m

=1.8412 rad  (4.16) 

φ
m

=52.7465°  (4.17) 

Furthermore, the optical output power of the laser and the RF amplifier gain 

have been designed, to comply the requirement of a signal output power of 10 dBm. 

About the photonic notch filter, as shown into the Chapter 2, a Q-factor into the 

range 1 x 109 – 1 x 1010, with an extinction ratio (ER) of about 8 dB, could be 

obtained by properly designing the radius of the ring resonator and the bus-ring gap. 

Fig. 4.16 shows the phase noise trend, calculated at 10 kHz from the carrier at 40 

GHz, for several values of ring resonator Q-factor, and laser output powers Plaser 

equal to 25 mW (blue curve) and 40 mW (red curve). For each value of Plaser, the 

RF amplifier has been chosen to obtain a value of the oscillating signal of about 10 

dBm. In particular, an electric amplifier with a gain equal to 25 dB (noise figure = 

3.5 dB) (SAGE millimeter SBL-3634632535) [92] and 20 dB (noise figure of 3 dB) 

(SAGE millimeter SBL-2634032030) [93] has been considered for an output laser 

power of 25 mW and 40 mW, respectively. As clearly shown in Fig. 4.16, an 

increase of the laser power involves a performance enhancement in terms of phase 

noise, requiring, also, a lower amplifier gain, and then, a better noise figure. 

Obviously, an increase of the Q-factor involves an improvement of the phase noise. 

In order to choose the best OEO configuration for the LCMW generation, 

the intensity modulation approach, widely discussed into the Chapter 3, has been 

explored and compared to the phase modulation one, in terms of the signal output 

power and phase noise. The results of the comparison are reported into the Fig. 
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4.17, considering in both configurations a laser output power of 40 mW and an 

amplifier gain of 20 dB. An output power of the output signal of 3.9 dBm and 12.1 

dBm has been simulated for the configuration with PM and MZI, respectively. 

Thus, besides a higher phase noise, the OEO with MZI shows a lower signal output 

power. This behavior causes the need of a higher gain of the RF amplifier, with a 

relative worsening of the phase noise. Then, the configuration with the PM seems 

to be the most performable. 

As shown in Fig. 4.15, to further improve the phase noise value, a RF filter 

could be inserted after the RF amplifier. The RF filter selected is an MMW-

FilterFerrite-FIB Millitech bandpass filter [94], characterized by a bandwidth of 2 

GHz, an insertion loss of 1.4 dB and an attenuation factor of about 50 dB.  

 

Fig.4.16. Phase noise trend of LCMW (output power ≈ 10 dBm) vs ring resonator Q-factor, for Plaser 

equal to 25 mW(blue) and 40 mW(red).  

 

 
Fig. 4.17. Phase noise trend vs ring resonator Q-factor, for OEO configurations with PM (blue curve) 

and MZI (red curve). 

 I 
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(a) (b) 

Fig. 4.18. Output power of the OEO output signal for the configuration with (a) and without (b) the 

RF amplifier into the feedback loop. 

 

The output signal spectra for the OEO configuration with and without the 

RF amplifier are reported in Fig. 4.18. A configuration with Plaser equal to 40 mW 

and an amplifier gain of 20 dB (noise figure = 3 dB) has been simulated. As shown 

in Fig. 4.18(a), the RF filter makes the spectrum more accurate, and therefore, a 

lower phase noise respect to Fig. 4.18(b), though, with a lower output power value 

at 40 GHz (≈ 11 dBm for (a) and ≈ -3 for (b)). 

Aiming to obtain a phase noise at least equal to -110 dBc/Hz and an output 

power of 10 dBm, the configuration with the RF filter has been selected as 

optoelectronic oscillator. To increase the value of the signal output power and phase 

noise, Plaser equal to 40 mW, with a RF amplifier gain of 35 dB (SAGE millimeter 

SBL-4034533540)  [95],  and 80 mW, with a RF amplifier  gain of 30 dB (SAGE 

millimeter SBB-1834033022) [96] have been considered (see Fig. 4.19).   

A minimum phase noise of about -113 dBc/Hz with a signal output power 

of about 11 dBm have been simulated for the case Plaser = 40 mW. Instead, the case 

with Plaser = 80 mW shows a signal output power and a phase noise of 13.8 dBm 

and -119.2 dBc/Hz, respectively. Thus, the latter case has been chosen as final 

configuration of the designed OEO section. 
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Fig. 4.19. Phase noise trend of OEO with PM and PBF vs ring resonator Q-factor, for Plaser = 40 

mW (red curve) – 80 mW (blue curve). 

 

 

 

4.3.3.2 Recirculating Phase Modulation Loop 

Another key building block of the proposed LCMW generator is the RPML 

(see Fig. 4.14). The RPML block is the one responsible for the formation of the 

linear frequency modulation of the optical signal [84]. The signal emitted by the 

laser is amplitude modulated by an MZI driven by an electrical signal with a period 

T, and then phase modulated several times to increase the bandwidth. The electric 

field at the PM input could be expressed as: 

Ein,PM=Einexp(i2πf
c
t) (4.18) 

where fc (= 1/ T) and Ein are the frequency and the amplitude of the input optical 

signal, respectively. To obtain a linearly frequency modulated signal, a parabolic 

electric signal, expressed as Kt2+1, drives the PM. Then, at the PM output, the field 

is equal to: 

Eout,PM=Ein∙exp [i[(2πf
c
t+∆ϕ(Kt2+1)]] (4.19) 

where ∆ϕ is a characteristic parameter of the phase modulator, called as modulation 

depth, equal to: 

 ∆ϕ=
πVp-p

2Vπ
  (4.20) 

where Vpp is the peak-to-peak voltage of the driven signal. 

Thus, the instant frequency at the PM output corresponds to: 
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f
ist

=
∂[2πf

c
t+∆ϕ(Kt2+1)]

∂t
=2πf

c
+(2K∆ϕ)t  (4.21) 

The Eq. (4.21) shows a linear relationship between the frequency and the time. Each 

time the optical pulse recirculates in the RPML and it is again modulated by the 

PM, with a band enlargement equal to: 

∆f=
∆ϕ

T0

 (4.22) 

The expression of the main merit figure for linearly modulated frequency 

waveforms, the Time-Bandwidth Product is given by [84]: 

TBWP=
2N∙Vp-p

Vπ
  (4.23) 

For the RPML simulations, the signal reported in Fig. 4.20 (a) and (b) are 

used as driven signal of the MZI and PM, respectively. As shown in Fig. 4.20 (b), 

a parabolic signal is used in order to obtain a linearly chirped microwave waveform. 

For both signals, a period T equal to 15 ns has been assumed.  

The number of phase modulation cycles has been set, aiming to maximize 

the TBWP and generate a linear frequency modulated signal.  

Although an enhancement of the TBWP requires an increase of the cycles 

number, a high value results in a distortion of the linear frequency modulated signal. 

Thus, the optimal number of cycles is 16. Since Vpp=Vπ=6V for the iXBlue MPZ-

LN Phase modulator [89], a TBWP equal to 32 has been calculated by Eq. (4.23). 

To further improve the TBWP, a decrease/increase of Vpp/Vπ is required, fixing the 

number of cycles. Unfortunately, PMs with higher/smaller value of Vpp/Vπ are not 

currently on the market. 

 

 

4.3.3.3 Performance of LCMW generator 

For the LCMW generation, the beating of the OEO and RPML signals at the 

photodiode give rise to a linearly chirped modulated frequency signal with very low 

phase noise. The amplitude of the LCMW could be expressed as: 

 i(t)= {cos [2πf
osc

t+
N∙πVp-p

Vπ
(-

t2

𝑇2
+1)]  |t|≤T

0

    (4.24) 
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(a) (b) 

Fig.4.20. Driven signal of the MZI (a) and PM (b) into the RPML, with a period of 15 ns. 

 

 

  

(a) (b) 

Fig. 4.21. (a) LCMW amplitude for RPML configuration with PM driven by a parabolic waveform 

(see Fig. 4.20(b)); (b) Zoom on a single period of the LCMW. 

 

The performance of the LCMW generator, based on the OEO and RPML 

designed, has shown in Fig. 4.21. For the simulations, a PhCRR with a Q-factor of 

109, and ER of about 8 dB has been used.  

Fig.4.21 shows a periodic linearly chirped waveform, and its zoom is 

reported in Fig. 4.21(b), where a TBWP of 32, with a phase noise of about -116 

dBc/Hz, has been calculated. 

To further improve the TBWP value, not changing the ratio Vpp/Vπ, the 

engineering of the PM driven waveform is required. As example, a N-times stepped 

parabolic waveform [97] has been used. In Fig. 4.22, a 10 – times stepped parabolic 

waveform is reported.  
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Fig.4.22. 10-times stepped parabolic waveform. 

 

 

Fig.4.23. LCMW amplitude for RPML configuration with PM driven by a 10-times stepped 

parabolic waveform (see Fig. 4.22). 

 

For this case, a TBWP of about 320 has been calculated, as shown in Fig. 4.23. In 

short, a TBWP of the order of thousands could be obtained by using complex 

waveforms to drive the PM into the RPML. 

 

 

4.4 Conclusions 

This Chapter is focused on the SAR systems for the Earth Observation. After 

highlighting the advantages of a photonic approach respect to the electronic one, 

the photonic-based SAR sub-systems have been discussed, e.g. analog-to-digital 

converters, beamforming and chirped signal generator. In particular, an optical 
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delay line with a tuning range of 200 ps, and then, an antenna steering angle of 

about ±15°, have been proposed, useful for beamsteering/beamforming in X-band. 

The delay line provides a flat bandwidth BW = 1.19 GHz, together with low value 

of delay loss 0.03 dB/ps and very small footprint (A ~1.3 x 10−3 mm2). The 

integration of a graphene capacitor enables the electro-optic continuously tuning, 

fast switching time (tswitch < 8 ns) and very high-power efficiency (Peff = 0.0006 

mW/ps). Such high performance of the proposed resonant optical delay line is 

confirmed by the highest value of the figure of merit FOM = 1.54 x 105 ps/mm2 , 

which represents an improvement of the state-of-the-art of integrated optical delay 

lines, together with very low delay loss, high power efficiency and short time 

switching values. 

Furthermore, the microwave pulse compression has been investigated useful 

to improve the range resolution of SAR systems. In this context, an innovative 

architecture of a chirped generator has been reported. It is based on the ultra-high 

Q-factor ring resonator, based on a 1D photonic crystal waveguide, and bulky 

devices available in the market. By engineering the generator sections, e.g. RPML 

and OEO, a TBWP of 320 with phase noise of about -116 dBc/Hz has been 

simulated. 
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Conclusions 

 

 

 

5.1 Summary of accomplishments 

The thesis is focused on the demonstration of the potentiality of a photonic 

approach in the field of Space applications.  

For the attitude and orbit control sub-system, the investigation of ultra-

high Q ring resonator as sensitive element of an angular rate sensor, theoretically 

demonstrates the feasibility of a gyro on chip having a resolution less than 0.5  

°/hr. The rate sensor exploits a Si3N4 based ring resonator with a quality factor 

exceeding 1,000,000,000. A so high Q-factor value has been achieved by 

integrating along the ring resonator optical path, a top grating, exploiting the slow 

light effect, forming the so-called photonic crystal ring resonator (PhCRR). 

Furthermore, the use of an ultra-low loss technology platform, as silicon nitride 

that exhibits waveguide loss value in the order of dB/m, assists to reach so high 

performance, providing also the capability to integrate all gyroscope devices in a 

single chip. The electromagnetic simulations aiming at the transmission spectra 

detection at the PhC band-edge has been performed by a self-made accurate 

mathematical model based on the coupled-mode theory. It results accurate, taking 

into account the waveguide curvature and the refractive index dispersion, and 

faster respect to the conventional well-known numerical approaches, e.g. 3D 

FEM, FDTD, SMT, Time Domain Equations.  

The performance of the designed PhCRR results suitable for other Space 

applications. In the context of next generation telecom payload, the PhCRR has 

been designed as key building block of Ka-band optoelectronic oscillator. The 

theoretical analysis of the oscillator performance has been carried out, 
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demonstrating a remarkable improvement respect to the state of the art. 

Furthermore, the use of the PhCRR as key element of a microwave filter has been 

investigated. An accurate notch filter design has been carried out, aiming to obtain 

a Gaussian filtering shape continuously tuneable, according to the after-launch 

satellite reconfigurability requirement. The device has been studied by using a 2D 

FEM approach and a home-made mathematical model, based on the transmission 

matrices. 

A fully photonics architecture of Synthetic Aperture Radar systems for 

Earth observation has been investigated, including the linearly chirped microwave 

generation and beamforming/beamsteering network.  

The performance of the linearly chirped microwave generator, based on 

the designed PhCRR and electronic devices currently in the market, have been 

simulated by using the OptiSystem software.  

To ensure a high-resolution of the SAR system, an optical delay line, 

useful for beamsteering application, has been designed. It is based on a graphene-

pattern on a silicon waveguide. A mathematical model, based on the transmission 

matrix approach of the electromagnetic behaviour of both the graphene layers and 

the 1D-PhC structure, has been developed. 

 

 

5.2 Critical issues 

Main critical point of the PhCRR designed in thesis work regards the 

feasibility of its very accurate manufacture. Although the design has been carried 

out considering the constraints, i.e. e-beam resolution, the manufacturing of many 

periods along a circular path requires a very high fabrication effort. The insertion 

of defects inside the PhC, due to potential manufacturing issues, could affect the 

PhCRR behaviour, resulting in a performance worsening. Furthermore, although 

the grating losses have been supposed five (Chapter 2) and ten (Chapter 3) times 

larger than waveguide ones, not-optimized fabrication steps could involve very 

large value of grating losses, in the order of hundreds of dB/m, strongly affecting 

the PhCRR performance. 
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The direct measurement of a so ultra-high Q-factor requires a laser with an 

ultra-narrow linewidth (< 1kHz) and a high level of frequency stability, top 

quality into the worldwide market. Such lasers are not available in many 

laboratories. Recently, a nonlinear ring-down technique has been proposed in 

order to overcome the direct measurements limitations. It is based on a fast laser 

frequency sweeping across the resonance line. A part of light is detected by the 

resonance mode during the sweep and is reemitted in the direction of the 

detection, where interferes with the laser light, generating beatnote signals.  

 

5.3 Future work 

Prototypes of the designed devices, operating into the Space environment, 

may be the topic of the future experimental work. The proper operation of the 

proposed devices should be tested into the lab and in a harsh environment, as 

Space, aiming to reach a very high technology readiness level. 

The fabrication of a photonic integrated circuit for angular rate sensing 

designed in this thesis and optimization of its performance is a short-term 

development of the research work reported here. To achieve this objective, 

techniques for hybrid integration of active and passive devices have to be 

experimentally investigated and improved.  

The exploitment of the photonic benefits on new applications into the 

Space field is a medium-term target, as example, for the health monitoring of the 

astronauts during the Space missions. 
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Appendix A 

 

 

 

Gyro performance parameters 

 

 

 

 

The gyro technologies could be compared on basis of cost, power 

consumption, reliability, weight, volume, thermal stability, immunity to external 

disturbance [1-2]. 

The gyro performance parameters can be defined, such as scale factor, bias, 

input and output range, full range, resolution, dynamic range and dead band [3-4], 

from the gyroscope static input-output characteristic, as shown in Figure A.1.    

Gyro scale factor is defined as the ratio between the change of the sensor 

output and the relevant angular velocity, evaluated as the slope of the straight line 

that can be obtained by linear fitting input-output data.  

Bias is the average, over a certain time, of the gyro output when the device 

is not subject to rotation (expressed in °/h or °/s).  

Input range is the range of input values within the angular velocity is 

measured. The difference between the extreme values of the input range is called 

full range. 

Output range is the product of input range and scale factor.  

Minimal detectable angular rate or resolution is the minimum angular 

velocity that can be detected (expressed in °/h or °/s). The ratio between full range 

and resolution is called dynamic range.  

The dead band is a range of input values where the output is less than 10% of 

expected one. 

The main noise contributions in a gyroscope are the quantization noise, the 

bias instability, and the Angle Random Walk (ARW). 
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Fig. A.1. Gyroscope input-output static characteristic. 

 

The bias instability and the ARW strictly depend on the gyro operating 

principle, while, the quantization noise is mainly due to analog-to-digital 

conversion of gyro output signal.  

The ARW describes the average deviation of the rotation signal that will 

occur when the signal is integrated. The standard deviation of the noise observed in 

angle estimation is equal to: 

σrw=WARW√t       (A.1) 

where WARW is the angle random walk coefficient, usually called simply ARW 

(expressed in °/√h or °/√s). 

Bias instability or drift is the peak-to-peak amplitude of the bias long term 

drift (expressed in °/s or °/h). 

As shown in Fig. A.2, the bias drift evaluates the peak to-peak boundaries of 

the long-term variations of the mean value of the output signal, in contrast to the 

ARW that measures the white noise term. 

Low values of ARW are crucial for fast response stabilization and control, 

while, the bias drift is a fundamental parameter mainly for navigation.  
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Fig. A.2. Typical output of a gyro at rest. 
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Appendix B 

 

 

 

Sagnac effect 

 

 

 

 

The operating principle of all optical gyros is based on the Sagnac effect [1], 

according to which a phase shift Δφ, between two optical signals propagating in 

opposite directions (clockwise (CW) and counter-clockwise (CCW) directions) 

within a ring interferometer rotating along an axis perpendicular to the ring, or a 

frequency shift, between two resonant modes propagating in opposite CW and 

CCW directions within an optical cavity rotating around an axis perpendicular to it, 

are generated.  

A simple cinematic approach can be used to derive analytic expression of 

rotation induced phase shift between CW and CCW beams [2]. As shown in Fig. 

B.1, a circular ring interferometer is considered. Laser light comes into the 

interferometer at point A and the CW and CCW propagating signals are generated 

by a beam splitter. When the interferometer is at rest with respect to a motionless 

inertial frame of references, the optical path lengths of the two optical signals 

propagating are equal, and their speed is equal to c (c is light speed in the free 

space). After a round-trip both waves come back into the beam splitter after a time 

interval τ equal to:  

τ=
2πR

c
 

(B.1) 

where R is ring interferometer radius.  
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Fig. B.1. Sagnac ring interferometer. 

 

In case of rotation of the ring interferometer with an angular rate Ω with 

respect to an observer which is in a motionless inertial frame of reference around 

an axis through the loop centre and perpendicular to the circular path plane, the 

beam splitter located in A in stationary condition has moved during the time interval 

τ through a length Δl=ΩRτ. 

Since CW is co-directional with Ω according to the Fig. B.1, CW beam 

experiences a path length LCW slightly greater than 2𝜋𝑅 in order to reach the point 

A, while, CCW beam experiences a path length LCCW slightly less than 2𝜋𝑅 during 

one round trip. The difference between optical paths of CW and CCW waves could 

be expressed as: 

ΔL=LCW-LCCW=2∙Δl=2∙Ω∙R∙τ=
4π∙Ω∙R2

c
 (B.2) 

Since CW and CCW waves propagate at the same speed,  the CCW wave 

reaches the beam splitter located in A before than CW waves. Thus, the delay Δt 

and the relevant phase shift Δφ, induced by the rotation, between the two optical 

signals are equal to: 

Δt=
ΔL

c
=
4π∙Ω∙R2

c2
 (B.3) 

Δϕ=Δt∙ω=
4π∙ω∙Ω∙R2

c2
=
8π2∙R2

c∙λ
Ω (B.4) 
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where λ is the optical signals wavelength and ω is the optical signals angular 

frequency. Eq. (B.4) is valid for one loop circular interferometer. If CW and CCW 

beams optical paths travel k circular loops, phase shift Δφ is equal to: 

Δϕ=
8π2∙R2

c∙λ
∙k∙Ω (B.5) 

The time delay expression reported in Eq. (B.3) can be also derived in the 

framework of special relativity [3]. The mathematical approach just outlined has 

concerned the propagation of optical beams in vacuum. For a general purpose, now 

a similar interferometer based on a dielectric medium having a refractive index 

equal to n is considered. While the interferometer is at rest, light travels at the speed 

c/n in both directions with a propagation round-trip time of n∙τ.  

If the interferometer is rotating, the beam splitter located in A has moved 

through a length n∙Δl in the propagation time n∙τ. So, the optical path length of CW 

wave in one round-trip is equal to: 

LCW
* =2πR+nΔl=2πR+

2π∙n∙Ω∙R2

c
 (B.6) 

whereas the optical path length of CCW wave in one round trip is given by: 

LCCW
* =2πR-nΔl=2πR-

2π∙n∙Ω∙R2

c
 (B.7) 

Furhtermore, the speed of CW wave is equal to: 

vCW=
c

n
+α∙Ω∙R (B.8) 

and the speed of CCW wave is equal to: 

vCCW=
c

n
-α∙Ω∙R (B.9) 

where α is the Fresnel-Fizeau drag coefficient, which is equal to [4]: 

α=1-n-2 (B.10) 

The additive terms in light speed expressions reported in Eqs. (B.8) and 

(B.9) are due to the drag of light propagating in a uniformly moving medium [5]. 

The CW and CCW waves reach the point A in different instants, with a  

delay Δt* equal to: 

Δt*=
LCW
*

vCW
-
LCCW
*

vCCW
=
2πR+

2π∙n∙Ω∙R2

c
c
n
+α∙Ω∙R

-
2πR-

2πn∙Ω∙R2

c
c
n
-α∙Ω∙R

 (B.11) 
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Rearranging Eq. (B.11) and supposing that 
𝑐2

𝑛2 >> 𝛼𝛺2𝑅2, Δt* becomes: 

Δt*≅
4π∙R2∙n2∙Ω∙(1-α)

c2
=
4π∙R2∙Ω

c2
 (B.12) 

Comparing Eqs. (B.12) and (B.3), it is evident that Δt=Δt*, then, the phase 

shift induced by rotation is equal either when the optical propagation takes place in 

a homogeneous medium with refractive index equal to n and when optical 

propagation takes place in vacuum or when. The same result has been demonstrated 

by using a more rigorous relativistic electrodynamic approach [6], that requires the 

derivation of the equation describing the optical propagation in a rotating frame and 

the application of a perturbation method to calculate the rotation induced phase shift 

[6].  

As previously reported, the rotation induces a frequency difference between 

two counter-propagating resonant modes excited in an optical ring cavity. In 

particular, an optical resonator supports optical modes whose resonance frequencies 

νq satisfy the following relation: 

q∙c=νq∙L (B.13) 

where q is an integer number and L is the optical path length of resonant modes 

when the ring cavity is at rest. If two qth order counter-propagating resonant modes 

are excited in a ring cavity, their resonance frequencies experience a frequency 

shift, and their resonant frequency are being equal to: 

𝑣𝑞
𝐶𝑊=

q∙c

L+
 (B.14) 

and 

𝑣𝑞
𝐶𝐶𝑊=

q∙c

L-
 (B.15) 

where L+ and L- are the optical path lengths experienced by the two resonant modes. 

The frequency difference Δν between the two qth order resonant modes is 

given by: 

   Δν=vq
CW-vq

CCW=q∙c (
1

L-
-
1

L+
) ≅q∙c

ΔL

L2
 (B.16) 

 The q ∙ c product can be written as: 

q∙c=L∙νq,0 (B.17) 
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where νq,0 is the resonance frequency of the q-th order resonant mode when the 

optical resonator is at rest. Combining Eq. (B.16) and Eq. (B.17), the following 

expression can be obtained: 

Δν=νq,0

ΔL

L
 (B.18) 

Using Eq. (B.2) and Eq. (A.18), Δν can be written as: 

Δν=ν0
2R

c
Ω (B.19) 

where R is the resonator radius. 

For an arbitrary geometry of the optical cavity, frequency difference Δν 

between the two qth order resonant modes is given by [7]: 

Δν=
4∙a∙ν0

p∙c
Ω (B.20) 

where a is the area enclosed by the light path and p is the perimeter of the light path. 
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