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Abstract

In this dissertation, two �uid-structure interaction problems, related to di�er-
ent engineering applications, are analysed. In the �rst linear case, an analytical
but e�ective model is formulated in order to correctly estimate the dynamic re-
sponse of a quartz tuning fork (QTF) device immersed in a �uid environment.
This kind of resonator is widely used for gas sensing applications. In the second
nonlinear case, a numerical model is developed to get the aeroelastic response of
thin cantilever �at plate, with a particular emphasis on the applicability of the
inextensible plate theory to the structural modelling of the problem. Speci�cally,
the main goal is to numerically predict �utter conditions and limit cycle oscilla-
tions (LCO) closer to experimental outcomes, since earlier model that makes use
of Von Kármán thin plate theory overpredicts the LCO amplitude.
In the �rst part, the linear �uid-structure interaction problem is analysed: the
mathematical model concerning the dynamics of the resonator and its interaction
with the surrounding �uid is presented, the experimental setup, used to asses the
model, is described, the theoretical response is �tted on the experimental data
and, �nally, a discussion on how each parameter of the mathematical model can
a�ect the overall system dynamics is provided.
In the second part, where the nonlinear �uid-structure interaction case is studied,
the mathematical model concerning the inextensible plate vibrating in low speed
air�ow is derived, the �utter condition and the limit cycle, in terms of amplitude
and period, are calculated, and a comparison with Von Kármán plate structural
model is provided with needed remarks on the obtained numerical results.
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Introduction

In recent years, the interest in the development of sophisticated engineer-
ing systems based on the �uid-structure interaction has been gaining great mo-
mentum. Basically, �uid-structure interaction (FSI) refers to the interaction
experienced between a �exible structure and the �uid surrounding the struc-
ture [3�5]. This type of interaction is very interesting from the standpoint of
engineering applications including, for example, modelling and design of aircraft
wing structures [5], components of turbomachines [6, 7], design and construc-
tion of bridges [8�10], blood �ow analysis through the arteries [11], scanning of
biological materials and organic coatings [12, 13], gas and liquid sensing applica-
tions [1, 14,15] and so on.
The presence of a �uid can strongly in�uence the dynamic behaviour of a de-
formable elastic body: for example, a static encompassing �uid can modify eigen-
frequencies and relative damping ratios of a vibrating structure, as it happens for
micromechanical oscillators and actuators vibrating in �uid environments [16�19],
or a �owing �uid may exert pressure and/or thermal loads on the structure; these
loads may cause structural deformation whose amplitude is large enough to cause
a change in the �uid �ow itself, which leads to further change in pressure on
the structure. A positive feedback loop process takes place: the �uid �owing
past the air plane wings causes their deformation, which modi�es the air�ow
pattern [5,20]. Fluid-structure interaction can generate not only a change in the
motion of elastic structures but also undesired phenomena, such as fatigue [21,22]
or galloping [5, 23,24], and eventually catastrophic structure failure.
In all this scenarios, the development and application of corresponding analytical
and numerical methodologies have received wide attention over the past decades
and several research studies pertaining to a variety of modelling and computa-
tional techniques, dedicated to explore the underlying physics of the phenomena
related to �uid-structure interaction, have been developed [3, 5, 16,25�29].
In this doctoral dissertation, emphasis is made on two examples of extremely
di�erent �uid-structure interaction problems that are studied and solved with
di�erent methods and techniques. In a �rst linear case, regarding the small am-
plitude oscillation in a quiescent �uid medium of a quartz tuning fork, deployed
in gas sensing applications, the problem is solved by a Green's function based an-
alytical approach. For a second case in the �eld of nonlinear aeroelasticity, where
the main goal is to study the limit cycle oscillations (LCOs) of a thin cantilever
�at plate in low speed air�ow, a specialised mathematical model is developed,
based on a combination of the inextensible thin plate theory and the Vortex Lat-
tice aerodynamic modelling method.
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In the �rst �uid structure-interaction problem, the dynamic response of a tuning
fork device, used in the Quartz-enhanced photoacoustic spectroscopy (QEPAS), is
studied by accounting for the e�ects due to interaction with the surrounding �uid.
QEPAS is a trace gas sensing technique that employs a designed high-quality fac-
tor quartz tuning fork (QTF) as acousto-electric transducer [15,30�40]. The �rst
in-plane skew-symmetric �exural mode of the QTF is excited when weak resonant
sound waves are generated between the QTF prongs. Thus, the performance of a
QEPAS sensor strongly depends on the resonance properties of the QTF, namely
the determination of �exural eigenfrequencies and air damping loss [41, 42].
The problem of forced vibrations of �exible slender structures vibrating in qui-
escent �uid media has recently gained a considerable interest from the research
community in view of potential scienti�c and technological applications, such
as atomic force microscopy [16,43�45], sensors and actuators based on microme-
chanical oscillators [17,18], like the QEPAS device presented in this thesis [30�40],
cooling devices [19,46,47], smart materials [48�51] and so on. Therefore, design,
analysis, and control of these devices rely on the detailed knowledge of dynamical
aspects of the �uid-structure interaction and, speci�cally, on the estimation of the
hydrodynamic actions exerted on the submerged structure by the encompassing
�uid. In this regard, the scienti�c literature is full of interesting contributions
on theoretical, experimental and numerical aspects of hydrodynamic actions be-
tween slender bodies and �uids [12,16,28,29,43,44,52�58].
In this dissertation, a mixed theoretical-experimental framework to study the dy-
namic response of a QTF while vibrating in a �uid environment is presented [1].
Due to the system linearity, the dynamic response of the resonator immersed in
a �uid medium is obtained by employing a Boundary Element formulation [59]
based on an ad hoc calculated Green's function. The boundary element meth-
ods (BEMs) allow to solve linear partial di�erential equations formulated in a
boundary integral form. The BEMs have a great advantage over other numerical
methods, such as �nite element methods (FEMs) or �nite di�erences: they reduce
a bulk problem into a boundary problem, with all the resulting bene�ts in terms
of computational cost. For this reason, boundary element methods are widely
used in many �elds such as �uid mechanics [60, 61], acoustics [62, 63], electro-
magnetism [64,65], fracture mechanics [66,67], contact mechanics [68�70] and so
on. However, BEMs are applicable to linear problems for which Green's function
or fundamental solutions can be analytically or numerically calculated, placing
considerable restrictions on the range and generality of problems to which bound-
ary elements can usefully be applied. Nonlinearities can also be included in the
formulation such as in the Analog Equivalent Method (AEM) [71,72], where the
nonlinear governing equation is replaced by an equivalent nonhomogeneous linear
one with known fundamental solution and under the same boundary conditions
or other advanced techniques.
In particular, in the presented model the QTF structure is described as con-
stituted by a pair of two Euler-Bernoulli cantilevers partially coupled by a dis-
tributed linear spring. With regards to the forces exerted by the �uid on QTF
structure, the so-called complex hydrodynamic function, which gives the hydro-
dynamic actions exerted by the encompassing �uid on the vibrating slender struc-
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ture, has been derived by adopting a novel heuristic approach.
Fluid inertia and viscosity as well as an additional di�usivity term, whose

in�uence is crucial for the correct evaluation of the system response, have been
taken into account in the proposed hydrodynamic function, which needs to be �t-
ted on experimental response [1,14]. Then, following the canonical framework of
BEM, the problem can be expressed with an integral equation between forces and
displacements. By corroborating the theoretical analysis with the experimental
outcomes obtained by means of a vibro-acoustic setup, the dynamics of the QTF
immersed in a �uid environment is fully determined.
In the second �uid-structure interaction problem, the nonlinear aeroelastic re-
sponse of a thin cantilever �at plate is studied. The emphasis is on predicting
�utter conditions (speed and frequency) and Limit Cycle Oscillations (LCOs),
in terms both amplitudes and frequencies. Aeroelastic �utter, de�ned as an un-
stable, self-excited structural oscillation at a de�nite frequency where energy is
extracted from the airstream by the motion of the structure [5], is ubiquitous in
a wide range of engineering �elds, especially in applications which involve �exible
and slender structures like bridges and buildings [8�10] or airplane wings [73,74].
In nonlinear systems, �utter usually leads to a kind of periodic oscillations with
limited or unlimited amplitude, known as Limit Cycle Oscillations (LCOs) that
can lead to fatigue [21, 22] or failure of the structure. Therefore, in applications
that rely on the structural integrity of �exible bodies, �utter phenomenon is a sig-
ni�cant cause for concern due to its role in driving the dynamics of the structure
and eventually in a catastrophic failure of the system. While being detrimental in
a wide range of such applications, �utter is, on the other hand, seen as a possible
method of harvesting energy from naturally occurring �ow �elds [75, 76], such
as tidal currents, due to its ability to extract energy from the surrounding �ow.
Hence, the ability to suppress as well as enhance this �ow-induced motion is a
problem of broad relevance. It is worth pointing out that the �utter instability is
due to an energy exchange between �uid and structure and �utter or LCOs can
never occur without a �uid stream [5]. Thus, over the past decades, numerous
analytical, computational, and experimental works have been proposed in order
to predict �utter speed and LCOs accurately [77�87].
In this thesis, the aeroelastic response of a plate in low speed air�ow is de-
rived using a combination of the linearised continuous time vortex lattice method
(VLM) [78, 79, 86], as aerodynamic model, and the inextensible thin plate the-
ory [91], concerning the structure.
VLM approach has already been demonstrated to yield good predictions of the
instability onset conditions (�utter speed and frequency) [86�88] and to be a good
compromise between accuracy and computational cost for modelling the aerody-
namic loads on slender bodies [83].
The inextensible thin plate theory has been recently developed with the speci�c
goal of capturing the large out-of-plane de�ections of thin plates or wings during
limit cycle oscillations that have been observed in experiments [90]. Indeed this
new theory has been developed with an higher order accuracy on the bending
energy than other nonlinear plate models, such as Von Kármán thin plate the-
ory [92].
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The model is solved for the amplitude and period of the limit cycle of the �at
plate using numerical integration [5]. The resulting predictions are compared to
theoretical predictions obtained using Von Kármán thin plate theory for an iden-
tical �at plate. It is shown that the aeroelastic model predicts the linear �utter
conditions of the plate with reasonable accuracy and the limit cycle amplitude,
calculated from the inextensible plate theory, has a shape of the LCO amplitude
curve very similar to the one obtained during of experimental test on similar
plates [87], contrary to the amplitude predictions of the Von Kármán model.
This striking feature is very encouraging for future experimental and numerical
work. Thus the improved accuracy of inextensible plate theory will not only
yield estimates that are closer to the experimental measurements but will also
shed light on the nature of the nonlinearity present in the wings and the type of
bifurcation that causes the LCOs.
Ultimately, it is worth mentioning that the solution and results of the two �uid-
structure interaction problems analysed in this dissertation, presented, specif-
ically, in parts I and II, have been published, respectively, in A. Campanale,
C. Putignano, S. D. Carolis, P. Patimisco, M. Giglio, L. Soria, A theoretical-
experimental framework for the analysis of the dynamic response of a QEPAS
tuning fork device immersed in a �uid medium, appeared on Mechanical Systems
and Signal Processing, 149, 107298, 2021, doi: 10.1016/j.ymssp.2020.107298 [1]
and in A. Campanale, L. Soria, G. Kerschen, G. Dimitriadis, Modelling the limit
cycle oscillations of �at plate wings using inextensible plate theory and the vortex
lattice method, presented at the International Conference on Noise and Vibration
Engineering ISMA 2020 [2].
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Part I

FSI linear problem:

QEPAS tuning fork device

immersed in a �uid medium
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Chapter I.1

Introduction

The sensitive and selective detection of trace gas concentrations has found
widespread applications [15], and includes several �elds, such as environmental
monitoring [93], industrial process control [94], rural and urban emission stud-
ies [95], chemical analysis and control of manufacturing processes [96]. Numerous
analytical instruments based on optical and non-optical techniques have been
developed with the aim to o�er high sensitivity and selectivity, multicomponent
detection capability, room temperature operation, fast response time, large dy-
namic range, and ease of use [97].
Optical techniques based on tunable laser absorption spectroscopy (TDLAS) for
trace gas sensing are not far from being able to meet these requirements. Among
them, photoacoustic spectroscopy (PAS) has established as a very attractive tech-
nique for sensitive trace gas detection [97]. It is based on the photoacoustic
e�ect [30, 31], i.e. on the generation of sound waves as a consequence of the ab-
sorption of modulated light by a target gas. PAS uses resonant cells to enhance
the acoustic wave and sensitive microphones to detect and transduce it into an
electric signal [32, 33]. Thus, PAS does not require an optical detector and the
detection scheme is wavelength-insensitive.
Since 2002 [34,35], Quartz-Enhanced PAS (QEPAS) has been proposed as a vari-
ant of traditional PAS: the acoustic cells are, in this case, replaced by small quartz
tuning forks (QTFs), acting as sharply resonant acoustic transducers to detect
weak photoacoustic excitation. The employment of a QTF allowed size reduction
of the acoustic detection unit as well as high immunity, during operation, to en-
vironmental noise caused by external excitation sources, owing to the reduction
of the detection bandwidth due to the high quality factor of the QTF resonance.
Therefore, QEPAS technology is competitive with and, in many cases, preferred
to other trace gas sensing methods [36�40].
Looking at its mechanical structure, a QTF can be considered as two cantilevers
(prongs) joined at a common base. The in-plane �exural modes of vibrations of
the QTFs can be classi�ed into two groups: symmetrical modes, where the prongs
moves along the same direction, and anti-symmetrical modes, where the two
prongs oscillate along opposite directions [98,99]. The in-plane anti-symmetrical
modes are the predominant ones when a sound source is positioned between the
prongs, forcing them to move in the opposite directions. In QEPAS sensors, as
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shown in the schematic in Figure 1, the light source is focused between the QTF
prongs and the sound waves produced by the modulated absorption of the gas are
generated between the QTF prongs, forcing them to vibrate anti-symmetrically
back and forth. A schematic of the core of a QEPAS sensor is sketched in Figure
I.1. Thus, in-plane anti-symmetrical modes of the QTF are excited. When these
oscillations occur at one of the resonance frequencies of the QTF, the induced
strain �eld generates surface electric charges due to the quartz piezoelectricity
and the total charge is proportional to the intensity of the sound waves incident
on the QTF prongs. The generated charges are collected using a transimpedance
ampli�er and the measured electrical signal is proportional to the concentration
of absorbing gas species.

Figure I.1: QEPAS principle of operation. A QTF is immersed in a �uid and
laser light is focused between two QTF prongs. Weak sound waves generated by
photoacoustic e�ect de�ect the prong in two opposite directions.

As a consequence, the performance of a QEPAS sensor is strongly determined
by the resonance properties of the QTF, which is fully immersed in the gas sam-
ple. Thus, it is crucial to study the response of the QTF in a �uid medium while
it is vibrating, at the in-plane anti-symmetrical �exural mode. Several theoretical
models describing the main loss mechanisms, namely the air damping [100�102],
support losses [101], [103�105] and thermoelastic damping [106] have been pro-
posed for a single cantilever oscillating in �uid medium or in vacuum. These
models have been applied to a QTF to predict dependence of the quality factor
on the QTF prong geometry, for both the fundamental and �rst overtone �exural
mode [41, 42]. While the trends are well predicted, QTF overall quality factor
values are poorly estimated. Besides, when assuming �xed the base plate and
neglecting the coupling between the two prongs, an excellent estimation of the
in-plane �exural eigenfrequencies can be obtained only as long as the QTF prongs
are slender beams [107]. Conversely, for QTF geometry with squat prongs, ne-
glecting the vibration of the base plate and its coupling e�ect can lead to incorrect
estimation of the eigenfrequencies. For this reason, the e�ect of the base plate,
as vibrating and structural coupling element, has to be considered [108].
In this thesis, a theoretical-experimental model to determine the response of the
QTF vibrating in a �uid medium in a relatively simple and phenomenological
way is proposed. As a consequence, this approach will provide more control on
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the governing parameters of the physical phenomenon: these will be easily rec-
ognized, controlled and optimized, and without using computational-demanding
�uid-structure interaction numerical simulations [3]. Speci�cally, the proposed
model employs a combined analytical-experimental methodology to analyse the
dynamic response of a quartz tuning fork when forced to vibrate to the funda-
mental anti-symmetrical �exural mode, by accounting for the e�ects due to the
interaction with the surrounding �uid. Due to its linearity, the system response
is calculated by using an ad hoc Green's function. The system domain includes
two Euler-Bernoulli beams partially coupled by a distributed linear spring [109],
used to model the plate connecting the two prongs as well as the underlying
part. The drag force exerted by the �uid on the QTF is modelled by the so-
called hydrodynamic function. Such hydrodynamic actions can be resolved into
a mass adding e�ect, given by the real part of the hydrodynamic function, and
a hydrodynamic damping, given by the imaginary part of the hydrodynamic
function [12,16,28,29,43,44,52�58]. Consequently, when compared to in-vacuum
conditions, structures vibrating within a viscous �uid exhibit comparatively lower
resonance frequencies and increased damping [16, 28, 29]. The analytical estima-
tion of the hydrodynamic actions exerted by the encompassing �uid is generally
very challenging due to the complexity of the three dimensional (3D) vibrations,
however mathematically tractable formulations have been proposed based on the
simplifying assumption of small amplitude �exural vibrations of the structure and
the �uid loading can be computed by studying a two dimensional (2D) unsteady
Stokes' �ow described by linearised Navier-Stokes equations, where convective
terms are neglected [4, 110�112]. Following this approach, an exact analytical
expression of the hydrodynamic function for an in�nitely long beam with a cross
section transversally vibrating in a viscous �uid can be derived, see for exam-
ple Ref. [113]. The formulation of an exact analytical solution of the hydrody-
namic function for a beam that is rectangular in cross section poses a formidable
challenge and an exact analytical solution to the problem was proposed by Kan-
wal [114], whose formulation is complicated and requires a huge amount of nu-
merical computations.
A pioneering work in the �eld is the asymptotic investigation proposed by Tuck
[28]. In this work is demonstrated that the hydrodynamic function for a circu-
lar cylinder and an in�nitely thin rectangular beam are approximately identical
and possess the same asymptotic forms in the limits as the frequency (or the
Reynolds number) goes to 0, where the only hydrodynamic action is given by an
in�nitely big viscous term, and in�nity, where the only hydrodynamic action is
given by a constant inertial term. Tuck also proposed a numerical methodology
to adapt the exact hydrodynamic function for a circular beam to the hydrody-
namic function for a rectangular beam. Recently, Sader [16] applied the work by
Tuck to study the frequency response of cantilever beams immersed in viscous
�uids with applications to atomic force microscope (AFM) cantilever beams. In
Ref. [29] is studied the drag exerted by a viscous �uid on a vibrating beam near
a wall and in [52] is exploited the �uctuation-dissipation theorem to capture
the Brownian dynamics of the coupled �uid-cantilever system for AFM applica-
tion, since the micrometric cantilever beam of an AFM is particularly a�ected by
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Brownian noise. Ultimately, of particular interest are also the contributions in
Refs. [12,55,56], where the methodology proposed by Tuck is extended beyond the
range of validity of the linear theory developed and nonlinear phenomena, such as
vortex shedding and convection, are included, in Refs. [57,58], where the coupling
hydrodynamic e�ects between two cantilever beams are investigated, in Ref. [12],
where the contact e�ects between the tip of the AFM beam and the sample in
liquid environments are examined and a lot of theoretical, numerical and exper-
imental literature has been developed, in the past years, in order to study the
hydrodynamic e�ects of slender structure in �uid environments [14,45,115�117].
In this thesis, an analytical hydrodynamic function, heuristically derived, is pro-
posed for the in-plane vibrations of a QEPAS tuning fork device immersed in
a �uid medium [1]. The proposed model taken into account not only for �uid
inertia and viscosity but also for a di�usivity vorticity term [4, 111, 112], tak-
ing inspiration from the so-called "second Stokes' problem" where the motion of
an in�nite plane surface vibrating in its own in a viscous �uid is governed by a
pure di�usive equation. The cruciality of a di�usive term has been demonstrated
in [14] also for out-of-plane vibrations.
Then, as usually done for many applications in solid mechanics [68�70, 118], in
the framework of the Boundary Element Methodology (BEM) [59], the problem is
reduced to the solution of an integral equation between forces and displacements.
Once the theoretical expression of the system response is determined, an ex-
perimental test on a speci�c QTF vibrating in air was performed to �ne tune
the theoretical response. An acoustic stationary random �eld generated by two
speakers has been used to excite the QTF and the resulting forced vibration
time series has been measured and recorded by using a Laser Doppler vibrometer
(LDV), while an electronic microphone has been employed to measure the acous-
tic pressure in a speci�c point close to the QTF.
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Chapter I.2

Mathematical model formulation

I.2.1 Dynamics equations

In this section, the mathematical model describing the in-plane �exural vi-
bration of a quartz tuning fork (QTF) device immersed in a viscous �uid is pre-
sented. The structure is split into four parts, each modelled as a one-dimensional
(1D), linear Euler-Bernoulli beam with a rectangular cross section of thickness h.
The underlying two beams are considered coupled by a set of distributed linear
springs with constant sti�ness per unit length k, as represented in Figure I.2.
Speci�cally, the two interconnected beams, labelled as BL (bottom-left) and BR

Figure I.2: Reduction of the 3D QTF to a 1D Euler-Bernoulli model.

(bottom-right), having width B/2 and length Lb, model the base plate of the
QTF; the beams labelled as TL (top-left) and TR (top-right), with width b and
length Lp, model the two prongs of the tuning fork. Beams BL and TL and beams
BR and TR are, respectively, segments of two cantilevers with length L = Lb+Lp,
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each having a step discontinuity on the cross section. Their dynamics is governed
by the following motion equation

EJ (x)
∂4ui (x, t)

∂x4
+ρA (x)

∂2ui (x, t)

∂t2
+k (x) (ui (x, t)− uj (x, t)) = fi (x, t) (I.1)

where t is the time variable, x is the common coordinate along the beam axes, with
y and z the coordinates along the width and thickness directions, respectively.
Furthermore, ui (x, t) and uj (x, t) indicate the in-plane elastic de�ection of the
i-th and j-th cantilever, respectively, with i, j = 1, 2 and i 6= j; ρ and E are the
mass per unit volume and the Young's modulus of the material of the beams,
respectively. Finally, we have A (x) = Ab−H (x− Lb) (Ab − Ap), with H (x) the
Heaviside unit step function, Ab = hB/2 and Ap = hb the cross-section areas
of the bottom and top segments, respectively, J (x) = Jb −H (x− Lb) (Jb − Jp),
with Jb = h(B/2)3/12 and Jp = hb3/12 the corresponding inertia moments; the
coupling sti�ness k (x) is equal to k (1−H (x− Lb)). The forcing term fi (x, t) is
equal to f exti (x, t)+fFi (x, t), where f exti (x, t) is the overall external force per unit
length acting on the i-th beam, not including the contribution fFi (x, t), exerted
by the encompassing �uid, that is assumed to be Newtonian and incompressible.

The boundary conditions to be taken into account for each cantilever are the
well-known �xed-free boundary conditions, that is ui (0, t) = 0, ∂ui (0, t)/∂x = 0,
∂2ui (L, t)/∂x

2 = 0, ∂3ui (L, t)/∂x
3 = 0.

I.2.2 Fluid-Structure Interaction

Assuming small in-plane de�ections, the �uid response can be considered lin-
ear and the force fFi (x, t) can be evaluated by means of the following Green's
function approach [14]

fFi (x, t) =

∫ t

−∞

∫ L

0

dτdx′GF (x, x′, t− τ)
∂u2

i (x′, τ)

∂τ 2
(I.2)

where the form of GF (x, x′, t) is heuristically derived. Speci�cally, by assuming
L� b and b� h, it is possible to neglect the three-dimensional (3D) phenomena
related to variations of the �ow physics along the beams' axes, as the beams'
cross-sections are assimilated to rigid slender bodies. Thus, the hydrodynamic
loading per unit length can be estimated by studying the two-dimensional (2D)
�ow induced by the small amplitude oscillations of those bodies in the transver-
sal direction [16, 29, 52, 57, 58, 117]. Thus, the �uid response can be modelled as
GF (x, x′, t) = GF (x, t) δ (x− x′), rephrasing accordingly Equation (I.2) as

fFi (x, t) =

∫ t

−∞
dτGF (x, t− τ)

∂u2
i (x, τ)

∂τ 2
(I.3)

In this way, it is possible to study the unsteady Stokes' �ow generated by the
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linear oscillation of an isolated slender body, governed by the following equations

∂W

∂t
= ν∇2W (I.4)

∇ · v = 0 (I.5)

where ∇ and ∇2 are the Nabla and Laplace operators. Equation (I.4) represents
the linearised momentum equation, expressed in form of vorticity W = ∇×v [4],
while Equation (I.5) is the continuity equation, with v and ν the velocity and the
kinematic viscosity of the �uid, respectively.

As the vorticity is governed by a di�usive-like equation, it generates a so-
lution in terms of velocity that exponentially decays from the boundary of the
body toward the interior �uid. The amplitude of this exponential decays allows
the estimation of the thickness hf of the �uid layer, where the �uid behaves as
rotational and the di�usion of the tangential velocity is important. Let us notice
that hf ≈

√
ν/ω, where ω is the characteristic radian frequency of the motion.

Outside of the layer, the term ν∇2W can be neglected and a potential �ow is
established.

Since hf is frequency-dependent, it is very small in the high frequency range,
with the �uid response solely governed by inertial e�ects and, thus, proportional
to the acceleration of the moving body. In this case, the Green's function of
the �uid has to be proportional to the Dirac Delta function δ(t) by means of a
certain inertia coe�cient µ(x). Conversely, at low frequencies, the Eulerian rate
of change ∂W/∂t can be neglected and hf becomes larger than the characteristic
dimensions of the moving body. In this case, the �uid response is expected to be
linearly proportional to the body velocity, implying a form of the �uid Green's
function proportional to a speci�c damping coe�cient c(x). In the mid frequency
range, the e�ects of vorticity di�usion are predominant [4]. Thus, in this latter
case, the �uid Green's function has to come inversely proportional to

√
t, by a

particular di�usive coe�cient α(x).
In conclusion, due to the linearity of the sought �uid response, the overall

force exerted by the �uid on the oscillating body has to be the sum of those three
contributions

GF (x, t) = −c(x)− α(x)√
t
− µ(x)δ(t) t > 0

GF (x, t) = 0 t < 0

(I.6)

Equation (I.6), which satis�es the causality principle, clearly is an heuristic ap-
proximation of the �uid response. Furthermore, the dependence of the three
�uid coe�cients on the spatial abscissa x is negligible in the case of an isolated
cantilever vibrating in an unbounded �uid [14], as in the case considered in the
present study. To estimate the numerical values assumed by the three coe�cients
in our application, the best �t of the experimental response has to be performed.

By substituting Equation (I.6) in Equation (I.3), the following expression of
the exerted �uid force is obtained

fFi (x, t) = −c∂ui (x, t)
∂t

− α
∫ t

−∞
dτ

1√
t− τ

∂u2
i (x, τ)

∂τ 2
− µ∂u

2
i (x, t)

∂t2
(I.7)

15



Equation (I.7) can be transformed from time to Laplace domain with s = iω,
where s the Laplace variable, i =

√
−1, ω = 2πf with f the time frequency, and,

so that, ûi (x, s) =
∫ +∞

0
dt ui (x, t) e−st. Ultimately, it is possible to de�ne

f̂Fi (x, ω) = ω2Γ (ω) ûi (x, ω) (I.8)

where

Γ (ω) = µ+ α

√
π

2
ω−1/2 − i

(
cω−1 + α

√
π

2
ω−1/2

)
(I.9)

is the so-called hydrodynamic function [16,57,58,117], whose real part describes
the �uid added mass, while the imaginary part accounts for the hydrodynamic
damping.

The di�usive-velocity contribution, proportional to the α coe�cient, gives rise
to two identical terms appearing symmetrically in the real and imaginary parts
of Γ (ω), implying that this contribution equally in�uences both the added mass
and the hydrodynamic damping, and, in turn, both the eigenfrequencies and the
quality factors associated to system eigenmodes. The overall mass adding e�ect
can be neglected, as also reported in literature (see Refs. [41,107,119]), in the case
of QEPAS applications, and in Refs. [120,121], in the case of the laterally vibrat-
ing microcantilevers; while a correct estimation of the hydrodynamic damping is
crucial, since the QTF quality factor plays a fundamental role in design and op-
eration of those resonators. Indeed, at atmospheric pressure the �uid damping is
the dominant energy dissipation mechanism [41,42,107] and any form of internal
structural dissipation can be neglected.
Now, it interesting to focus more in detail on the key feature marking the hydro-
dynamic function Γ(ω), that is, the presence of the di�usive velocity term in the
description of the �uid force exerted on the structure. Speci�cally, by account-
ing for this term, it is possible to consider the e�ects of the tangential velocity
di�usion, going from the �uid layer, adhering to the skin of each beam, towards
the interior part of the �uid region. From a physical point of view, this has a
crucial importance as it can be understood by focusing on a very simple model.
Indeed, the case of a Newtonian, incompressible and viscous �uid bounded by an
in�nite plane surface, which executes small oscillation in its own plane, can be
considered. This simple but typical example was originally studied by [110] and
recently reproposed by [4, 111,112].
In particular, the solid surface is placed in the xy-plane, the �uid region coincides
with the half-space for z > 0 , the direction of the surface oscillation is taken in
the y-axis and the time law of the surface velocity is given by an harmonic os-
cillatory motion. In this speci�c case, the motion of the �uid is governed by a
purely 1D di�usive equation [4]

ρ
∂vy
∂t

= η
∂2vy
∂z2

(I.10)

where vy is the �uid velocity in the y-direction and η the dynamic viscosity of
the �uid.
An explicit solution can also be derived of the problem of a �uid set in motion by
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a plane surface moving in its plate according to any law u = u(t). The required
solution is formally identical with that of an analogous problem in theory of ther-
mal conduction, whose calculations are explicitly reported in [4]. In particular,
the shear stress exerted by the �uid on the surface, for this kind of problem, is
given by

σzy = −
√
ηρ

π

∫ t

−∞
dτ

1√
t− τ

∂2u (τ)

∂τ 2
(I.11)

where u is the displacement of the plane surface; this expression is formally iden-
tical to the di�usive term of the Equation (I.7).
Such an in�nite planar surface oscillating in a viscous �uid, �ts perfectly the
conditions of the device under study in this thesis, i.e. the QTF#S15, whose di-
mensions are listed in Table I.1. Indeed, each single prong can be approximated
to a �at plate moving in a viscous �uid. Furthermore, with the regards to the
role of di�usion in Equation (I.9), it is well known in literature that, apart from
the added mass constant, terms depending on ω−1/2 of both real and imaginary
part of Γ (ω) are arguably, in the frequency range of interest, the leading ones in
a series expansion of the hydrodynamic function. This has been demonstrated,
for example, in Ref. [16] for the out-of-plane motion in �uid of a single microcan-
tilever and in Ref. [120,121] for its in-plane motion; a similar scaling e�ect has to
be considered in the case of the hydrodynamic coupling of two microcantilevers,
as shown in Ref [57].
Ultimately, these considerations suggest that it is possible to neglect the contribu-
tion of the viscous term c and obtain a simpli�ed expression of the hydrodynamic
function, as

Γ (ω) = µ+ (1− i)α

√
π

2
ω−1/2 (I.12)

A more detailed analysis on the estimation of the hydrodynamic function's coe�-
cients, on the dominance of the di�usive term, and on the negligible e�ect of mass
adding can be found in section I.4.1, where these considerations are corroborated
by a CFD analysis. Speci�cally, there is shown that cω−1 � α

√
π/2ω and that

the whole real part of Γ (ω) can be neglected when compared to the cantilevers'
mass per unit length, that is µ+ α

√
π/2ω � ρA (x).

I.2.3 Dynamics equations in the frequency domain

By rephrasing the motion equations of the two cantilevers (I.1) in the fre-
quency domain, accounting for Equation (I.8) and adopting a suitable matrix
notation, the following compact description of the QTF dynamics can be obtained

∂4ū (x, ω)

∂x4
+ ¯̄B (x, ω) ū (x, ω) = f̄ ext (x, ω) (I.13)

where ū (x, ω) = {û1 (x, ω) , û2 (x, ω)}T,
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QTF#S15 Dimensions [mm]
Prong Length Lp = 9.4
Base Length Lb = 3.6
Prong Width b = 2
Base Width B = 6
Prong Spacing d = 1.5
QTF Thickness h = 0.25

Table I.1: Dimensions of the QTF#S15 device used in this work, the nomencla-
ture refers to Figure I.2.

f̄ ext (x, ω) = (1/EJ(x))
{
f̂ ext1 (x, ω) , f̂ ext2 (x, ω)

}T

, in which T denotes matrix

transposition, and

¯̄B (x, ω) =

[
B (x, ω) − k(x)

EJ(x)

− k(x)
EJ(x)

B (x, ω)

]
with B (x, ω) = (1/EJ(x)) (−ω2 (ρA (x) + Γ (ω)) + k (x)) ≈

≈ (1/EJ(x))
(
−ω2

(
ρA (x)− iα

√
π/2ω

)
+ k (x)

)
, since, as anticipated, cω−1 �

� α
√
π/2ω and µ+ α

√
π/2ω � ρA (x).

The �uid coupling between the prongs is neglected in the QTF dynamics
modelled by the set of Equations (I.13). In fact, on the one hand, being the
QEPAS technique a gas sensing application, the densities of operated �uids are
at least 3 order of magnitude lower than the density of the QTF material, i.e.
quartz. On the other hand, the prongs' spacing is comparable to the prongs'
width and it is several times larger than the prongs' thickness. With QTF#S15,
investigate in this work, the spacing-to-width ratio is equal to 0.75, while the
spacing-to-thickness ratio is equal to 6 (see Table I.1).

I.2.4 Computation of the linear response

By relying on the linearity of system's Equations (I.13), a Green's function
approach has been adopted to determine the speci�c solution of the problem.
Hence, the system's complex Green's function is calculated, even referred to the
susceptibility function, which is the solution of the so-called fundamental problem
[14]. Speci�cally, a concentrated force of unit impulse is supposed to be applied
to a generic cross-section ξ of the resonator (Figure I.3), that is, to a certain
section ξ of the j-th cantilever, when the other remains unloaded. The output of
the i-th cantilever when the system is subjected to such a loading condition of
this kind [122] is denoted with Gij (x, ξ, ω), as depicted in Figure I.3. Details on
the computation are reported in the next section.

Then, the in-plane elastic de�ection of each cantilever, caused by a generic
load f̄ (x, ω) acting on the system, is calculated by means of the following integral
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equation

ûi (x, ω) =

∫ L

0

dξ Gii (x, ξ, ω) f̂i (ξ, ω) +

∫ L

0

dξ Gij (x, ξ, ω) f̂j (ξ, ω) (I.14)

where i, j = 1, 2 and i 6= j.

Figure I.3: Susceptibility function adopted notation. The susceptibility function
comprises G11 (x, ξ, ω) and G21 (x, ξ, ω) in the case the unit impulse concentrated
force is applied to a generic section ξ of the left cantilever while the right one
remains unloaded (left panel); G12 (x, ξ, ω) and G22 (x, ξ, ω) in the case the load is
exerted on a section ξ of the right cantilever with the left unforced (right panel).

It is worth to observe that the susceptibility function Gij (x, ξ, ω) is function
of the �uid coe�cient α as well as of the coupling sti�ness k, whose numerical
values can be found by tuning the model with experimental outcomes. The ex-
perimental response will be �tted in correspondence to the �rst skew-symmetric
in-plane �exural mode, which is the piezoelectrically active mode of QTFs typi-
cally employed in QEPAS applications. For QTF#S15, it falls at 15.808 kHz. In
Figure I.4, the magnitude and the phase angle of the susceptibility functions of
both cantilevers are reported, evaluated at their tips x = L, while the concen-
trated force is applied to the half-length of the base ξ = Lb/2 of the left cantilever.
It possible to notice that the two prongs vibrate out of phase, as expected in the
case of the �rst skew-symmetric in-plane �exural mode.

In order to calculate the susceptibility functionsGij (x, ξ, ω) accounting for the
system boundary conditions, the solution of the fundamental problem is obtained
in a discrete form (details are reported in the next section).
Then, these susceptibility functions are stored in a matrix form by adopting the
following numerical procedure: (i) discretize the interesting range of frequencies
ωk with Nk points and the spatial abscissas xr and ξs with N points along the
total cantilever length L, thus de�ning the spatial discretizations as ∆x = ∆ξ =
L/(N−1), (ii) apply, for �xed value of ωk, a concentrated load at a generic section
ξs of a single cantilever and compute the quantities Gij (xr, ξs, ωk) for i, j = 1, 2,
by solving the fundamental problem, (iii) repeat the previous step for all the ωk
values included in the chosen frequency range.
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Figure I.4: Magnitudes and phase angles of susceptibility functions
G11 (L,Lb/2, ω) (blue curve) and G21 (L,Lb/2, ω) (red curve) of the two can-
tilevers of QTF#S15, computed by employing as coe�cients
α = 2.341× 10−5 Pa s3/2 and k = 1.7865× 109 Pa.

By following this procedure, the matrices [G]ij for both cantilevers are obtained

[G]ij = [Gij(xr, ξs, ωk)] (I.15)

with i, j = 1, 2, r = 1, ..., N , s = 1, ..., N and k = 1, ..., Nk. It is worth noting
that, for a �xed frequency, a column of the [G]ij matrix represent the in-plane
elastic de�ection of the system when a concentrated load is applied to a generic
section.
Now, the global susceptibility matrix ¯̄G can be de�ned as

¯̄G =

[
[G]11 [G]12

[G]21 [G]22

]
(I.16)

where, due to the symmetry of the problem, [G]11 is equal to [G]22 and [G]12 is
equal to [G]21.
The load vector F̄ and the displacement vector Ū are de�ned as

F̄ =

{
{F}1

{F}2

}
Ū =

{
{U}1

{U}2

}
(I.17)

with {F}i =
{
f̂i(ξs, ωk)∆ξ

}
for i = 1, 2, s = 1, ..., N , and k = 1, ..., Nk; and

{U}i =
{
Ûi(xr, ωk)

}
for i = 1, 2, r = 1, ..., N , and k = 1, ..., Nk. Therefore, it

is possible to describe the in-plane displacement of each cantilever in a conve-
nient matrix form as a canonical BEM formulation for a �xed value of temporal
frequency ωk, as

Ū = ¯̄GF̄ (I.18)

Equation (I.18) is the discrete version of integral Equation (I.14) and correlates
displacements with loads by means of the global response matrix of the system.
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I.2.5 Details of the solution scheme for the funda-

mental problem

Here, the fundamental problem, in which an impulsive force is applied to a
section ξ of the bottom beam of the left cantilever, while the right one remains
unloaded, is solved. Rewriting the set of Equations (I.13) for the fundamental
problem, sketched in Figure I.5, left panel, as

∂4Ḡ(x, ξ, ω)

∂x4
+ ¯̄B(x, ω)Ḡ(x, ξ, ω) = f̄(x, ξ, ω) (I.19)

where Ḡ(x, ξ, ω) =
{
G11(x, ξ, ω), G21(x, ξ, ω)

}T
and f̄(x, ξ, ω) =

{
δ(x− ξ), 0

}T
.

The x-dependence of ¯̄B(x, ω) is due to the step discontinuity on the cross-
section of the cantilevers at x = Lb which makes the system of Equations (I.19)
nonlinear. However, this problem can be easily overcome by sub-splitting the
solution G11(x, ξ, ω) into G11b(x, ξ, ω) and G11p(x, ξ, ω) de�ned respectively for
0 < x < Lb, depicted in blue in Figure I.5, and for Lb 6 x < L, depicted in red;
similarly for G21(x, ξ, ω).
Therefore, the fundamental problem can be rewritten in the following form

∂4Ḡ(x, ξ, ω)

∂x4
+ ¯̄B(ω)Ḡ(x, ξ, ω) = f̄(x, ξ, ω) (I.20)

where Ḡ(x, ξ, ω) =
{
G11b(x, ξ, ω), G21b(x, ξ, ω), G11p(x, ξ, ω), G21p(x, ξ, ω)

}T
,

f̄(x, ξ, ω) =
{
δ(x− ξ), 0, 0, 0

}T
and

¯̄B(ω) =


Bb(ω) − k

EJb
0 0

− k

EJb
Bb(ω) 0 0

0 0 Bp(ω) 0
0 0 0 Bp(ω)


with Bb (ω) = (1/EJb)

(
−ω2

(
ρAb−iα

√
π/2ω

)
+ k
)
and

Bp (ω) = (1/EJp)
(
−ω2

(
ρAp−iα

√
π/2ω

))
.

The set of Equations (I.20) is equivalent to the homogeneous problem depicted
in Figure I.5, right panel, that can be written as

∂4Ḡ(x, ξ, ω)

∂x4
+ ¯̄B(ω)Ḡ(x, ξ, ω) = 0 (I.21)

with

Ḡ(x, ξ, ω) =
{
GI

11b(x, ξ, ω), GI
21b(x, ξ, ω), GII

11b(x, ξ, ω), GII
21b(x, ξ, ω), (I.22)

GII
11p(x, ξ, ω), GII

21p(x, ξ, ω)
}T

(I.23)
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Figure I.5: 1D Euler-Bernoulli model of the fundamental problem. Fundamental
problem with an impulsive force applied to a generic section ξ of the left cantilever
(left panel), reduction of the fundamental problem to an homogeneous problem
(right panel).

and

¯̄B(ω) =



Bb(ω) − k

EJb
0 0 0 0

− k

EJb
Bb(ω) 0 0 0 0

0 0 Bb(ω) − k

EJb
0 0

0 0 − k

EJb
Bb(ω) 0 0

0 0 0 0 Bp(ω) 0
0 0 0 0 0 Bp(ω)


where the functions GI

11b(x, ξ, ω) and GI
21b(x, ξ, ω) are de�ned for 0 < x < ξ,

the functions GII
11b(x, ξ, ω) and GII

21b(x, ξ, ω) are de�ned for ξ 6 x < Lb and the
functions GII

11p(x, ξ, ω) and GII
21p(x, ξ, ω) are de�ned for Lb 6 x < L.

The set of Equations (I.21) comprises six coupled di�erential equations of fourth
order needing the following 24 boundary conditions: �xed conditions at x = 0,
continuity conditions at x = ξ , except for the third derivative of the solutions
GI

11b(x, ξ, ω) and GII
11b(x, ξ, ω) of the bottom-left beam since a concentrated force

is applied to section ξ of the left cantilever, continuity conditions at x = Lb, and
free-end conditions at x = L.
All the 24 boundary conditions are reported in detail at the end of this section.

Next, the associated eigenvalues problem [57] for the generic eigenvalue λ and
the associated eigenvector v is solved, written as

( ¯̄B(ω)− λ(ω) ¯̄I6)v = 0, (I.24)

where I6 is the identity matrix of sixth order; then, the following scaled modal
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matrix is obtained

¯̄Ψ =



1√
2

1√
2

0 0 0 0
1√
2
− 1√

2
0 0 0 0

0 0 1√
2

1√
2

0 0

0 0 1√
2
− 1√

2
0 0

0 0 0 0 1 0
0 0 0 0 0 1


(I.25)

It is worth to point out that the eigenvector { 1√
2
, 1√

2
, 0, 0, 0, 0}T corresponds

to the symmetric vibration mode of the solutions GI
11b(x, ξ, ω) and GI

21b(x, ξ, ω),
in which both cantilevers vibrate in phase with the same magnitude, and the
eigenvector {0, 0, 1√

2
, 1√

2
, 0, 0}T corresponds to the symmetric vibration mode

of the solutions GII
11b(x, ξ, ω) and GII

21b(x, ξ, ω), while the eigenvector { 1√
2
, - 1√

2
,

0, 0, 0, 0}T corresponds to the skew-symmetric vibration mode of the solutions
GI

11b(x, ξ, ω) and GI
21b(x, ξ, ω), in which both cantilevers vibrate out of phase with

the same magnitude, and the eigenvector {0, 0, 1√
2
, - 1√

2
, 0, 0}T corresponds to the

skew-symmetric vibration mode of the solutions GII
11b(x, ξ, ω) and GII

21b(x, ξ, ω).
The modal matrix (I.25) allows for transforming the beam de�ection �eld Ḡ

to the modal coordinates q̄, by means of the following relation

Ḡ = ¯̄Ψq̄, (I.26)

where q̄ =
{
q1, q2, q3, q4, q5, q6

}T
is the vector of the modal coordinates. By sub-

stituting (I.26) into (I.20) and premultiplying for Ψ̄T, the Equation (I.20) can be
rewritten in modal coordinates, as

∂4q̄(x, ξ, ω)

∂x4
+ λi(ω) ¯̄I6q̄(x, ξ, ω) = 0 (I.27)

This is a system of six uncoupled fourth order partial di�erential equations, whose
general solution can be written as

qi(x, ξ, ω) = aicosh( 4
√
λi(ω)x) + a2isinh( 4

√
λi(ω)x)+

+ a3icos(
4
√
λi(ω)x) + a4isin( 4

√
λi(ω)x),

(I.28)

where ai, a2i, a3i and a4i for i = 1, ..., 6 are integration constants.
Once the solution is known in modal coordinates, it is possible to switch back
to the physical coordinates by means of Equation (I.26) and numerically solve
the set of 24 boundary conditions for �xed ξ and ω to obtain the 24 integration
constants. The global susceptibility functions of the two cantilevers G11(x, ξ, ω),
for the left loaded cantilever, and G21(x, ξ, ω), for the right not loaded cantilever,
are given by piecewise functions, as

G11(x, ξ, ω) =


GI

11b(x, ξ, ω) 0 < x < ξ

GII
11b(x, ξ, ω) ξ < x < Lb

GII
11p(x, ξ, ω) Lb < x < L

(I.29)
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G21(x, ξ, ω) =


GI

21b(x, ξ, ω) 0 < x < ξ

GII
21b(x, ξ, ω) ξ < x < Lb

GII
21p(x, ξ, ω) Lb < x < L

(I.30)

The fundamental problem can be similarly solved for an impulsive force ap-
plied to a di�erent section ξ, in order to obtain the 3D matrices [G]ij for both
cantilevers, as explained in section I.2.4.

The boundary conditions for the homogeneous fundamental problem, Equa-
tion (I.21), are here reported

� at x = 0

GI
11b(0, ξ, ω) =

∂GI
11b(x, ξ, ω)

∂x
|x=0 = 0

GI
21b(0, ξ, ω) =

∂GI
21b(x, ξ, ω)

∂x
|x=0 = 0

(A.1)

� at x = ξ

GI
11b(ξ, ξ, ω) = GII

11b(ξ, ξ, ω)

∂GI
11b(x, ξ, ω)

∂x
|x=ξ =

∂GII
11b(x, ξ, ω)

∂x
|x=ξ

∂2GI
11b(x, ξ, ω)

∂x2
|x=ξ =

∂2GII
11b(x, ξ, ω)

∂x2

|x=ξ

∂3GII
11b(x, ξ, ω)

∂x3
|x=ξ −

∂3GI
11b(x, ξ, ω)

∂x3

|x=ξ = 1
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(A.2)
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� at x = Lb + Lp = L
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(A.4)

I.2.6 Analysis of the excitation sources

As �nal analysis, a study of the QTF dynamic response to distributed forces
that are non-deterministic in nature, both in time and space, is presented. In
fact, this is the input kind acting on the QTF device during the experiments,
in which, as anticipated, two acoustic speakers are used as excitation sources for
generating a white, random acoustic �eld.

The external force per unit length on both the cantilevers have been mod-
elled, in the form of the product of two ergodic, Dirac-Delta-correlated terms,
respectively describing the time and space unpredictable behaviour of the exter-
nal excitation.

The spatial behaviour of the random loading acting on a single cantilever of
the QTF can be described, in a discrete form, by the following autocorrelation
matrix

¯̄CX,i = ¯̄CX = S
(0)
X

¯̄I (I.31)

with i = 1, 2, ¯̄I a N ×N identity matrix and the intensity of the spatial part of
the stochastic load S(0)

X de�ned as

SX,i (q) = S
(0)
X =

<
∣∣∣X̂i(q)

∣∣∣2 >
L

(I.32)
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where q indicates the radian spatial frequency, X̂i (q) is the single realization of the

spatial stochastic loading acting on each cantilever and is equal to
√
S

(0)
X eiφX,i(q),

with φX,i (q) random phases uniformly distributed in the range from −π to π. In
Equation (I.32), the same intensity of spatial stochastic noise for both cantilevers
is assumed, thus S(0)

X,1 = S
(0)
X,2 = S

(0)
X .

A unique scalar coe�cient S(0)
T , indicating the intensity of the temporal part of

the stochastic load, is requested to describe the temporal behaviour of the random
loading, owing to the simultaneous operation of the excitation sources, equal to

ST (ω) = S
(0)
T =

<
∣∣∣T̂ (ω)

∣∣∣2 >
Tp

(I.33)

where Tp is the time duration of the stochastic process and T̂ (ω) is the single
realization of the temporal stochastic loading acting on both cantilevers and is

equal to
√
S

(0)
T eiφT (ω), with φT (ω) random phases uniformly distributed in the

range from −π to π.
Now, the input power spectral density(PSD) matrix for the entire system can be
de�ned as

¯̄SFF = C0
¯̄I (I.34)

where ¯̄I is a 2N × 2N identity matrix and C0, equal to S
(0)
T S

(0)
X , is only a scaling

factor, which does not a�ect the shape of the system response and the correct
evaluation of the quality factor resonator. Therefore, the output power spectral
density matrix ¯̄SUU can be obtained as [118]

¯̄SUU = ¯̄G∗ ¯̄SFF
¯̄GT = C0

¯̄G∗¯̄I ¯̄GT (I.35)

where
¯̄SUU =

[
[SU1U1 ] [SU1U2 ]
[SU2U1 ] [SU2U2 ]

]
In particular, the matrices of the autoPSD are

[SU1U1 ] = C0([G]∗11 [G]T11 + [G]∗12 [G]T12) (I.36)

[SU2U2 ] = C0([G]∗22 [G]T22 + [G]∗21 [G]T21) (I.37)

and, since [G]11 = [G]22 and [G]12 = [G]21 then [SU1U1 ] is equal to [SU2U2 ].
By performing the matrix product in Equation (I.35) on the entire chosen tem-
poral frequency range and extracting the discrete autoPSD at the cantilever tip,
the following expression is obtained

SUiUi
(L, ωk) = C0

(
N∑
s=1

|Gii(L, ξs, ωk)|2 +
N∑
s=1

|Gij(L, ξs, ωk)|2
)

(I.38)

with i, j = 1, 2 and i 6= j, k = 1, ..., Nk.
The computed description of the theoretical response requires the estimation

of the �uid coe�cient α and of the structural coupling sti�ness k: this can be
done by �tting the experimentally measured system response.
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Chapter I.3

Experimental setup

The experimental setup adopted to completely assess the theoretical model is
sketched in Figure I.6. The QTF#S15, used in the experimental test campaign,
is a custom QTF having prong length of 9.4 mm, width of 2.0 mm and crystal
thickness of 0.25 mm. The prongs are spaced by 1.5 mm, [123, 124], as reported
in Table I.1.

The QTF is excited in laboratory air by a stochastic, white acoustic �eld,
generated by two speakers. The QTF response is measured by a LD Vibrometer.
The experiments are carried out in static air at ambient temperature and atmo-
spheric pressure: in these thermodynamic conditions the �uid kinematic viscosity
is ν = 1.48× 10−5 m2 s−1, while the density ρf = 1.23 kg m−3. The setup is com-
posed by: (i) a Polytec OFV-5000 modular LD vibrometer to measure the output
response, in several points of the QTF, in terms of displacement and velocity, (ii)
two speakers to produce a white acoustic random �eld for exciting the tuning fork
structure, (iii) a Microtech Gefell 1/4� electret-measurement microphone M 370
to measure the acoustic pressure in proximity of the sensor, (iv) a LMS SCADAS
Recorder 09 mobile PC based multichannel analyzer platform, running the LMS
Test.Lab 14A software suite for generating the input electric signal to drive the
speakers, and to acquire and record the time histories of the output responses
measured by the vibrometer and the microphone. The adopted speakers' lay-out
is sketched in Figure I.6.

The base of the sensor is connected to a stationary frame through two welded
tin masses. Therefore, the QTF device is modelled as �xed to the aforemen-
tioned frame by a bracket joint positioned on the base cross-section where the
welded masses are located. The welded parts of the resonator are excluded from
the geometry of the QTF used in the model (see Figure I.7). Being the total
length of the base plate equal to 5.1 mm part and excluding the welded part of
1.5 mm, a usable length of the base plate equal to 3.6 mm has been utilized in the
calculations and reported as e�ective dimension in Table I.1.
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Figure I.6: Schematic representation of the adopted experimental setup (left
panel) and the real experimental setup (right panel).

Figure I.7: Real-world constraint of the QTF sensor by two tin weldings (left
panel) and adopted constraint by bracket joint (right panel).
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Chapter I.4

Results and discussion

In Figure I.8, the autoPSD of the tip displacement of one prong is shown,
in the frequency range from 14 kHz to 17 kHz, which includes the �rst in-plane
skew-symmetric �exural eigenfrequency of QTF#S15, approximately located at
15.8 kHz [123]. Three di�erent peaks, located at 14.590 kHz, 15.808 kHz and
16.170 kHz were recorded in the experimental response: by performing an in-
vacuum 3D �nite element (FE) analysis of QTF#S15 by the software COMSOL,
the three resonances are related to the �rst in-plane symmetric �exural mode,
the �rst in-plane skew-symmetric �exural mode (the mode under investigation
in this work, named hereafter as QEPAS mode), and to a torsional mode, hav-
ing even out-of-plane displacement components, respectively. The �nite element
mode shapes and their relative eigenfrequencies compared with the experimental
eigenfrequencies are depicted in the lower part of Figure I.8.

As expected, owing to the adoption of a simple base-frame constraint model
and since any �uid-structure interaction in the FE simulation has been considered,
a discrepancy between simulated values of FE eigenfrequencies and experimental
peak frequencies is achieved. However, such a comparison between experimental
outcomes and simpli�ed FE results proves to be useful for identifying the mode
type corresponding to each peak frequency included in the considered range. Be-
sides, for the QEPAS mode, the relative error achieves an acceptable value, equal
to 4%, due to the pure in-plane nature of such a mode. Such experimental out-
comes can be modelled by employing the approach presented in Section I.2 and,
thus, performing numerical analyses aimed at computing the PSD of the QTF
output response at its cantilever tips. In particular, the Equation (I.38), con-
sidering a spectral resolution ∆ω = 2π × 0.4 rad s−1, equal to that one used in
the experiments, and a spatial discretization ∆x = ∆ξ = 0.31 mm, has been
employed. The added mass mainly causes shifts in the �exural in-plane skew-
symmetric eigenfrequencies. However, it has been experimentally observed on
several QTF geometries operating at very di�erent air pressures (from 750 Torr
to 25 Torr), that variations of air pressure surrounding the QTF causes slight
shifts of resonance frequency and large variations of the hydrodynamic damp-
ing [107]- [119]- [41]. Thus, since the experiment is carried in open air, the added
mass can be neglected. In fact, as anticipated, µ + α

√
π/2ω � ρA (x), where

µ+ α
√
π/2ω is the real part of hydrodynamic function Γ (ω).
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Figure I.8: The experimentally estimated autoPSD of the displacement measured
at the tip of one QTF prong and the mode shape of each detected peak.
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Fitting coe�cients α[Pa s3/2] k[Pa]
Values 2.341× 10−5 1.7865× 109

Table I.2: Values of �uid model coe�cient and structural coupling sti�ness which
�t the experimental response.

Then, a least squares �tting for all the remaining parameters can be performed:
these include the di�usive-velocity coe�cient α and the coupling sti�ness k; fur-
thermore, the scaling factor C0 for the excitation source has to be properly set.
All assumed parameters and �tted values are listed in Table I.2.
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Figure I.9: Comparison between the simulated autoPSD of QTF tip displacement
computed by using (i) the theoretically modelled external excitation (green curve)
and (ii) the measured noise (yellow curve), and the experimental autoPSD of tip
displacement (red curve).

As a result, the theoretical response is reported in Figure I.9. In Figure I.9, in
the frequency range from 15.5 kHz to 16.1 kHz, which includes the skew-symmetric
eigenfrequency ωss of the QEPAS mode, the experimental tip displacement au-
toPSD (red solid line) is compared to that one resulting from the theoretical
model SUiUi

(L, ω), computed, by using the Equation (I.38), when accounting for
two di�erent descriptions of the external force acting on the QTF cantilevers.
In a �rst case, a perfectly white constant signal (green solid line) has been used
as intensity of the temporal part of the external excitation S(0)

T in the Equation
(I.38). In a second case, the acoustic pressure signal, measured by the micro-
phone during the tests, has been employed as intensity of the temporal part of
the external excitation (yellow solid line).

In Figure I.9, it is possible to conclude that experimental data can be satisfac-
torily �tted by the proposed theoretical model, with an R2 of the theoretical �tted
curve equal to 0.984. The quality factor value can be estimated by measuring
the Full Width at Half Maximum (FWHM) value of the resonance curve [118].
As a result, an excellent match between measured and simulated Q-factor values
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is achieved, with a relative error with respect to the average experimental value,
lower than 1%. It is found that

Qexp =
ωss
∆ω

=
15808

1.205
= 13119± 1182.5

Qth =
ωss
∆ω

=
15808

1.203
= 13140

Furthermore, it may be noted that a speci�c aim of the approach presented
in this dissertation is to enhance, in comparison with a traditional �uid-structure
interaction FE model, the intelligibility of the physical parameters governing
the dynamics of the phenomenon, in order to provide guidelines in designing
of QTFs optimized for QEPAS gas sensing application. In particular, the very
good agreement between the experimental data and the numerical �tting model
con�rms that, as assumed when formulating the hydrodynamic function, the
system is dominated by a di�usive regime.

Therefore, it is interesting to focus on the analysis of the di�usive-velocity
term. To this end, it is worth to point out that for the simple analytical case,
shown previously in the Section I.2.2, that is, for a plate vibrating in a viscous
�uid in its own plane [4], it is possible to derive the analytical expression of the
shear stress τ̂zy (x, y, ω), exerted by the �uid on the surface, for a generic time
law u = u(t) of the moving surface, as

τ̂zy (x, y, ω) = (1− i) α̃

√
π

2
ω3/2û (ω) (I.39)

where the coe�cient α̃ is equal to α̃ =
√
ηfρf/π. By applying this result to the

case of the QTF#S15, and integrating the shear stress on both sides of the i-th
cantilever, an analytical estimation αL for the di�usive-velocity coe�cient can be
obtained as

αL = 2α̃

(
Lb

B
2

+ Lpb

L

)
= 1.21× 10−5 Pa s3/2 (I.40)

This is of the same order of magnitude of the value obtained by the implemented
�tting procedure, thus, con�rming the consistency of the performed estimation
of the value for this parameter. Clearly, on a quantitative level, there exists a
discrepancy between the analytical value of the di�usive coe�cient αL and the
�tted one, due to edge and 3D e�ects of the �uid. Employing directly αL to
calculate the quality factor would lead to a potentially poor estimation, but the
crucial physical point here is that the �uid dissipation for this case of a very thin
tuning fork oscillating asymmetrically is completely characterized by the di�usive
regime; identifying the �uid regime is extremely useful as it allows to reduce the
number of parameters to �t and, thus, increase the physical intelligibility of the
model. A more accurate estimation of α would need a larger analysis on di�erent
QTFs geometry in order to understand how this parameter can be related to the
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shape of the device. This is out of the scope of this thesis, that is, to show the
e�ectiveness of the proposed approach to model the dynamic response.

Now, another important parameter in the proposed model is the coupling
sti�ness k that is needed to model the structural coupling between the two prongs
due to the underlying base plate of QTF device, the latter, in turn, gives rise
to the skew-symmetric in-plane �exural QEPAS mode. It is worth pointing out
that, by modelling the base plate as in�nitely rigid body and studying the bending
dynamics of each single �xed-free prong as a single Euler-Bernoulli beam, a single
�rst in-plane �exural mode is obtained instead of a pair of symmetrical and
skew-symmetrical ones. To account for both the modes, it is crucial to consider
the structural coupling. Speci�cally, it is worth pointing out that frequency
position of the skew-symmetric peak depends on k. While the value of k has been
previously estimated by �tting the experimentally measured system response,
now, in order to enhance the physical intelligibility of the model, an expression
to calculate a physical value of k is proposed. The elastic behaviour of the base
plate can be modelled as a continuous distribution of beams having in�nitely
small cross-section. In this case, all the beams will be subjected to only normal
stresses, as depicted in Figure I.10 and the axial sti�ness of each beam can be
calculated as

dκ =
Eh

g
dx (I.41)

where g is the distance between the two cantilevers' axes, equal to B/2, as rep-
resented in Figure I.10. Thus, the coupling sti�ness per unit length k = dκ/dx
can be considered expressed by

k =
Eh

g
(I.42)

which decreases if the gap between the cantilevers is increased, as also con�rmed
in [108].

By using Equation (I.42), k is equal to 6× 109 N m2, which is almost three
times larger than the �tted value, as reported in Table I.2. However, it should be
considered that the corresponding skew-symmetric mode frequency is located at
16.694 kHz (see Figure I.11), with a relative error of 5.6 % when compared to the
actual frequency value equal to 15.808 kHz. This allows to conclude that even
a rough estimation of the coupling sti�ness k leads only to a small error on the
QEPAS mode frequency, implying that the expression (I.42) can be suggested
for improving the model predictivity. By using the estimated value of k, the
frequency peak position slightly increases, but the shape and the FWHM value
of the resonance curve remain almost the same, as shown in Figure I.11, leading
to a Q-factor characterized by an acceptable relative error of 4.3%, with respect
to the experimental value Qexp = 13119, that is

Qth|k=Eh/g =
ωss
∆ω

=
16694

1.22
= 13684 ≈ Qexp
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Figure I.10: Modelling of the elastic behaviour of the QTF inferior plate as a
distribution of linear springs all subjected to only axial stress.
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Figure I.11: Comparison between the simulated autoPSD of QTF tip displace-
ment computed, in the case k = Eh/g, by using (i) the theoretically modelled
external excitation (green curve) and (ii) the measured noise (yellow curve), and
the experimental PSD of tip displacement (red curve).
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I.4.1 Estimation of the hydrodynamic function's

coe�cients by computational �uid dynamics

�nite element simulations.

Here, the values of coe�cients c, α, and µ of hydrodynamic function Γ (ω), in
Equation (I.9), are estimated by analysing, through computational �uid dynamics
(CFD) simulations, the 2D unsteady Stokes' �ow induced by the harmonic skew-
symmetric oscillation, along the y-axis, of two identical rigid bodies, shaped as
the prong cross-sections and immersed in an unbounded viscous incompressible
medium. Speci�cally, the �uid �ow is considered 2D, since, as anticipated, the
motion of cross-sections is hypothesized to occur in their yz-plane and the �uid
velocity component along the cantilevers' x-axes is assumed negligible.

The considered range of time frequencies is f ∈ [103, 105] Hz, in which �ve sim-
ulations per decade are performed. Each simulation is executed until the steady
state of periodic regime is reached. The geometry of the computational domain
along with the imposed boundary conditions is represented in Figure I.12. By
taking into account the geometric symmetry of the problem with respect to the
motion y-direction and the further �uid dynamic symmetry with respect to the
z-axis, due to the speci�c, considered out of phase oscillation, only one quarter
of the whole domain is simulated. No-slip boundary conditions at the �uid�body
interface and at the right edge of the computational domain are enforced; sym-
metry conditions are, thus, set along the left and bottom edges, while an open
boundary condition is imposed at the top edge, as reported in Figure I.12.

The problem is simulated by the �nite element solver COMSOL Multiphysics,
adopting a modelling technique based on the Laminar Flow (spf) and Moving
Mesh (ale) physics interfaces. In particular, the P2+P1 discretization is used,
that is, piecewise quadratic and linear interpolation, respectively, for velocity and
pressure, combined with the default streamline di�usion and crosswind di�usion
consistent stabilization methods, and with an extremely �ne, physics-controlled
moving mesh.

sy
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 w

all

symmetry

open boundary

Figure I.12: Computational domain along with moving mesh regions and bound-
ary conditions.
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Fitting coe�cients c[Pa s] α[Pa s3/2] µ[Pa s2]
Values 9.88× 10−5 1.62× 10−5 1.36× 10−7

Table I.3: Values of �uid model coe�cients which �t the CFD numerical results.

For each considered frequency value, by integration on the �uid�body inter-
face, the time history of the force exerted by the �uid on the moving cross-section
is computed. In particular, the y-component of these forces allows to extract the
amplitude and the phase lag of the hydrodynamic function Γ (ω) with respect to
the imposed displacement by Equation (I.8). It is worth pointing out that, in
case of unsteady Stokes' �ow and, thus, oscillations of small amplitude, owing
to the linearity of the problem, the computed force time histories are harmonic
signals at the same radian frequency ω of the imposed movement.

The requisite values of coe�cients c, α, and µ, are collected in Table I.3
and estimated by implementing a speci�c nonlinear �tting strategy of achieved
numerical results, relying on the approximate expression Equation (I.9) of the
hydrodynamic function Γ (ω). By adopting a purely di�usive model of the imag-
inary part of the hydrodynamic function, i. e. by assuming c = 0 Pa s, the sole
di�usive-velocity coe�cient α is estimated to be equal to 1.70× 10−5 [Pa s3/2].
The observed discrepancy between the experimental value of the coe�cient and
that obtained by the numerical procedure here reported can be related to the
ensemble of e�ects which have been neglected, as well as to the measurements'
uncertainties.

In Figure I.13, the real and the imaginary parts of the hydrodynamic function
Γ (ω) are shown, evaluated by the approximate expression Equation (I.9) and
computed by using the �tted values of the coe�cients c, α, and µ, collected in
Table I.3. By even representing the single summands µ, α

√
π/(2ω), and c/ω,

and highlighting the QEPAS mode frequency location, it is clearly possible to
see, from the analysis of imaginary part, that the linear viscous damping term
is basically negligible, with respect to the importance of the di�usive-velocity
term, as expected, given the small di�erence between the α �tted values with
c 6= 0 Pa s or c = 0 Pa s. Given, moreover, the negligible importance of mass
adding, as also expected and testi�ed by the experimental results presented in
Refs. [107, 119]- [41], it is straightforward to conclude that the two conditions
cω−1 � α

√
π/2ω and µ+α

√
π/2ω � ρA (x) describe the purely α-driven regime

which characterizes the QTF forced vibration at the QEPAS frequency.
It is useful to stress that only one hydrodynamic function is su�cient to de-

scribe the hydrodynamic coupling between the two cantilevers vibrating at the
QEPAS resonance frequency. In fact, while in Ref. [57], it is proven that two in-
dependent hydrodynamic functions are needed to thoroughly identify the system
dynamics in each possible coupling condition, in case of skew-symmetric vibra-
tion, here under investigation, given the same motion amplitude of the bodies,
only one function describes the speci�c situation, which corresponds to a simple
linear combination of the two above recalled independent functions. Therefore,
α-values here estimated account for the hydrodynamic coupling existing between
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the two oscillating cantilevers.
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Figure I.13: Real and imaginary parts of hydrodynamic function Γ (ω). Com-
parison between approximate expression (I.9) evaluated with �tted coe�cients
collected in Table I.3 (solid line) and CFD numerical results (squared mark-
ers). Single summands µ (dotted line), α

√
π/(2ω) (dotted-dashed line), and c/ω

(dashed line) of real and imaginary part are represented to elucidate their relative
importance. The experimentally estimated PSD (solid dots) is reported to high-
light the frequency location of the �rst QTF skew-symmetric in-plane �exural
mode.
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I.4.2 Estimation of the system modal parameters

by operational modal analysis

Here, the modal parameters, such as eigenfrequencies, damping ratios and
mode shapes, of the in-plane vibrations of the system, are obtained by performing
an operational modal analysis (OMA), in order to validate the theoretical model.
Modal parameter identi�cation is used to identify those parameters of the model
which describe the dynamic properties of a vibration system. Classical modal
parameter extractions usually require measurements of both the input force and
the resulting response in laboratory conditions. However, cases exist where it
is rather di�cult to apply a deterministic arti�cial force, such as the case of a
microresonator analysed in this work, or it is very expensive and impracticable
to generate and measure actual excitation, such as large structures (for example
bridges, o�shore platforms, and wind turbines), and where one has to rely upon
available ambient excitation sources [125�127]. In this cases, Operational Modal
Analysis is generally used, where only the response data need to be measurable,
while the actual loadings are not measured. Hence, the system identi�cation
is based on output-only data and, for this reason, OMA is also referred to as
Output-only Modal Analysis.
Frequency-domain OMA methods require output cross-spectra as primary data.
In fact, it is possible to show that, under the assumption of white noise input, the
cross-power spectral density functions between responses can be used to estimate
modal parameters from output-only data instead of frequency response functions
(FRF) in frequency-domain modal identi�cation. It is well known that the modal
decomposition of a FRF matrix ¯̄G(ω) ∈ Cl×m, indicating with l the number of
outputs and m the number of inputs, can be written as [125]

¯̄G(ω) =
n∑
i=1

{vi} < lTi >

iω − λi
+
{v∗i } < lHi >

iω − λ∗i
(I.43)

where n is the number of modes, ∗ indicates complex conjugation of a matrix,
H indicates the complex conjugation and transposition (Hermitian) of a matrix,
{vi} ∈ Cl are the mode shapes, < lTi > ∈ Cm are the modal participations factors,
and λi are the system poles, which occurr in complex-conjugated pairs and are
related to the eigenfrequencies ωi and damping ratios ξi as

λi, λ
∗
i = −ξiωi ± i

√
1− ξ2

i ωi

The input power spectral density matrix ¯̄SFF ∈ Cm×m and output power spectral
density matrix ¯̄SUU ∈ Cl×l of a system represented by the FRF matrix ¯̄G(ω) are
related by the following well-known input-output relationship

¯̄SUU = ¯̄G(ω)¯̄SFF
¯̄GT(ω) (I.44)

In case of operational data, the output spectra represent the only available data.
Thus, the knowledge of the input is replaced by the assumption that the in-
puts are uncorrelated white noise sequences. A property of white noise is that
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it expresses constant power at each frequency of its spectrum. Hence ¯̄SFF is
independent of frequency in Equation (I.44). The modal decomposition of the
output spectrum matrix is obtained by inserting Equation (I.43) into Equation
(I.44) and converting the result into the partial fraction form

¯̄SUU =
n∑
i=1

{vi} < gi >

iω − λi
+
{v∗i } < g∗i >

iω − λ∗i
+
{gi} < vi >

−iω − λi
+
{g∗i } < v∗i >

−iω − λ∗i
(I.45)

where < gi > ∈ Cl are the so-called operational reference factors. Their physical
interpretation is not so obvious as they are a function of all modal parameters
of the system and the constant input spectrum matrix. Note that the order of
the power spectrum model is twice the order of the FRF model. The goal of
operational modal analysis is to identify the right hand side terms of Equation
(I.45) based on measured output data, pre-processed as output spectra [125,126].
In this thesis, the so-called weighted correlogram, a non-parametric spectrum
estimate, has been used, since it has been proved to have some speci�c advantages
in a modal analysis context [126, 129�131]. First the correlations have to be
estimated

Ri =
1

N

N−1∑
k=0

uk+iu
T
k (I.46)

with k the sample index, i the correlation sample index (also referred to as time
lag), N the total number of samples, and uk ∈ Rl the measured output signal.
The weighted correlogram is the DFT of the weighted estimated correlation in
Equation (I.46)

Suu(ω) =
L∑

k=−L

wkRkexp−iωk∆t (I.47)

where wk denotes the used weighting time window and L is the maximum number
of time lags at which the correlations are estimated. This number is typically
much smaller than the number of data samples to avoid the greater statistical
variance associated with the higher lags of the correlation estimates.
The weighted correlogram has the following advantages:

� It is su�cient to compute the so-called half spectra which are obtained by
using only the correlations having a positive time lag in Equation (I.47):

S+
uu(ω) =

w0R0

2
+

L∑
k=0

wkRkexp−iωk∆t (I.48)

where the relation between the half spectra in Equation (I.48) and the full
spectra (I.47) is

Suu(ω) = S+
uu(ω) + (S+

uu(ω))H (I.49)

It can be shown (see for instance [129,131]) that the modal decomposition
of these half spectra only consists of the �rst two terms in Equation (I.45)

S+
UU =

n∑
i=1

{vi} < gi >

iω − λi
+
{v∗i } < g∗i >

iω − λ∗i
(I.50)
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The advantage in modal analysis is that models of lower order can be �tted
without a�ecting the quality.

� Under the assumption of uncorrelated white noise inputs, the output corre-
lations are equivalent to impulse responses. So, just like in impact testing,
it seems logical to apply an exponential window to the correlations before
computing the DFT in Equation (I.47). The exponential window reduces
the e�ect of leakage and the in�uence of the higher time lags, which have
a larger variance. Moreover, the application of an exponential window to
impulse responses or correlations is compatible with the modal model and
the pole estimates can be corrected. This is not the case when a Hanning
window is used: such a window always leads to biased damping estimates.

In Figure I.14 and I.15 amplitude and phase of displacement full spectrum and
displacement half spectrum are shown, respectively, measured at the tip of the
QTF in the frequency range from 15.5kHz to 16.1kHz, which includes the eigenfre-
quency of the QEPAS mode. The full spectrum, preprocessed as said, has been
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Figure I.14: Comparison between amplitude of displacement half-spectrum (in
red) and amplitude of displacement full-spectrum (in blue), measured at the tip
of the QTF.

used as experimental outcome to �ne tune the theoretical model. A more tradi-
tional non-parametric spectrum estimate is the weighted averaged periodogram
(also known as modi�ed Welch's periodogram) [128]. A thorough discussion and
a comparison between the correlogram and periodogram estimates can be found
in [129�131].

40



1.55 1.56 1.57 1.58 1.59 1.6 1.61
Frequency [Hz] 104

-3

-2

-1

0

1

2

3

Ph
as

e 
(r

ad
)

L
in

ea
r

PSD
Half-Spectrum

Figure I.15: Comparison between phase of displacement half-spectrum (in red)
and phase of displacement full-spectrum (in blue), measured at the tip of the
QTF.

After pre-processing output data into output spectra, the modal model has
to be identi�ed. By comparing Equation (I.50) with Equation (I.43), it is clear
that FRFs and half spectra can be parameterised in exactly the same way. By
consequence, the same modal parameter estimation methods can be used in both
cases. PolyMAX (Polyreference Least Square Complex Frequency Domain) is
such a method [126]. It allows one to build up a stabilisation diagram, assuming
subsequently an increasing number of poles [132]. The stabilisation diagram
gives a strong indication of the number of present physical modes and allows
the selection of the best estimates for the corresponding physical poles. The
interpretation of the stabilisation diagram yields, indeed, a set of stable poles
and, hence, a set of eigenfrequencies and damping ratios and the corresponding
operational reference factors.

Then, the mode shapes can be found, at last, by solving in a linear least
square sense Equation (I.50), rephrased as

S+
UU =

LR

iω
+

n∑
i=1

{vi} < gi >

iω − λi
+
{v∗i } < g∗i >

iω − λ∗i
+ iωUR (I.51)

in which all the present terms are l×m matrices, with m the number of outputs
selected as references and, in particular, LR, UR, respectively the lower and upper
operational residuals, have been introduced to model the in�uence of the out-of-
band modes in the considered frequency range. Since, during the experimental
test campaign, single output acquistions have been performed, every single ac-
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quired point is itself a reference and m is equal to 1. An interesting and detailed
discussion on the selection of the reference output can be found in [130].
A validation phase follows the identi�cation, to evaluate the quality of the esti-
mated modal model, by using validation tools, among which extremely powerful
is the Modal Assurance Criterion (MAC) [132]. The MAC can be used to com-
pare di�erent sets of estimated mode shapes or to investigate the validity of the
estimated modes belonging to a given set. In this last case it is generally re-
ferred to as autoMAC. It is useful to recall that when two estimates of the same
physical mode are considered, the corresponding MAC value will approach the
unity, because of the orthogonality condition of the mode shapes. The MAC
value calculated considering two estimates of two di�erent physical modes will be
conversely low.
In the following, the results obtained by OMA-processing the time data acquired
during the test campaign are discussed. By the experimental setup previously
described in chapter I.3, a white noise acoustic �eld is generated by two speak-
ers, in order to be as close as possible to OMA hypotheses, and the response
of the structure is measured in seven points of one prong of the QTF by a LD
vibrometer. The layout of these points is shown in Figure I.16. The weighted

Figure I.16: Schematic layout of the measured points. All the points are equally
spaced along the prong.

correlogram and the PolyMAX technique have been used, both implemented in
the LMS Test.Lab Structure Analysis software. The time data, recorded at a
maximum sampling frequency of 25 kHz, have been pre-processed to have the
frequency resolution of the estimated output spectra equal to 0.5 Hz. For spec-
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trum estimation, a maximum number of positive time lags equal to 102400 and a
1 % exponential window are employed. Regarding processing of output spectra
aimed at modal parameter estimation, the frequency band used to build up the
stabilisation diagram has been that from 12 kHz to 18 kHz, which correspond to
the same frequency range of speaker generation of the white noise acoustic �eld.
In Figure I.17 the stabilisation diagram obtained with the PolyMAX method is
shown. The physical stable poles are related, from left to right, to the �rst in-
plane symmetric �exural mode at 14.59 kHz, to the QEPAS mode at 15.808 kHz,
and to a torsional mode at 16.170 kHz. The computed MAC values for the three
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Figure I.17: Stabilisation diagram computed by applying the PolyMAX method
to the displacement half-spectrum of the tip of the QTF.

identi�ed modes in the stabilisation diagram, depicted in Figure I.18, allow to
conclude that the identi�ed mode sets can be considered autonomously validated.
From the PolyMAX estimation of the poles, it is possible to extract the damping
factor ξ of the QEPAS mode for the displacement spectra at di�erent points of
the analysed prong of the QTF and, by recalling that ξ = 1/(2Q), to obtain the
corresponding quality factor. The results are shown in Table I.4.

In Table I.4, the quality factor of point 1, at the tip of the QTF, ends to be
very similar to that obtained with the theoretical model and calculated with the
FWHM method, equal to 13140, proving the correct implementation of OMA
technique as identi�cation method and the robustness and quality of the theo-
retical model. The low quality factor values of the last three points is due to low
signal-to-noise ratio of these points, very close to the common base of the QTF,
which is almost stationary with respect to the prong motion.
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Figure I.18: MAC for the three identi�ed modes in the stabilisation diagram.

Points ξ Q

Point 1 3.66336e−5 13648.68
Point 2 3.96944e−5 12596.23
Point 3 3.59006e−5 13927.34
Point 4 3.73249e−5 13395.88
Point 5 4.41821e−5 11316.8
Point 6 4.05295e−5 12336.69
Point 7 5.25743e−5 9510.35

Table I.4: Damping factors and quality factors of the QEPAS mode for the seven
points acquired in the experimental test campaign. The numbering of the points
refers to Figure I.16.
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Finally, the QEPAS mode shape of the studied prong of the QTF has been
reconstructed and is plotted in Figure I.19.

Figure I.19: QEPAS mode shape of a single prong of the QTF, reconstructed
with the PolyMAX estimation technique.
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Chapter I.5

Conclusions

In this �rst part of the thesis, a theoretical-experimental framework, relying
on Boundary Element Methodology (BEM), is developed to study the dynamic
analysis of a quartz tuning fork (QTF) vibrating in a �uid environment. In detail,
the quartz tuning fork has been modelled as a pair of Euler-Bernoulli cantilevers
coupled by distributed linear springs with constant sti�ness. The model takes
into account the interaction between the QTF and the surrounding �uid. This is
crucial for an accurate estimation of the quality factor of the �rst skew-symmetric
in-plane �exural vibrational mode, corresponding to the speci�c mode at which
the QTF is excited when employed as resonator in a QEPAS sensor. To this
aim, an innovative analytical model of the �uid-structure interaction has been
proposed, accounting for the inertial, the purely viscous and the di�usive terms.
Due to the system linearity, the force exerted by the liquid on the body is the sum
of these three contributions. Finally, the dynamic analysis of the problem has
been reduced to the solution of an integral equation based on a properly de�ned
Green's function, which takes into account the aforementioned terms, related to
the �uid, and the elasticity of the two coupled beams. In comparison with a Fi-
nite Element approach, such an integrated strategy o�ers a high computational
e�ciency and the possibility of understanding how each parameter of the system
in�uences the overall dynamic response.
In order to tune the model, a proper vibro-acoustic experimental setup has been
implemented: the in-plane �exural vibration of a custom QTF immersed in air
and excited by a white noise source have been acquired. The experimental data
have been perfectly �tted by means of the proposed BEM-based model in a range
of frequency close to the �exural mode typically excited in the QEPAS applica-
tion, i.e. the �rst in-plane skew-symmetric �exural mode. By corroborating the
theoretical model with experimental results, the e�ect of the di�usive-velocity
term, originally derived by Landau [4] for the in-plane motion in a viscous �uid
of an in�nite half-space, and the e�ect of the structural coupling term have been
analysed and discussed. The �rst one is crucial to correctly estimate the sys-
tem damping and, thus, the Q-factor; the second one, related to the structural
coupling, is necessary to couple the two prongs and, thus, to be able to observe
the skew-symmetric in-plane �exural mode. The value of the structural coupling
sti�ness a�ects only the position of the skew-symmetric peak and can be obtained
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by �tting the experimental data; alternatively, an approximate estimation of this
value, based on theoretical considerations, leads to a still relatively good assess-
ment of the skew-symmetric frequency and can make more predictive the model.
However, the proposed methodology requires an experimental �t for retrieving
�uid coe�cients and, in particular, for the α parameter, which marks the dif-
fusive regime that governs the �uid-solid interaction. At the same time, it is
crucial to underline that the proposed approach provides direct insights on the
overall performance of the QTF and, more generally, can be considered a reliable
procedure to analyse the �uid-structure interaction of a generic micro-electrical-
mechanical device.
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Part II

FSI nonlinear problem:

Nonlinear inextensible plate in low

speed air�ow
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Chapter II.1

Introduction

Flutter is known as an aeroelastic instability, which occurs in a solid elastic
structure interacting with a �ow of gas or �uid at a de�nite frequency where en-
ergy is extracted from the stream by the motion of the structure and consists of
violent vibrations of the structure with rapidly increasing amplitudes [5]. Such an
event can occur in somewhat �exible structures, such as airplane wings, telegraph
wires, bridges, and buildings and can rapidly lead to system failure [8�10, 133].
Some examples of �uttering systems are shown in Figures II.1 and II.2.

Figure II.1: An example of �uttering wing in a wind tunnel, Test to Destruction:
"Aeroelasticity Matters", 1981 NASA Langley Wind Tunnel Tests

In a linear system, �utter point is the point at which the structure is under-
going simple harmonic motion (zero net damping) and so any further decrease in
net damping will result in a self-oscillation and eventual failure; in a nonlinear
system the response trajectories eventually settle onto the limit cycle and, as it
attracts the solution, causes the system to respond periodically, in what is known
as a Limit Cycle Oscillation (LCO). Net damping can be seen as the sum of the
structure's natural positive damping and the negative damping of the aerody-
namic force, thus both �utter and limit cycle oscillations necessitate an input of
energy into the system. The only available source of energy is the free stream
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Figure II.2: The iconic collapse of the Tacoma Narrows Bridge on November 7,
1940, as a result of aeroelastic �utter caused by a 42 mph (68 km/h) wind.

and, therefore, self-excited oscillations (of limited or unlimited amplitude) occur
when an aeroelastic system extracts energy from the free stream. It follows, of
course, that wind-o� conditions can never lead to �utter or LCOs [5].
Therefore, there is an immense requirement of predicting the �utter speed and
LCOs accurately and, over the past decades, an enormous engineering literature
has been dedicated on analytical, computational, and experimental aspects of the
�utter problem applied not only to wings and airfoils [73, 74], but also to a wide
range of elastic structures moving in �ow streams, such as as �utter in coupled
beams [134], �utter in rotating blades [134], �utter in hard disk drives [134], �ut-
ter in suspension bridges [8�10], �utter of blood vessel walls [135] and so on.
In particular, the main goal of this thesis is to numerically investigate the Limit
Cycle Oscillations (LCOs) of a cantilever �at plate in low speed air�ows. This
aeroelastic problem can be faced by coupling an aerodynamic modelling, for the
calculation of the aerodynamic loads acting on the structure, and a structural
modelling, for taking into account the motion of the structure.
Concerning the aerodynamics, there are analytical solutions for the unsteady
aerodynamic loads acting on 2D airfoils, which can be easily incorporated into a
nonlinear structural model. Furthermore, empirical separated �ow aerodynamic
models are all two dimensional. Despite the fact that the real world is three-
dimensional, 2D models have wide ranging applications to slender structures, such
as helicopter and wind turbine blades, power cables and bridge decks [136�138].
Nevertheless, most aircraft wings are less slender and feature sweep and/or taper,
so that the air�ow around them is signi�cantly three-dimensional. There are few
analytical solutions for 3D unsteady aerodynamics in the literature. For exam-
ple, Jones [139] developed an analytical solution for the impulsively started �ow
around a 3D elliptical wing. Some authors have extended Prandtl's lifting line
theory to unsteady aerodynamics, usually through coupling with Theodorsen's
work [140�142], but such approaches end up being quasi-numerical. The standard
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methods used for �nite wing aeroelasticity are numerical unsteady panel formu-
lations, such as the Doublet Lattice [77] or the Vortex Lattice techniques [78,79].
The Unsteady Vortex-Lattice Method provides a medium-�delity tool for the pre-
diction of non-stationary aerodynamic loads in low-speed with attached �ow and
constitutes an attractive solution for aircraft dynamics problems, where free-wake
methods become a necessity because of geometric complexity, such as �apping-
wing kinematics [80�82], rotorcraft [143, 144], or wind turbines [84, 85, 145�148].
Of particular interest are applications to very �exible low-speed aircraft [149],
such as sensorcraft and High Altitude Long Endurance planes, wind turbines
[85,150] or even �apping wings [82,151]. Besides, the unsteady VLM is not com-
putational demanding, being a perfect trade-o� between model accuracy (and
robustness) and computational cost as shown in Figure II.3, and it is suitable
for parallelisation; even if, the method can still be constrained by computational
power for large enough problems.

Figure II.3: Accuracy versus computational cost of di�erent �uid modelling op-
tions (adapted from Ref. [83]).

In this thesis, a modal frequency domain version of the Vortex Lattice Method
is proposed, leading to a modal Generalised Force matrix. The discussion here is
a generalisation of the methodology described in Dimitriadis [5]. The resulting
aeroelastic model can be solved using all the usual �utter analysis approaches,
such as the k and p-k methods [152] or Rational Function Approximation [153].
Hence, the Vortex Lattice Method can be re-cast in the standard language of
practical aeroelasticity.
Concerning the structure, in the classical linear theory of plates, there are two
fundamental methods for the solution of both statics and dynamics problem.
The �rst method was proposed by Cauchy [154] and Poisson [155], the second by
Kirchho� [156]. The method of Cauchy and Poisson is based on the expansion of
displacements and stresses in the plate in power series of the distance z from the
middle surface. Disputes concerning the convergence of these series and about
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the necessary boundary conditions made this method unpopular. Moreover, the
method proposed by Kirchho� has the advantage of introducing physical mean-
ing into the theory of plates. Von Kármán [92] extended this method to study
�nite deformation of plates, taking into account nonlinear geometrical terms.
The nonlinear dynamic case was studied by Chu and Herrmann [157], who were
the pioneers in studying nonlinear vibrations of rectangular plates. In order to
deal with thicker and laminated composite plates, the Reissner-Mindlin theory of
plates (�rst-order shear deformation theory) was introduced to take into account
transverse shear strains.
The Von Kármán thin plate theory has been used in numerous application in
aeroleasticity: Weiliang and Dowell [158] applied this theory to a cantilever rect-
angular plate oscillating in supersonic �ow. Subsequent applications concerned
low speed �ows around both rectangular [159] and triangular [160] plates (Delta
wings). [161] studied the convergence behaviour of Rayleigh-Ritz series solutions
of the Von Kármán plate equations, �nding that using in-plane mode shapes
identical to those calculated from a �nite element model for the out-of-plane dis-
placements yielded the fastest convergence.
Attar et al. [162] showed that the e�ect of steady angle of attack on �utter
speed is very small for low-speed Delta wings. In contrast, simulations based
on Von Kármán plate theory showed that the �utter speed can decrease [163],
increase [162] or remain relatively constant [162] with steady angle of attack.
Furthermore, Korbahti et al. [164] presented experimental results showing that
the instability onset airspeed of a Delta wing at low speeds decreases with steady
angle of attack. In addition, aeroelastic model based on Von Kármán theory have
shown a predicted limit cycle amplitude variation with airspeed di�erent to the
one measured experimentally, especially in the initial curvature of the limit cycle
amplitude versus airspeed [87].
In 2014, Tang et al. developed the inextensible plate theory [91]. The work
by Tang was motivated by the �ow induced limit cycle oscillations in cantilever
beams that have been observed by several investigators. A readable account of
this work is contained in Paidoussis [89] and in Tang et al. [90]. In experiments, it
was observed that indeed the limit cycle oscillations had de�ections on the order
of beam span for which the inextensible plate theory model would be applica-
ble [90], since a higher accuracy order on the bending energy is used than other
non linear plate models, such as Von Kármán. In [91] the formulation is based
upon Hamilton's principle and Rayleigh�Ritz method. The computations and
experiments for static de�ection of a plate show that the inextensible theory pro-
duces results in excellent agreement with experiments. Moreover, the nonlinear
motion equation of the inextensible plate are expressed in functions of a single
unknown, i.e. the out-of-plane displacement of the plate; this is very attractive
from an aeroelastic point of view since this structural model can be more readily
combined with a �uid model to study �uid-structural interaction.
Thus, the mathematical models of the plate, presented in this dissertation, is
developed using nonlinear inextensible plate theory [91] and a modal frequency-
domain generalised force version of the unsteady Vortex Lattice method [86]. In
particular, the applicability of inextensible plate theory [91] to the structural
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modelling of this problem will be assessed. The emphasis is on predicting LCO
amplitudes and frequencies with accuracy, as the VLM approach has already been
demonstrated to yield good predictions of the instability onset conditions (�utter
speed and frequency) [87]. The coupled �uid-structure interaction modal equa-
tions will be solved for the LCO amplitudes and frequencies using a numerical
integration scheme [5]. The predictions of the model will be compared to esti-
mates obtained from an earlier model that makes use of Von Kármán thin plate
theory, which overpredicted the LCO amplitude [86].
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Chapter II.2

Mathematical model formulation

II.2.1 Structural modelling

The mathematical model used in this thesis consists of a combination of inex-
tensible thin plate theory and the Vortex Lattice aerodynamic modelling method,
as described by Dimitriadis [5]. Following the work of Tang et al. [91], this work
uses the Rayleigh�Ritz methodology and the Lagrange's equations to derive the
equations of motion.
Consider the cantilever plate of Figure II.4, built-in at y = 0 and free at y = s,

Figure II.4: Plate geometry and deformation (adapted from Ref. [5]).

where s is the spanwise length of the plate, the potential energy of the plate is

Up =
1

2

E

1− ν2

∫ h

0

∫ s

0

∫ c

0

[
ε2xx + ε2yy + 2νεxxεyy +

1− ν
2

ε2xy

]
dxdydz (II.1)
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where c is the chord length of the plate, h the thickness of the plate, E the Young's
modulus of the plate, and ν the Poisson's ratio of the plate. From Novozhilov [165]

εxx = ε̂xx + zκxx

εyy = ε̂yy + zκyy

εxy = ε̂xy + zκxy

(II.2)

or
{ε} = {ε̂}+ z{κ}

where {ε̂} is the mid-plane strain of the plate and κ is the middle surface curva-
ture.
The inextensible plate theory is based on the following assumptions

ε̂xx = ε̂yy = ε̂xy = 0, or {ε̂} = 0 (II.3)

Now, substituting Equation (II.3) into Equation (II.1) and performing the inte-
gration with respect to z, the potential energy of the plate becomes

Up ∼=
1

2

Eh3

12(1− ν2)

∫ s

0

∫ c

0

[
κ2
xx + κ2

yy + 2νκxxκyy +
1− ν

2
κ2
xy

]
dxdy (II.4)

Using the inextensible plate theory, for the detailed derivation see Tang et al. [91],
κ2
xx, κ

2
yy, κxy and κxxκyy can be expressed as

κ2
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)2
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(II.5)

where HOT are negligible terms of higher order. Substituting Equation (II.5) in
Equation (II.1), the potential energy of an inextensible plate is given by

Up =
D

2

∫ s

0

∫ c

0

[
1 +

(
∂w

∂x

)2

+

(
∂w

∂y

)2][(
∂2w

∂x2

)2

+

(
∂2w

∂y2

)2

+ 2ν
∂2w

∂x2

∂2w

∂y2
+

+ 2(1− ν)

(
∂2w
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)2]
dxdy

(II.6)
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where D =
Eh3

12(1− ν2)
is the sti�ness of the plate.

The kinetic energy of a plate can be written as

Tp =
1

2

∫ s

0

∫ c

0

mm(u̇2 + v̇2 + ẇ2)dxdy (II.7)

where mm = ρmh is the mass per unit area and ρm the material density of the
plate. Recalling Equation (II.3), u and v can be calculated from

u(x, y, t) = −1

2

∫ x

c/2

(
∂w(ζ, y, t)

∂ζ

)2

dζ

v(x, y, t) = −1

2

∫ y

0

(
∂w(x, η, t)

∂η

)2

dη

and thus

u̇(x, y, t) = −
∫ x

c/2

∂w(ζ, y, t)

∂ζ

∂2w(ζ, y, t)

∂ζ∂t
dζ

v̇(x, y, t) = −
∫ y

0

∂w(x, η, t)

∂η

∂2w(x, η, t)

∂η∂t
dη

The expression for u invokes symmetry for the in-plane de�ection �eld. Note that
for the rectangular cantilever plate u at x = c/2 and v = 0 at y = 0. For a more
general formulation see the work by McHugh et al. [166].
Therefore, the expression for the kinetic energy of an inextensible plate is given
by

Tp =
1

2

∫ s

0

∫ c

0

mm

[(∫ x

c/2

∂w

∂ζ

∂2w

∂ζ∂t
dζ

)2

+

(∫ y

0

∂w

∂η

∂2w

∂η∂t
dη

)2

+ ẇ2

]
dxdy

(II.8)
As shown in Equation (II.6) and in Equation (II.8), both the kinetic and

potential energy of an inextensible plate are functions only of a single unknown,
i.e. the transversal de�ection w of the plate, which can be expanded using a
Rayleigh-Ritz approach

w(x, y, t) =
mr∑
j=1

wj(x, y)rj(t) (II.9)

where wj(x, y) are mode shapes of the transverse de�ection of the plate and rj(t)
are the generalised coordinates of the plate in the z direction. The equations of
motion for the problem can be derived using Lagrange's equations

d

dt

(
∂L

∂ṙj

)
− ∂L

∂rj
= Qi (II.10)

for i = 1, ...mr, where L = Tp − Up and Qi are the generalised forces in the out
of plane directions, in this case the aerodynamic loads. The expression for these
loads will be derived in the next section via VLM.
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For any set of mode shapes, it can be shown that Lagrange's equations can be
written in matrix form as

Ar̈+ Er+Ns(r⊗ r⊗ r) +Ni [(r⊗ ṙ⊗ ṙ) + (r⊗ r⊗ r̈)] = Q(t) (II.11)

where A is the mr × mr mass matrix, E is the mr × mr sti�ness matrix, Ns is
a mr × m3

r matrix related to the nonlinear sti�ness term and Ni is a mr × m3
r

matrix related to the nonlinear inertial term. Furthermore, the symbol ⊗ denotes
the Kronecker product of two vectors or matrices. The column vectors r contains
rj generalised coordinates and the column vector Q contains the rj generalised
forces. The equations of motion obtained with inextensible plate theory has the
substantial advantage of being a function only of the r generalised coordinate,
unlike Von Kármán's plate theory for example, and can be more easily combined
with a �uid model to study �uid�structural interaction.
The inextensible plate theory has been applied to a computational plate for a
static and a dynamic case. An aluminium cantilever plate, with E = 70.6× 109 Pa
and ρm = 2960 Kg/m3, has been analysed. The plate has a constant chord length,
c, of 2.85 cm, a constant span length, s, of 50.8 cm, and a constant thickness, h,
of 1.8 mm. For the static bending de�ection test, a gravity (mass) load is added
to the plate at x = c/2 (chordwise direction) and y = s (spanwise direction)
and varies from 0 to 0.815 kg. The transverse de�ection mode shapes wj(x, y),
needed in the Rayleigh-Ritz expansion, have been approximated by the product
of free-free beam modes, mx, and cantilever beam modes, ny. A good level of
convergence is reached with mx > 2 and ny > 2. The nondimensional plate tip
de�ections normalized by plate span w(c/2, s)/s in the z-direction are computed.
The obtained results have been compared to experimental results published by
Tang et al. [91] and numerical results obtained with Von Kármán's plate theory,
as shown in Figure II.5. An excellent agreement between the computations, us-
ing the inextensible plate theory, and the experimental results is obtained. It is
worth pointing out that the Von Kármán's plate model predictions on the static
de�ection, even if better than the linear ones, are still too far from experimental
results; proving the improved accuracy on the bending energy of the inextensible
plate model.
Since there is a substantial lack of experimental dynamic results for cantilever
plates in the literature, a computational study of the dynamic de�ection of the
plate has been made and the obtained results have been compared with the nu-
merical ones obtained by Tang et al. [91], in order to con�rm the correct imple-
mentation of the inextensible plate theory as structural model. The dimensions
and material properties of the plate are the same of those used in the static ex-
ample. The exciting force is harmonic, with a constant amplitude of 0.025 kg and
its frequency f varies from 3 Hz to 9 Hz, around the �rst �exural mode of the
plate located at 5.5 Hz. The excitation point is at x = c/2 and y = 0.7s and
the response point is at x = c/2 and y = s. Modal structural damping ratio ξ
equal to 0.01 is considered for all structural modes. A good level of convergence
is reached with mx > 2 and ny > 2. There are 31 frequencies from f = 3 Hz to 9
Hz with ∆f = 0.2 Hz considered in the calculations. At each frequency, the time
history is computed until the system achieves a steady state response. In general,
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the time simulation is continued for about 40 s (a time step of ∆t = 1/4096 s
is used). For the next frequency (increasing ∆f), the initial conditions are pro-
vided by the previous dynamic state. This process is continuous in time until the
frequency increases to 9 Hz.
In Figure II.6, the rms dynamic amplitude divided by the span length, s, of the
plate, versus frequency for the increasing frequency process is shown. In partic-
ular, in red are shown the results obtained with only the inertial nonlinear term,
in blue are shown the results obtained with only the sti�ness nonlinear term and
in yellow are shown the results obtained with the full nonlinear model.
In Figure II.7, the same results are shown for the decreasing frequency process,
which is the same as the above but with the excitation frequency that varies from
9 Hz to 3 Hz. It is interesting to note that the sti�ness nonlinearity leads to an
increase in the resonant frequency (hard nonlinearity) and the inertia nonlinearity
leads to a decrease in the resonant frequency (soft nonlinearity) compared to the
full nonlinear model, which is a dynamic balance between the sti�ness and inertia
nonlinearities. Furthermore, it is possible to observe that the dynamic response
of the plate depending on whether the frequency is increasing or decreasing: in
the increasing excitation frequency the hard nonlinearity is predominant on the
soft nonlinearity, while the opposite happens in the decreasing excitation process.
Both in Figure II.6 and II.7 the numerical results are in perfect agreement with
those published by Tang et al. in [91] for the same dynamic test.
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Nonlinear inextensible model
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Figure II.5: Comparison between the static de�ection of a cantilever plate ob-
tained with (i) linear model (blue curve), (ii) nonlinear Von Kármán's plate model
(brown curve), (ii) nonlinear inextensible plate model (red curve), (iii) experi-
ments (black squared markers).
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Figure II.6: Comparison between the numerical results obtained for the dynamic
de�ection of a cantilever plate with increasing excitation frequency using the
inextensible plate model (solid curves) and those published by Tang et al. [91] for
the same case (dashed curves and squared markers).
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Figure II.7: Comparison between the numerical results obtained for the dynamic
de�ection of the plate with decreasing excitation frequency using the inextensible
plate model (solid curves) and those published by Tang et al. [91] for the same
case (dashed curves and squared markers).
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II.2.2 Aerodynamic modelling

Once the structural model has been de�ned, the generalised aerodynamic
forces need to be computed. To this aim, the unsteady Vortex Lattice Method [78]
is employed. The VLM models attached �ow over thin wings and blades and
considers the �ow always attached to the surface. The strong nonlinearity given
by �ow separation cannot be modelled by the standard VLM. Another important
principle of the VLM is that it models thin plates and wings, therefore it ignores
their thickness and considers their camber surface, which is the mean of the upper
surface and lower surface at each spanwise location. The �rst step is to collocate
geometric panels on the mean (camber) surface of the plate. Vortex rings are
anchored on them, such that the leading edge of each vortex ring corresponds with
the quarter-chord line of each panel. The impermeability boundary condition is
enforced on control points placed on the three-quarter-chord of each panel. The
wake behind the plate is also discretized in vortex rings in order to overlap the
leading edge of the �rst wake ring with the trailing edge of the last bound vortex
ring. In Figure II.8, an example of a discretization scheme for a wing and its
wake is shown. In our case, the wing will be replaced by a �at cantilever plate.
Thus, the plate discretization is constituted by mv chordwise and nv spanwise
panels and its wake is composed by mw chordwise and nv spanwise vortex rings.
The plate is surrounded by a free stream with velocity U∞ = [U V W ], i.e. with
airspeed Q∞ = |U∞| and direction û = [U V W ] /Q∞. The wake is �at and
spreads in the streamwise direction with the free stream airspeed. The chordwise
spacing of the wake vortex rings is selected as c/mv, where c is the chord of
the plate. In the VLM, the lattices of the plate and wake remain unchanged
during all the time history. A downwash term is considered to take account of
structural motion in the out-of-plane direction (in-plane motion and in-plane grid
deformations are neglected). The impermeability boundary condition can now be
expressed as [86]

Q∞diag(ÛnT)− Uwxr(t)−wxṙ(t) + AbΓb(t) + AwΓw(t) = 0 (II.12)

where Û is the mvnv × 3 matrix whose rows are all equal to û, n is the mvnv
× 3 matrix of unit vectors normal to the surface of the panels (see Figure II.8),
T denotes the transpose of a matrix, U is the x-component of the free stream
velocity, w is a mvnv × mr matrix of out-of-plane mode shapes, r is the mr ×
1 vector of generalised coordinates, Ab is the mvnv × mvnv in�uence coe�cient
matrix of the bound vorticity, Γb(t) is the mvnv × 1 vector of the strengths of
the bound vortex rings, Aw is the mwnv × mwnv in�uence coe�cient matrix of
the wake vorticity and Γw(t) is the mwnv × 1 vector of the strengths of the wake
vortex rings. In order to guarantee the Kutta condition, the trailing bound vortex
ring is spread into the wake at the next time instance, such that the leading row
of wake vortices at time t has the magnitude of the trailing row of bound vortices
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Figure II.8: Wing discretization for the Vortex Lattice method (adapted from
Ref. [87]).

at time t−∆t. Accordingly, the wake vortex strength can be expressed as

Γw(t) =


PcΓb(t−∆t)
PcΓb(t− 2∆t)

...
PcΓb(t−mw∆t)

 (II.13)

where Pc is a nv × mvnv matrix that is employed to select only the trailing
spanwise bound vortex segments. The expression of Γw(t) is still not useful
since values of the bound vorticity from previous time steps are included. This
problem can be overcome by considering that the Fourier Transform of Γb(t−∆t)
is e−iω∆tΓb(ω), where ω is the frequency and i denotes the imaginary unit.
Therefore, the expression of the wake vorticity can be evaluated as follows

Γw(ω) = Pe(ω)PcΓb(ω) (II.14)

where

Pe(ω) =


Ine
−iω∆t

Ine
−iω2∆t

...
Ine
−iωmw∆t

 (II.15)
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Computing the Fourier Transform of Equation (II.12), substituting Equation
(II.14) as expression of wake vorticity in the frequency domain, and solving for
Γb(ω) results in

Γb(ω) = −(Ab +AwPe(ω)Pc)
−1
(
Q∞diag(ÛnT)δ(ω)− (Uwx − iωwxr(ω)

)
r(ω)

(II.16)
where δ(ω) is the Dirac delta function.
The value of Γb(ω) now relies solely on the geometry of the plate and wake, the free
�ow airspeed and the downwash motion induced by the structural deformations.
The aerodynamic normal load acting on the panels can be calculated from [78,168]

L =ρ

(
diag

(
(Q∞Û + Uw)τT

c

)
−
(
U
∂z

∂x
+
∂z

∂t

)
◦ τ cz

)
◦GcΓb

+ ρ

(
diag

(
(Q∞Û + Uw)τT

s

)
−
(
U
∂z

∂x
+
∂z

∂t

)
◦ τ sz

)
◦GsΓb

+ ρGAΓ̇b

(II.17)

where Gw is a mvnv × 3 vector of �ow speeds induced by the wake, τ c and τ s
s are mvnv × 3 matrices containing the spanwise and chordwise tangential vec-
tors, τ cz and τ sz are mvnv × 1 vectors of the z-components only of the chordwise
and spanwise tangent vectors and the ◦ symbol indicates the Hadamard prod-
uct. The matrices Gc and Gs, when post-multiplied by Γb, give the products
(Γi,j − Γi−1,j)Ai,j/∆ci,j and (Γi,j − Γi,j−1)Ai,j/∆si,j for all panels in matrix form
respectively. Ai,j indicates the area of the panel i, j, ∆ci,j denotes the panel chord
spacing, and ∆si,j denotes the panel span spacing. Ultimately, GA is a mvnv ×
mvnv diagonal matrix, �lled with diagonal elements equal to Ai,j.

Equation (II.17) can be linearised (for all the technical details about lineari-
sation see Ref. [86])

L = ρQ∞

(
diag

(
ÛτT

c

)
◦GcΓb(t) + diag

(
ÛτT

s

)
◦GsΓb(t)

)
+ρGAΓ̇b(t) (II.18)

Computing the Fourier Transform of Equation (II.18) results in

L(ω) = ρ(Q∞Gcs + iωGA)Γb(ω) (II.19)

where
Gcs =

(
diag

(
ÛτT

c

)
diag

(
ÛτT

c

)
· · · diag

(
ÛτT

c

))
◦Gc(

diag
(
ÛτT

s

)
diag

(
ÛτT

s

)
· · · diag

(
ÛτT

s

))
◦Gs

Ultimately, after substituting the expression of Γb(ω) from Equation (II.16) and
employing the de�nition of the reduced frequency k = ωb/Q∞, where b is the
half-chord of the plate, the lift equation becomes

L(k) = −ρQ2
∞(L0(k)− L1(k)r1(k)) (II.20)

where

L0(k) =

(
Gcs + i

k

b
GA

)
(Ab + AwPe(k)Pc)

−1diag
(
ÛnT

)
δ(k)
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and

L1(k) =

(
Gcs + i

k

b
GA

)
(Ab + AwPe(k)Pc)

−1

(
wx + i

k

b
w

)
where a small attack angle is considered, that is U ≈ Q∞.

The generalised aerodynamic loads of Equation (II.11) can be evaluated as
follows

Qi(t) =

∫
S

∆p(x, y, t)
∂w

∂ri
dS (II.21)

where ∆p(x, y, t) is the pressure di�erence acting on point (x, y) at time t and
S is the total area of the plate. Considering that ∆pdS is an in�nitesimal lift
force and that the lift calculated by the VLM is constituted by the sum of each
in�nitesimal lift contribution, applied on the control point of each panel, the
generalised forces can be written in matrix form as follows

Q(k) =
(
L(k)Tw

)T
(II.22)

where Q(k) is the mr × mr generalised force matrix in the frequency domain,
being mr the total number of out-of-plane modes. Substituting the lift expression
of Equation (II.20) into Equation (II.22), the �nal form of the generalised force
matrix becomes

Q(k) = −ρQ2
∞(Q0(k)−Q1(k)r1(k)) (II.23)

where

Q0(k) =
(
L0(0)Tw

)T
and Q1(k) =

(
L1(k)Tw

)T
(II.24)

The generalised force of Equation (II.22) is expressed in the frequency domain and
cannot be inserted into Equation (II.11). Roger's rational function approximation
(RFA) [153], also known as the Padé approximation, is used in order to transform
Q(k) into the time domain.
Using the properties of the Dirac delta function, it is straightforward to conclude
that the inverse Fourier Transform of Q0(k) is the constant

F−1(Q(k)) = F−1(Q(ω)) = Q0 = (L0(0)Tw)T

where F−1 denotes the inverse Fourier Transform and

L0(0) = Gcs(Ab + AwPe(0)Pc)
−1diag

(
ÛnT

)
Unfortunately, there is no obvious analytical expression for the inverse Fourier
Transform of Q1(k)r1(k). Roger [153] suggested to expand Q1(k) as follows

Q1(k) = S0 + ikS1 + (ik)2S2 +

nl∑
i=1

S2+i
ik

ik + γi
(II.25)

where S1 are mr × mr real matrices. Roger's approximation includes nl aero-
dynamic lag terms designed to represent the memory e�ect of unsteady aerody-
namics, that is, the vorticity stored in the wake. Each aerodynamic lag term is
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associated with a lag coe�cient, γi. After substituting k = ωb/Q∞, the following
expression is obtained

Q1(ω) = S0 + iω

(
b

Q∞

)
S1 + (iω)2

(
b

Q∞

)2

S2 +

nl∑
i=1

S2+i
iω

iω + (Q∞/b)γi

The inverse Fourier Transform can now be applied to Q1(ω)r(ω) using Roger's
expression for Q1(ω). The inverse transformation results in

F−1(Q(ω)r(ω)) =S0r(t) +

(
b

Q∞

)
S1ṙ(t) +

(
b

Q∞

)2

S2r̈(t)+

+

nl∑
i=1

S2+i

∫ t

0

ṙ(τ)e−Q∞γi(t−τ)/bdτ

where τ is an integration variable. The integral terms in this expression are similar
to the ones obtained from Wagner function aerodynamic modelling, described in
detail in [5]. It is possible to de�ne them as the aerodynamic states

ηi(t) =

∫ t

0

ṙ(τ)e−Q∞γi(t−τ)/bdτ

Now a complete time domain expression for the generalised aerodynamic forces
can be written, after substituting the inverse Fourier Transforms of Q0(ω) and
Q1(ω)r(ω) into Equation (II.23), such that

Q(t) = −ρQ2
∞Q0 + ρQ2

∞S0r(t) + ρQ∞bS1ṙ(t) + ρb2S2r̈(t) + ρQ2
∞

nl∑
i=1

S2+iηi(t)

(II.26)
where S0 to Snl

are aerodynamic sti�ness, damping, mass and lag matrices,
ηi are aerodynamic lags and nl is the total number of lags retained in the approx-
imation.
A complete set of time-domain aeroelastic equations can now be obtained by
substituting Equation (II.26) into Equation (II.11)

(A− ρb2S2)r̈− (ρQ∞bS1)ṙ + (E− ρQ2
∞S0)r+ ρQ2

∞

nl∑
i=1

S2+iηi

+Ns(r⊗ r⊗ r) +Ni [(r⊗ ṙ⊗ ṙ) + (r⊗ r⊗ r̈)] = −ρQ2
∞Q0

η̇i − ṙ− Uγi
b
ηi = 0

(II.27)

where γi are the aerodynamic lag coe�cients and η the nlmr×1 aerodynamic
state vector η = [ηT

1 ... ηT
nl

]T.

II.2.3 Implementation and validation of linear

model

An aluminium cantilever plate, withE = 68.7× 109 Pa and ρm = 2770 Kg/m3,
has been analysed. The plate has a constant chord length, c, of 20 cm, a constant
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span length, s, of 80 cm, and a constant thickness, h, of 1 mm, thus the aspect
ratio of the plate, denoted by AR and de�ned as s/c, is equal to 4. For the out-
of-plane displacement, the mode shapes can be obtained as products of free-free
and cantilever beam modes [158,167]. The exact expressions for the beam modes
are

Φm(x) = −sinhβmx/c− sinβmx/c−
sinβm − sinhβm
coshβm − cosβm

(coshβmx/c+ cosβmx/c)

Ψn(y) = − sinhαn − sinαn
cosαn + coshαn

(sinαny/s− sinhαny/s) + (coshαny/s− cosαny/s)

(II.28)
where Φm(x) are free-free beam modes and Ψn(y) are cantilever beam modes.
Equations (II.28) are written for m = 1, ...,mx, n = 1, ..., ny and

βm =


0 ifm = 1

4.730 ifm = 2

7.853 ifm = 3

(2m− 1)π/2 ifm > 3

, αn =


1.875 if n = 1

4.693 if n = 2

7.856 if n = 3

(2n− 1)π/2 if n > 3

The complete 2D modes shapes are then given by

wj(x, y) = Φm(x)Ψn(y) (II.29)

for j = 1, ...,mr where mr = mxny. The �rst free-free mode is a rigid body
translation and all the higher modes are bending modes. There is no rigid body
rotation mode to represent the �rst torsion mode of the plate. Weiliang and
Dowell [158] introduced

Φ2(x) = 2
(

1− 2
x

c

)
(II.30)

as the rigid body rotation mode shape. Figure II.9 plots the �rst four of these
shapes (i.e. mx = 2, ny = 2), demonstrating that for m = 1 pure spanwise
bending modes are obtained, while m = 2 results in torsion modes. The higher
modes are combinations of spanwise and chordwise bending.
The mode shapes obtained from the Equation (II.29) were interpolated linearly on
the control points of the VLM panels. However, as the �at plates are cantilevered
on one end, a representative aerodynamic model can only be obtained if the plate
is mirrored around its centreline so that a symmetric �ow�eld can be set up.
Hence, the plates modelled with the VLM span from −s to s and are perfectly
symmetrical.
Now, there are all the elements to calculate the �utter speed. To this aim, the
Equation (II.11) can be rewritten after deleting the nonlinear terms

Ar̈+ Er = Q(t) (II.31)

Applying the Fourier Transform to Equation (II.31) and substituting from Equa-
tion (II.23) results in(

−
(
kQ∞
b

)2

A+ E− ρQ2
∞Q1(k)

)
r(k) = −ρQ2

∞Q0(0) (II.32)
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mv nv Uf [m/s] mv nv Uf [m/s] mv nv Uf [m/s]

10 10 17.8886 20 10 16.9225 30 10 16.6305
10 20 18.0188 20 20 17.0504 30 20 16.7575
10 30 18.0915 20 30 17.1225 30 30 16.8293
10 40 18.1328 20 40 17.1635 30 40 16.8702

Table II.1: Variation of �utter speed with number of chordwise and spanwise
panels.

which is the classic frequency-domain linear aeroelastic equations obtained from
the Vortex Lattice method for the aerodynamics and a modal model for the
structure. For all other reduced frequencies, Equation (II.32) allows to de�ne the
�utter determinant

det

(
−
(
kfUf

b

)2

A+ E− ρU2
fQ1(kf )

)
= 0 (II.33)

which can be solved for the �utter speed Uf and �utter frequency kf . The de-
terminant in the above expression is known as the �utter determinant because it
becomes equal to zero at the �utter condition. This condition can be obtained
by substituting sinusoidal responses in the equation of motion, which can only
occur when the damping is zero, that is, at �utter. The �utter determinant is
complex, so that both its real and imaginary parts must be equal to zero. The
system is nonlinear in both k and Uf , so it must be solved iteratively.
It is now of interest to determine how the estimated �utter speed changes with
number of panels. In Table II.1, the values of the �utter speed for di�erent
numbers of panels, calculated with mx = 4 and ny = 4, are reported. For the
increasing of chordwise panels, indicated with mv, the �utter speed decreases;
while it is the opposite for the increasing of the spanwise panels, indicated with
nv. Clearly, increasing mv has a more pronounced e�ect than increasing nv.
The �utter experimental value, reported in [86] for the same plate, is equal to
17.1 m/s. Numerical predictions near to this value can be obtained for mv > 20
and 10 ≤ nv ≤ 40. Increasing the length of the wake beyond mw = 10mv has
negligible e�ect on the �utter predictions.
Another interesting analysis concerns the variation of the �utter speed with num-
ber of modes. For these calculations, the plate has been discretized into mv = 20
chordwise and nv = 40 spanwise panels and mw = 10mv wake panels. In Table
II.2, the variation of the �utter speed with number of out-of-plane modes is pre-
sented. The table shows that the �utter predictions converge monotonically as
the number of modes increases.
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mr mx ny Uf [m/s]

4 2 2 17.6186
9 3 3 17.4452
16 4 4 17.1635
25 5 5 17.1397

Table II.2: Variation of �utter speed with number out-of-plane modes.
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Figure II.9: First four out-of-plane mode shapes of the plate.
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The Equations (II.27) can be written in �rst order form, after setting the
nonlinear terms and the constant term equal to 0

ẋ =



−M−1
C −M−1

K −M−1
S3 −M−1

S4 · · · −M−1
Snl

I 0 0 0 · · · 0

I 0 −(U/b)γ1I 0 · · · 0

I 0 0 −(U/b)γ2I · · · 0
...

...
...

...
. . .

...
I 0 0 0 · · · −(U/b)γnl

I


x

(II.34)
where x = [ṙT rT ηT]T is the 2mr + nlmr aeroelastic state vector. The total

number of states is 2mr+nlmr and the total mass, damping and sti�ness matrices
are de�ned as

M = A− ρb2S2, C = −ρUbS1, K = E− ρU2S0

while

S3 = −ρU2S3, · · · , S = −ρU2Snl

Before solving Equation (II.34), the matrices S2 to Snl
needed to be evaluated.

Recalling Roger's formulation of Equation (II.25), matrix S0 can be evaluated at
k = 0, that is

S0 = Q1(0)

The other matrices can be computed from curve �tting Q1(k) at several non-
zero values of k, this �tting process is described in detail in [5]. The linear �utter
problem can now be solved by evaluating the eigenvalues, λ, of the system matrix
of Equation (II.34) and plotting them against airspeed.
Figure II.10 plots the natural frequencies, ωn = |λ|, and damping ratios, ξ =
−<(λ)/|λ|, for the �rst three modes against airspeed. Figure II.10 seems to
suggest that the �utter mechanism is binary between modes 1 and 2, respectively
�rst and second bending. If either of these two modes is excluded from the
model, �utter will not occur. At �utter the damping ratio of the second bending
is zero, while that of the �rst bending is very high. This means that one pair of
complex conjugate eigenvalues has zero real part, exactly as in the case of the
Hopf bifurcation. Even if in this case, the natural frequencies of the two modes
seems to approach each other and become identical, this is not always necessarily
true. It can also happen that the two natural frequencies, involved in the �utter
process, approach each other without becoming identical, as also exhaustively
explained in [5]. The concept of the binary �utter mechanism, that is two modes
combine with each other in order to cause �utter, despite is quite common in
nonlinear aeroelasticity, it is still under investigation.
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Chapter II.3

Nonlinear results

The complete nonlinear aeroelastic equations were solved using a numerical
integration scheme based on the Runge�Kutta�Fehlberg scheme [5]. The solution
procedure started at the linear �utter airspeed, where the limit cycle oscillations
have zero amplitude and frequency equal to the �utter frequency. The next step
was to integrate numerically Equation (II.27) at a slightly higher airspeed Uf+∆U

until the response settled onto a steady-state condition and collect the maximum
amplitude of the response. Then, the procedure was repeated for gradually higher
values of the �ow speed. The simulations were performed for mx = 4, ny = 4,
mv = 20 and nv = 40.

In Figure II.11 are compared the limit cycle amplitude and period predictions
obtained by inextensible plate theory and Von Kármán plate theory. There exist
a substantial di�erence in the order of magnitude of the limit cycle amplitude
between the two models. Furthermore, it can be noted that, right after the �ut-
ter point, the slope of the amplitude decreases with airspeed for the Von Kármán
results while it increases for the inextensible theory predictions. The shape of the
LCO amplitude curve obtained by inextensible plate theory is very similar to the
one observed in experimental measurements [87], as shown in Figure II.12. The
experimental LCO amplitude and the inextensible plate LCO numerical predic-
tions can be compared only qualitatively but not quantitatively since they refer
to slightly di�erent �at plates (the experimental results of Figure II.12 refers to
an aluminium plate with a sweep angle of 20°, but with the same chord length,
span length and thickness).
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Chapter II.4

Conclusions

In this second part of the thesis, a closed form state-space model of the non-
linear aeroelastic response of a thin cantilever �at rectangular plate in low speed
air�ows is presented. The model is based on a combination of inextensible thin
plate theory and a linearised continuous time vortex lattice aerodynamic model.
Comparison to experimental measurements in a low speed wind tunnel shows that
the model predicts the linear �utter airspeed and frequency with reasonable ac-
curacy. The predicted limit cycle amplitude has a very peculiar feature, since the
slope of the LCO amplitude vs airspeed curve increases just after the bifurcation
point. This kind of behaviour in LCO amplitude was observed in experimental
measurements and cannot be predicted employing Von Kármán plate theory as
structural model. Unfortunately, reliable experimental tests on LCOs for rectan-
gular cantilever thin plates are not available at the moment, however the results
presented here are very encouraging for future experimental and numerical anal-
ysis. The model developed here can not only be used to predict LCO amplitudes
and frequencies but may also shed light on the nature of the nonlinearities in-
volved in the �utter phenomenon of �at plates or wings.
However, the limitations of the model should always be kept in mind. In order to
develop a closed form time-domain set of equations of motion, the aerodynamic
forces has been linearised, the �uid has been considered always attached and any
viscous e�ect has been ignored. Thus, any kind of discrepancies between the
model predictions and experimental results may be due to unmodelled physics,
such as drag e�ects or stall �utter. Furthermore, the cantilever plate presented
here is not a realistic wing or blade. Nevertheless, the methodologies demon-
strated here can be extended to more realistic lifting surfaces and the analytical
mode shapes, used in the presented work, can be substituted by mode shapes
derived from a FE analysis, enabling the model to analyse any shape of plate or
wing.
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Final remarks

In this doctoral dissertation, two �uid-structure interaction problems have
been presented and analysed. The �rst linear �uid-structure interaction problem
concerns the dynamic behaviour of a QEPAS tuning fork device immersed in a
�uid medium, while the second nonlinear �uid-structure interaction problem ex-
amines the aeroelastic response of a thin cantilever plate in a low speed air�ow.
Thus, di�erent modelling techniques have been employed: in the �rst linear case
a novel theoretical-experimental model, based on a Green's function approach, is
derived, enabling to easily recognize and control how each parameter of the model
in�uences the overall dynamic behaviour of a quartz tuning fork device vibrat-
ing in a �uid environment, while in the second nonlinear case a numerical model,
constituted by the combination of the inextensible plate theory and vortex lattice
aerodynamic method, is developed in order to correctly predict the limit cycle
oscillations of thin cantilever �at plate, after the instability �utter condition.
In the �rst part, the obtained results show that the proposed theoretical-experi-
mental framework can satisfactorily �t the experimental data, providing a simple,
reliable and not computational demanding procedure to characterize the dynamic
response of a QTF device operating in a surrounding �uid and, more generally,
to describe the �uid-structure interaction of a generic micro-electrical mechanical
device. However, the presented methodology is still not fully predictive, since its
parameters need to be assessed on experimental or numerical outcomes. As a
subsequent step, in the attempt to increase the predictivity the model and allow
an easier optimization phase in the design process of future devices, it is planned
to analyse di�erent QTF geometries, in order to estimate accurate trends of the
model parameters.
In the second part, the simulated amplitude limit cycle, obtained by deploying the
inextensible plate theory as structural model, shows an increase of the slope just
after the bifurcation point, this peculiar feature has also been observed in exper-
imental results and cannot be modelled with other nonlinear structural models,
such as Von Kármán thin plate theory. Since, in literature, reliable experimen-
tal outcomes for cantilever rectangular plates are currently not available, only a
qualitatively comparison has been made. However, the results here proposed are
very promising for future experimental or numerical investigations. The following
steps plan to implement FE eigenmodes of the plate, in order to model any kind
of structure shape, to set up a proper experimental apparatus, in order to cor-
rectly measure the limit cycle oscillations of cantilever �at plates or wings, and
to improve the model by considering less linear aerodynamic models which allow
the aerodynamic grid and wake to deform and take account of viscous e�ects or
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stall �utter.
Finally, it is possible to conclude that the two �uid structure-interaction problems
here proposed, even if profoundly di�erent and related to dissimilar technological
applications, they both highlight the strong in�uence that the presence of a �uid,
whether stationary or in motion, can have on the dynamic response of an elastic
structure and put emphasis on the importance and increasing need to develop ac-
curate, robust and reliable analytical, experimental and numerical methodologies
to analyse the physics of the phenomena related to �uid-structure interaction in
the most varied scienti�c applications.
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