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Abstract

This paper describes the most advanced results obtained in the context of fluid dynamic simulations of
high–enthalpy flows using detailed state-to-state air kinetics. Thermochemical non-equilibrium, typical of
supersonic and hypersonic flows, was modelled by using both the accurate state-to-state approach and
the multi-temperature model proposed by Park. The accuracy of the two thermochemical non-equilibrium
models was assessed by comparing the results with experimental findings, showing better previsions provided
by the state-to-state approach. To overcome the huge computational cost of the state-to-state model, a
multiple-nodes GPU implementation, based on an MPI-CUDA approach, was employed and a comprehensive
code performance analysis is presented. Both the pure MPI-CPU and the MPI-CUDA implementations
exhibit excellent scalability performance. GPUs outperform CPUs computing especially when the state-
to-state approach is employed, showing speed-ups, of the single GPU with respect to the single-core CPU,
larger than 100 in both the case of one MPI process and multiple MPI process.

Keywords: multi-GPU, GPU cluster, MPI-CUDA, Hypersonic flows, Air state-to-state chemical kinetics,
multi-temperature

1. Introduction

Simulations of high–enthalpy flows are needed in order to predict the thermodynamic conditions around
space capsule entering planetary atmospheres [1] or around long-range hypersonic air-breathing vehicles de-
veloped for future civil transcontinental flights [2]. A complete and correct knowledge of the key phenomena
occurring in these flows can help to improve the structural integrity, the flight control, the aerodynamic5

efficiency of hypersonic vehicles and to estimate the global cost of space missions and civil flights [3].
At hypersonic speed, a strong shock wave with very high temperature (average of about 10000 K) is

formed, activating chemical reactions which produce relevant quantities of atoms, ions and electrons that
cannot be neglected in characterizing the flow properties. Moreover, at such high speeds, the relaxation
time of the vibrational degrees of freedom and of the chemical reactions are of the same order as the fluid10

dynamic characteristic time, making the shock wave a system in thermochemical non-equilibrium.
A simple, quick and ubiquitous approach to non-equilibrium is the multi-temperature (MT) model pro-

posed by Park [4], assigning a single temperature for translational and rotational degrees of freedom, con-
sidered in thermal equilibrium. On the other end, vibrational levels, following a Boltzmann distribution,
are characterized by a different temperature which evolves according to the Landau-Teller law. The chem-15

ical model assumes Arrhenius type rate coefficients, function of an effective temperature, calculated as the
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weighted geometrical mean of translational and vibrational temperatures, to account for higher rates from
excited vibrational levels. The model has been completed by adding a term to account for the vibrational
energy variation due to chemical reactions, assuming that in reactions producing and consuming molecules,
the energy exchanged is that of a vibrational distribution at Tv [5]. However, the strong synergy between20

highly excited vibrational levels and chemical reactions makes not realistic the assumption of Boltzmann
vibrational distribution, resulting in an underestimation or overestimation of multi-temperature rates, de-
pending if the flow is in recombination or dissociation regime [6–9].

Unlike the multi-temperature models, the vibrationally resolved state-to-state (StS) approach [10–12]
is able to determine the distribution of internal states even when it deviates from the Boltzmann one. In25

this kind of models each vibrational level is regarded as a separate species that evolves under the action of
a series of elementary processes which take into account the vibrational-vibrational (VV) and vibrational-
translational (VT) energy exchanges. Although far from the more detailed models (such as those that include
electronic excitation, non-Boltzmann solvers for electrons, radiation and the rovibrational treatment of some
electronic states) the number of species involved is much higher than that of classical multi-temperature30

models. For example, for an air mixture, without ions and electrons, macroscopic models use five species (N2

, O2, NO, N, O) along with three vibrational temperatures and 17 reactions (including vibrational relaxation
terms) while the StS model employed in this work uses 118 species (68 vibrational levels for N2, 47 levels
for O2 plus the species N, O and NO) and a total of about 10000 elementary processes. As a consequence
of the large computational resources, the vibrationally resolved StS approach has been applied only to 1D35

flow, with very few exceptions [13, 14].
A possible strategy in order to perform 2D and 3D simulations is to develop more accurate reduced

models based on the state-to-state vibrational kinetics [7, 15–20]. Our group is exploring a different approach
trying to demonstrate the feasibility of 2D fluid dynamic simulations coupled with detailed state-to-state
vibrationally resolved air kinetics. Such simulations, although applied to simple 2D geometries, can be40

very important both to better understand the physics of non-equilibrium and to assess and develop more
accurate reduced models. Dealing with hundreds of species and thousands of reactions, the StS vibrationally
resolved air kinetics is becoming affordable with the advances that are taking place in the computational
field. Specifically, the authors are exploring the use of promising GPUs for general-pupose computing
[21, 22]. Indeed, in the last few years there has been a growing interest in exploit the huge computational45

power of GPUs thanks also to new programming languages such as CUDA C and OpenCL that have
facilitated general-purpose computing on GPU (GPGPU). Several works in a variety of scientific fields not
only have shown promising speed-up but in several cases have demonstrated that GPUs far exceed CPUs
performance [21–38]. GPUs not only beat CPUs in terms of absolute performance but above all in terms
of power efficiency. The high efficiency of GPUs is confirmed by the November 2016 Green 500 list [39]50

where the top two positions are awarded to clusters powered with NVIDIA GPUs. Therefore, the most
powerful supercomputers of the future, like Summit [40], which is expected in 2018 at Oak Ridge National
Laboratory, and Sierra [41], which is expected in 2017-2018 at Lawrence Livermore National Laboratory,
will be equipped with GPUs and the use of GPGPU will become mandatory.

The main contribution of the present work is to perform, for the first time, a realistic 2D hypersonic flow55

simulation coupled with a detailed state-to-state vibrational resolved air kinetics using GPUs, extending the
previous single-node multi-GPU implementation [21, 22] to efficiently scale across a multiple-nodes GPU
cluster by using an MPI-CUDA approach [36, 38, 42, 43].

The work is organized as follows: in Section 2, the reactive fluid dynamic model is presented. Two non-
equilibrium thermochemical models for a neutral air mixture, i.e. the detailed StS kinetics and the Park60

multi-temperature model, are described. In Section 3, the numerical approach used to solve the governing
equation, the MPI-CUDA implementation along with the details of the hardware and software employed, and
the generic 2D configuration used in this work are given. In Section 4, a realistic case study is investigated
and a detailed code performance analysis is provided. Finally, the conclusions are summarized.
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2. Governing equations and thermodynamic models65

In this section the governing equations and the thermodynamic models are summarized, extending the
model for pure nitrogen [22] to 5 species neutral air. To assess the relevance of the state-to-state model, the
calculations have been performed also with the Park multi-temperature model.

2.1. Governing equations

The flow field was simulated by solving the unsteady reactive Euler equations which in vector form read

∂U

∂t
+
∂F(U)

∂x
+
∂G(U)

∂y
= W(U), (1)

where U, F(U), G(U) and W(U) are the unknown vector of conserved variables, the fluxes along x and y70

directions and the source term, respectively. The equations can be solved either in a two-dimensional or in an
axial symmetric configuration. The detailed expansion of the Eq. 1 depends on the thermochemical approach
employed, i.e., the StS or a generic multi-temperature model, differing mainly in the number of species and
in the equation defining the internal energy. Specifically, for a mixture of S chemical components, the s-th
one having Vs internal levels, the StS approach considers N =

∑S
s=1 Vs independent species, determining75

internal energy from level distribution as a mass weighted averaged of the internal energy of individual
levels; on the other hand, in the case of multi-temperature models, Vs = 1 and the number of independent
species N is equal to the number of chemical components S while the internal energy is calculated from the
vibrational temperatures.

The detailed expansion of the equation (1), for a mixture of N species, is [22, 44, 45]80

∂

∂t
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

, (2)

where ρs,v is the gas density of the species s in the v state (there are no state in multi-temperature models,
i.e. v = 1), p is the gas pressure, u and v are respectively the x and y components of the flow velocity, e
is the total energy per unit mass, εvib,m is the vibrational energy per unit mass of molecule m (considered
only in the case of multi-temperature models) and M is the number of molecules. The total density of the
component s and the total density are given by ρs =

∑
v ρs,v and ρ =

∑
s ρs, respectively. {ω̇s,v} are the85

chemical source terms, whereas {ω̇vib,m} are the vibrational energy source terms needed only in the case of
multi-temperature models.

The system (2) is closed by a relation between p and e under the approximation of perfect gas [46].
Following the authors’ previous work [22] the relation reads

p = (γ̄ − 1)

[
ρe− ρ (εvib + εchem)− ρu

2 + v2

2

]
, (3)
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where εvib is the total contribution of vibrational energy, whose expression depends on the thermochemical
model employed and is given in the following subsections, and εchem is the total contribution of chemical
terms given by90

εchem = 1/ρ

S∑
s=1

ρsh
f
s , (4)

where hfs is the formation enthalpy per unit mass of component s and γ̄ is the specific heats ratio of the
gas mixture. The mixture specific heat at constant pressure, c̄p, computed on the basis of the degrees of
freedom in equilibrium at the gas temperature T , is defined by means of the relation

c̄p = αR .

In the equation above, R is the specific gas constant while α is evaluated as α =
∑
s χsαs where χs is the

molar fraction of component s and αs, considering equilibrium between rotation and translation, is equal to
5/2 for monoatomic components and 7/2 for diatomic components. Using the Mayer relation, R = c̄p − c̄v,
where c̄v is the mixture specific heat at constant volume, the specific heats ratio of the gas mixture γ̄ can
be written as

γ̄ =
c̄p
c̄v

=
α

α− 1
. (5)

More details on the model can be found in Ref. [22].

2.1.1. State-to-State air kinetics

In this work, the 5 species air mixture, N2, O2, NO, N and O, is considered. The molar formation
enthalpies, expressed in eV, are Hf

N2
= 0, Hf

O2
= 0, Hf

NO = 0.941, Hf
N = 4.88195 and Hf

O = 2.55764 [4]. Only
the ground state was considered for atomic species (N, O) and for NO, whereas 68 and 47 vibrational levels
were considered for N2 and O2 molecules, respectively, whose energies are given in [47, 48]. The kinetic
model is described in details in [6, 47, 49, 50] and includes two different kind of processes in the vibrational
kinetics of neutral air mixture flows:
internal energy exchange (involving atoms, a, and molecules, m)

N2(v) + N2(w)↔ N2(v − 1) + N2(w + 1) (VV) (6)

N2(v) + N2 ↔ N2(v − 1) + N2 (VTm) (7)

N2(v) + N↔ N2(v −∆v) + N (VTa) (8)

O2(v) + O2(w)↔ O2(v − 1) + O2(w + 1) (VV) (9)

O2(v) + O2 ↔ O2(v − 1) + O2 (VTm) (10)

O2(v) + O↔ O2(v −∆v) + O (VTa) (11)

N2(v) + O2 ↔ N2(v − 1) + O2 (VTm) (12)

N2(v) + O↔ N2(v − 1) + O (VTa) (13)

O2(v) + N2 ↔ O2(v − 1) + N2 (VTm) (14)

4



O2(v) + N↔ O2(v − 1) + N (VTa) (15)

O2(v) + N2(w − 1)↔ O2(v − 2) + N2(w) (VV) (16)

and dissociation-recombination (DR) processes, by using the direct dissociation model [10, p. 182]:

N2(v) + N2 ↔ 2N + N2 (DRm) (17)

N2(v) + N↔ 2N + N (DRa) (18)

O2(v) + O2 ↔ 2O + O2 (DRm) (19)

O2(v) + O↔ 2O + O (DRa) (20)

or, when data for dissociation-recombination processes are missing, the ladder climbing (LC) model [10,
p. 183]:

N2(vmax) + O2 ↔ N2(vmax+1) + O2 ≡ 2N + O2 (LCm) (21)

N2(vmax) + O↔ N2(vmax+1) + O ≡ 2N + O (LCa) (22)

O2(vmax) + N2 ↔ O2(vmax+1) + N2 ≡ 2O + N2 (LCm) (23)

O2(vmax) + N↔ O2(vmax+1) + N ≡ 2O + N (LCa). (24)

Finally, NO dissociation and exchange (Zeldovich) [51, 52] reactions were also taken into account

NO + X↔ N + O + X (25)

O2(v) + N↔ NO + O (26)

N2(v) + O↔ NO + N (27)

where X is the generic collision partner, i.e. N2, O2 NO, N or O. The rate coefficients of Eqs. (6)-(27)
depend only on the gas temperature. The total vibrational energy per unit mass is defined as

εvib =
1

ρ

S∑
s=1

Vs∑
v=1

ρs,vεs,v, (28)

where εs,v is the molecular energy per unit mass of the given vibrational level. For non-Boltzmann level
distributions, the internal temperature cannot be defined uniquely. Here, because the low energy distribution
follows a Boltzmann trend, the temperature of the first level will be considered,95

TV s =
Ws (εs,2 − εs,1)

< ln

(
ρs,1
ρs,2

) , (29)

calculated as the temperature of the Boltzmann distribution passing through the ground level and the first
excited one, where Ws is the molecular weight of specie s and < is the universal gas constant.
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2.1.2. Multi-temperature Park’s model

The five species Park multi-temperature model considers three dissociation reactions

N2 + X↔ 2N + X (30)

O2 + X↔ 2O + X (31)

NO + X↔ N + O + X (32)

and two NO exchange (Zeldovich) reactions

NO + O↔ N + O2 (33)

N2 + O↔ NO + N. (34)

The chemical source terms {ω̇s} were evaluated by using forward rate coefficients and equilibrium con-
stants given in Ref. [4, p. 326, 35]. For the NO exchange reactions the forward rate coefficients and the100

equilibrium constants were evaluated by using the translational temperature [4, 53], whereas for dissociation
reactions, following Park [4, p. 138], a geometrically averaged temperature

Ta = T qV T
1−q, (35)

where q is a parameter here assumed equal to 0.5. In the present work a separate TV was considered for
each molecule, solving the corresponding energy transport equation.

The vibrational energy source term of molecule m {ω̇vib,m} can be decomposed in the collisional {ω̇LT,m}105

and chemical {ω̇chem,m} parts [4, p. 125] [54].
The collisional term describes the energy transfer between the translational and the vibrational degrees

of freedom, modeled by the Landau-Teller equation

ω̇LT,m = ρm
εvib,m(T )− εvib,m(Tv)

τm
, (36)

where εvib,m(T ) is the vibrational energy at equilibrium and τm is the corresponding relaxation time. The
latter was evaluated by using the Millikan-White expression [4, p. 58][53] plus, in the case of N2 and
O2, a correction for high temperatures in order to account for the limits in collision cross-sections [4, p.
60][53, 55, 56]. The relaxation time for collisions between molecular species m and the generic partner X
given by the Millikan-White expression reads

τMW
m,X =

patm
p

exp[Am,X(T−1/3 −Bm,X)− 18.42]. (37)

where patm = 101325 Pa is the atmospheric pressure. With some exceptions the parameters Am,X and
Bm,X can be evaluated by using the simple expressions given in Ref. [57]. In this work the values given in
Ref. [53, Table 1, p. 387] were used. At high temperatures (above 5000 K) the relaxation time given by the
Millikan-White expression tends to underestimate the experimental data [4, p. 60][53, 55, 56] becoming (for
T ≥ 20000) shorter than the mean collision time for elastic processes [4, p. 60]. To overcome this problem,
the correction proposed by Park was used [4, p. 60][55],

τ cm,X =
1

Nmσ
√

8<T
πµm,X

, (38)

where Nm is the number density of the molecule under consideration, σ is the effective excitation cross
section given by 3 · 10−17(50000/T )2 cm2[53] and µm,X is the equivalent molecular weight of two colliding
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particles, i.e. WmWX/(Wm + WX). Thus, the relaxation time for collisions between the molecule m and
the generic collision partner X is τm,X = τMW

m,X + τ cm,X and the mean value was evaluated with a weighted
harmonic average [56]

1

τm
=

1

Nt

∑
x

Nx
τm,X

. (39)

The chemical {ω̇chem,m} contribution takes into account the preferential removal effect [4, p. 107-108].
Such effect represents the loss and the gain of vibrational energy due to dissociation and recombination
processes which involve preferentially high vibrational levels. In this work the harmonic oscillator model
was employed, i.e., the energy exchanged in the dissociation process was equally divided by vibrational and110

translational degrees of freedom [4, p. 107, 126], i.e.

ω̇chem,m =
Dm

2

∂ρm
∂t

, (40)

where Dm is the dissociation energy per unit mass of molecule m. Finally, the vibrational temperatures
were evaluated by using the harmonic oscillator model

εvib,m =
Rmθm

exp(θm/TV )− 1
, (41)

where θ is the characteristic vibrational temperature equal to 3393 K, 2273 K and 2739 K for the N2, O2

and NO molecules, respectively [4, p. 123].

3. Numerical method

In order to solve the system of governing equations (1) an operator-splitting approach [58, 59] was
employed. Such approach handles the homogeneous part and the source terms of Eq. (1) in two separate
steps. The first step solves the homogeneous system

∂U

∂t
+
∂F(U)

∂x
+
∂G(U)

∂y
= 0, (42)

from which the homogeneous unknown vector Uhom(t + ∆t) is obtained. The second step, starting from
Uhom(t + ∆t), updates the solution of the equations that involves source terms, by solving locally the
following system of ordinary differential equations

dU

dt
= W(Uhom). (43)

The homogeneous part, Eq. (42), represents the Euler equation for a non-reacting flow. As concerns115

space discretization, the convective fluxes can be solved by using either the Steger and Warming flux vector
splitting [60] or the AUSMPW+ of Kim et al. [61]. Here, the primitive variables can be reconstructed by
using the MUSCL (Monotone Upstream-centered Schemes for Conservation Laws) approach [62] in order to
get higher accuracy. As far as the time integration concerns, a high-order Runge-Kutta scheme, that can
consider both two-step 2nd and three-step 3th order approximations, was employed. More implementation120

details are given in Refs. [21, 22].
In order to account for the stiffness of source terms Eq. (43) is advanced by using a sub-time step ∆t(ν)

that is a fraction of the fluid dynamic time step ∆t, which is evaluated on the basis of the CFL condition,
so that

n−1∑
ν=0

∆t(ν) = ∆t. (44)

In the present work the sub-time step width was fixed to ∆t(ν) = ∆t/n where n was chosen depending on
the case study. At each sub-step Eq. (43), properly rewritten, is solved by using the Gauss-Seidel iterative
scheme with a fixed number of inner iteration that depends on the case study. More implementation details
are given in Ref. [22].125
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3.1. Computational approach

The effort to extend the state-to-state kinetics to simulate complex 2D/3D configurations, by using the
GPUs computational power, was shown in [21, 22]. In the first work [21] a GPU version of a Roe’s flux
difference splitting scheme to solve the 2D compressible Euler equations for a frozen single component flow
was presented. A detailed description of the kernel configuration and of the code performance was provided.130

Subsequently [22], a multi-GPU implementation within a compute node was presented and 2D test cases
with reacting N-N2 mixtures were performed. However, the extension of the state-to-state model to an
air mixture makes the simulations much more computational demanding due to the increase of number of
species and reactions, resulting also in a larger stiffness of the problem.

The previous implementation used peer-to-peer communication to transfer data between GPUs. However,135

this strategy allows one to use only GPUs on the same node. In this work, to scale the application across a
multiple-nodes GPU cluster, an MPI-CUDA approach was implemented. In order to compare GPU against
CPU performance, both a pure MPI-CPU and an MPI-CUDA implementation were considered. In the
case of the MPI-CUDA implementation an all-device (GPU) computational approach is used [38], i.e. all
the relevant computations are performed on the device (GPU) whereas initialization, timing, data transfer,140

synchronization and printing are CPU tasks. As usual the computation starts on the CPU where the MPI
execution environment is initialized. A 2D Cartesian topology is created and neighbor relationships are
established by using the well know MPI functions (MPI_Cart_create, MPI_Cart_coords, MPI_Cart_shift).
Then, the number of GPUs in a node is inquired by using cudaGetDeviceCount(&devCount) and each GPU
is assigned to an individual MPI process by using cudaSetDevice(myrank%devCount) where myrank is the145

rank of the MPI process [38]. After that, the MPI master rank reads the input data and broadcasts
them to all the other MPI processes. The computational domain can be partitioned in both x and y
directions. Each sub-domain has ghost cells that are used to evaluate the fluxes along a generic boundary
edge: boundary conditions are imposed in the ghost cells associated to edges that lie on the borders of
the fluid domain; whereas, for internal edges, ghost cells are filled with values corresponding to the fluid150

cells of adjacent sub-domains. Each MPI process gets a sub-domain which is initialized and the data are
copied on the corresponding GPU. The computation on the GPU starts and, at the end of each advection
time step (iteration), boundary conditions and data transfer between adjacent sub-domains are performed.
To transfer data between sub-domains the cudaMemcpy function is used to copy data from GPU to CPU
then the MPI_Sendrecv function transfers the data between CPUs and finally cudaMemcpy is used again155

to copy data from CPU to GPU. Obviously, in order to minimize the time required by communications
and not to overload the network, only the data required by the ghost cells are copied and transferred.
Specifically, in the case of the pure MPI-CPU implementation the MPI Sendrecv function is used to transfer
data between CPUs. Only ghost cell data are transferred by using derived data type that are created by
using the well known MPI Type indexed and MPI Type contiguous functions. In the case of the MPI-CUDA160

implementation send and recv support vectors are defined on both the CPU and the GPU. These vectors
contain a number of elements equal to the number of ghost cells. The send vector is filled on the GPU with
ghost cell values. Then it is copied into the corresponding CPU vector by using cudaMemcpy. Once on the
CPU, MPI Sendrecv is called to transfer data between CPUs (send is transferred into recv). Then the recv
vector is copied on the GPU by using cudaMemcpy and finally it is used to fill the ghost cells of the GPU. A165

scheme of the code implementation with module name specifications is given in Table 1. It must be pointed
out that CPU and GPU modules implement exactly the same algorithm. The main modules are:

• Ddtime, which evaluates the fluid dynamic time step (∆t) on the basis of the CFL condition;

• Calc:mass,γ,p,T,Eint, which calculates the mean molecular weight, the mean specific heats ratio,170

the pressure, the temperature and the total internal energy;

• Flux, which performs the Steger and Warming or the AUSM fluxes calculation;

• MUSCL, which performs the MUSCL reconstruction;175

• Resid, which performs the residuals calculation;

• Update, which updates the unknown vector of conserved variables (Uhom) at the new fluid dynamic
time step (t+ ∆t);180
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Fig. 1: Scheme of the GPU cluster along with the MPI-CUDA paradigm (based on Su et al. [38])

• BC, which imposes boundary conditions and performs data transfer;

• Kinetics, which performs the integration of the chemical equation (Eq. 43).

3.2. Hardware and Software185

High performance computing resources were provided by the ‘Politecnico di Bari’. The computations
were performed on a 6 node GPU cluster. Each node hosts two NVIDIA Tesla K40m, two Intel(R) Xeon(R)
CPU E5-2630 v2 2.60 GHz and 64 GB of RAM memory (specifically 8 × DDR3-1600 Reg. ECC 8 GB
module). Communication are carried out by a QLogic QLE7340, with IBA7322 ASIC, Single-Port 40 Gbps
4× QDR Infiniband Host Channel Adapter. The software package was compiled using CentOS 6.6 (Final),190

GCC 4.9.2, CUDA Toolkit 7.0 and OpenMPI 1.8.5. The option ‘-O3’ was used for CPU optimization whereas
the option ‘-gencode arch=compute 35,code=sm 35’ for GPU optimization. A scheme of the GPU cluster
along with the MPI-CUDA paradigm is shown in Fig. 1.

3.3. Computational domain configuration and partitioning

In order to assess the accuracy and the efficiency of the proposed method, the flow past a sphere in195

different axisymmetric conditions is considered, as described in the following section. Fig. 2 shows the
generic computational domain configuration used in this work. On the left panel, the computational domain,
with an example of 4 × 4 MPI partitioning, along with boundary conditions, is given. On the right panel
an example of 32× 32 fluid cells computational grid is also shown. In the case of hypersonic flows analyzed
in this work the left edge of the domain was set up as supersonic inlet, the right as no slip wall, the top as200

supersonic outlet and bottom as symmetry or symmetry axis.
The kernel configuration, defined by the number of Blocks per grid, B, and by the number of Threads

per block, T, was set on the basis of the sensitivity analysis carried out in Ref. [21]. Each module of the
code can have a different kernel configuration. The details of the kernel configuration for the main modules
is given in Table 2, where the number of Blocks per grid was set as [63]

B = MIN(65535, (N + T − 1)/T ) (45)

(here N is the number of total threads per kernel) for all modules with the exception of BC. Further details
can be found in [21, 22].

4. Results

4.1. Model validation205

Nowadays, the design of hypersonic vehicles is based on predictions provided by CFD codes. An ap-
propriate reference quantity to validate the correctness of non-equilibrium models is the stand-off distance,
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Table 1: Code scheme of pure MPI-CPU and MPI-CUDA implementations with module names (based on Ref. [21]). irk and
n are the Runge-Kutta steps and the number of chemical sub-steps.

Operation pure MPI-CPU module MPI-CUDA module
Initialize MPI environment MPI_Init

MPI_Comm_rank
MPI_Comm_size

Create a 2D topology with neighbor relationships MPI_Cart_create

MPI_Cart_coords

MPI_Cart_shift

Associate each MPI process to a single GPU cudaGetDeviceCount(&devCount)

cudaSetDevice(myrank%devCount)

MPI master rank reads and broadcasts input data fscanf
MPI_Bcast

Creation of derived datatypes for MPI transfers MPI_Type_indexed

MPI_Type_contiguous

Initialize arrays malloc malloc, cudaMalloc
Set input parameters init init
COPY global arrays from HOST to DEVICE cudaMemcpy

Calculate thermodynamic properties Calc:mass,γ,p,T,Eint Calc:mass,γ,p,T,Eint
START time integration loop
Store conservative variables array (Q) Qold=Q cudaMemcpy

START Runge-Kutta cycle while(i < irk) while(i < irk)
Evaluate time step ∆t, by CFL condition Ddtime Ddtime

Calculate primitive variables array Qprim

MUSCL: i-direction MUSCLi MUSCLi
MUSCL: j-direction MUSCLj MUSCLj
Steger and Warming or AUSM fluxes: i-direction Fluxi Fluxi
Steger and Warming or AUSM fluxes: j-direction Fluxj Fluxj
Residuals calculation Resid Resid

Update of conservative variables Update Update

Boundary conditions and data transfer BCleft/right BCleft/right
BCtop/bottom BCtop/bottom

MPI_Sendrecv cudaMemcpy

MPI_Sendrecv

Calculate thermodynamic properties Calc:mass,γ,p,T,Eint Calc:mass,γ,p,T,Eint
END Runge-Kutta cycle
START Kinetics cycle while(i < n) while(i < n)
Integration of the chemical equation (Eq. 43) Kinetics Kinetics

END Kinetics cycle
Boundary conditions and data transfer BCleft/right BCleft/right

BCtop/bottom BCtop/bottom
MPI_Sendrecv cudaMemcpy

MPI_Sendrecv

Calculate thermodynamic properties Calc:mass,γ,p,T,Eint Calc:mass,γ,p,T,Eint
START print output if(print condition) if(print condition)
COPY output arrays from DEVICE to HOST cudaMemcpy

Print output files fprintf fprintf
END print output
END time integration loop
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Fig. 2: Computational domain, with an example of 4 × 4 MPI partitioning, along with boundary conditions (left). 32 × 32
fluid cells computational grid (right).

considered a pointer for non-equilibrium phenomena. Indeed, shock waves around hypersonic vehicles gen-
erate so high temperatures to activate molecular excitation, dissociation and ionization, transferring energy
from translational degrees of freedom and causing a reduction of temperature and affecting the position of210

the stand–off distance. Excellent predictions of the stand-off distance can be obtained for ‘ideal’ or ‘frozen’
flow conditions and for thermochemical equilibrium conditions [64]. On the contrary, predictions are much
more difficult for hypersonic flows, in the presence of thermochemical non-equilibrium.

The multi-temperatures models developed so far show good predictive capability, in terms of stand-off
distance, at high hypersonic speeds but tend to reduce their precision in the intermediate regime [64, 65].215

The less accuracy occurs, especially, when the molecules are vibrationally excited but chemical reactions are
almost frozen [65]. These conditions can be a good reference in order to assess the theoretical correctness
and the accuracy of complex models, such as the StS model considered in this work, that are devised from
fundamental chemico-physical theories. At the same time, the StS model, being able to predict the real
distribution of internal states, can be helpful to gain deep insights into the non-equilibrium phenomena that220

occur at such conditions.
In this scenario, the experimental measurements carried out by Furudate et al. [65] and by Nonaka et

al. [64] were considered. These experiments investigate the flow past a sphere in the intermediate hypersonic
regime and, as claimed and established by the authors [64], are more reliable compared to those obtained
in the 1960’s by Lobb [66]. The measurements were performed in uncontaminated dry air, consisting of225

YN2 = 0.767 and YO2 = 0.233 (Y stands for mass fraction), by using hemispheres with radius equal to 7,
14 and 15 mm, free-stream velocity and pressure ranging respectively between 2.44 and 3.85 km/s and
between 5.6 · 102 and 2.0 · 104 Pa. As argued by Nonaka et al. [64], a binary scaling parameter (ρR)
is used in order to reproduce the Damköhler and Reynolds numbers of different free-stream conditions.
Specifically, the case considered here is characterized by the following parameters (see Table 3): R = 7 mm,230

11



Table 2: Total threads per kernel (N ), Threads per block (T ) and Blocks per grid (B). NVAR is the number of conserved
variables, NSPES is the number of independent species, Nx and Ny are the fluid cells of the generic MPI sub-domain along the
x and y directions, respectively.

Module N T B
Kinetics Nx ·Ny 96 B = MIN(65535, (N + T − 1)/T
BCleft/right NSPES ·Ny 128 64
BCtop/bottom NSPES ·Nx 128 64
Calc:mass,γ,p,T,Eint (Nx + 4) · (Ny + 4) 96 B = MIN(65535, (N + T − 1)/T
Fluxi (Nx + 1) ·Ny 128 B = MIN(65535, (N + T − 1)/T
Fluxj Nx · (Ny + 1) 128 B = MIN(65535, (N + T − 1)/T
MUSCLi NVAR · (Nx + 1) ·Ny 128 B = MIN(65535, (N + T − 1)/T
MUSCLj NVAR ·Nx · (Ny + 1) 128 B = MIN(65535, (N + T − 1)/T
Resid NVAR ·Nx ·Ny 192 B = MIN(65535, (N + T − 1)/T
Update NVAR ·Nx ·Ny 96 B = MIN(65535, (N + T − 1)/T
Ddtime Nx ·Ny 128 B = MIN(65535, (N + T − 1)/T

u∞ = 3490 m/s, T∞ = 293 K and ρR = 4 ·10−4 kg/m2 [64, row 18 Table 1 and Fig. 10]. For the free-stream
internal distributions equilibrium conditions were imposed: vibrational temperatures were posed equal to
the translational temperature in the Park model, whereas a Boltzmann distribution of internal states at the
gas temperature was assumed when the StS model is employed.

As concerns the computational setup, the grid used includes 228× 392 fluid cells. Such grid was chosen235

after a mesh refinement study that showed a good grid independence of the results. The time integration is
performed by using the three-step third order Runge-Kutta scheme and the primitive variables are recon-
structed with the MUSCL scheme that makes the space discretization second order fully upwind. Finally,
4 sub-steps are used to advance in time the chemical equation and 8 inner iterations are employed for the
Gauss-Seidel iterative scheme when the Park model is used, whereas 1 sub-step and 32 inner iterations240

are used with the StS model. The independence of the results from the number of sub-steps and of inner
iterations was also verified by comparing the outcomes with those obtained by doubling both numbers.

Fig. 3 shows the contour plots of the density, normalized by the free-stream value, obtained by using both
the frozen and the two thermochemical non-equilibrium models. The latter models show a quite different
shape of the density distribution compared to the one obtained with the frozen condition. In agreement245

with theoretical observations, chemical reactions cause a larger density increase thus reducing the stand-off
distance. Indeed, it is noticeable that the shock layer provided by the frozen assumption is larger that that
given by the non-equilibrium models; moreover, the Park model provides larger densities compared to the
StS approach.

A more quantitative analysis is given in Fig. 4 that shows the stagnation streamline profiles of the Mach250

number (a) (the experimental value of the stand–off distance with error bars is provided for comparison)
and of the normalized density (b). As expected, the stand–off distance decreases when chemical reactions
are considered. Looking only at the the two non-equilibrium models, the StS approach provides a larger
stand-off distance which appears to be in good agreement with the experimental measure. A less good
agreement was provided by the Park model which, as already shown in Ref. [65], tends to underestimate255

such a quantity. The density profiles given in Fig. 4 (b) are consistent with these results: the smaller the
stand-off distances, the larger is the density gradient behind the shock layer.

Table 3: Test conditions [64, row 18 Table 1 and Fig. 10]

R [mm] u∞ [m/s] T∞ [K] YN2
YO2

ρR [kg/m2]
7 3490 293 0.767 0.233 4 · 10−4
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(a) Frozen (b) Park (c) StS

Fig. 3: Normalized density contour plots.

(a) Mach number

ρ
ρ

∞

(b) Density

Fig. 4: Stagnation streamline profiles: (a) Mach number along with the experimental stand-off distance [64]; (b) density
profiles.

A further proof of the StS model accuracy is given in Figs. 5 (a) and 5 (b). Here, the Mach number
contour plots provided by the Park (a) and StS (b) models, along with the experimental shock shape [64,
Fig. 10], are given. Once again, the results given by the StS model show a better agreement with the260

experimental measure.
It is worth noting that the use of Euler equations may affect the outcomes of the comparison since the

presence of the boundary layer would tend to push the shock farther away from the surface. Therefore, to
give a conclusive statement the authors are planning to implement a Navier-Stokes model whose results will
be shown in a future work.265

Fig. 6 (a) shows the stagnation streamline profiles of the translational and vibrational temperatures.
In order to give a better view Figs. 6 (b), (c) and (d) show separately the translational, the N2 and the
O2 vibrational temperatures. As concerns the frozen flow, downstream of the bow shock the temperature
remains constant. On the contrary, when the non-equilibrium models are considered, due to molecules
excitation and chemical reactions that adsorb energy, the translational temperatures show a sharp peak just270

downstream of the shock front, followed by a decrease up to the sphere surface. As far as the vibrational
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(a) Park (b) StS

Fig. 5: CFD and experimental [64, Fig. 10] shock shape: (a) Park; (b) StS.

temperatures are concerned, a gain and a loss contribution have to be considered. The gain is due to the
transfer of energy from the translational and rotational degrees of freedom to the vibrational one, modelled
in the Park approach by using the Landau-Teller equation (Eq. 36). The loss is caused by the preferential
removal mechanism [4, p. 107-108]. Just downstream of the shock front there is a relatively quick growth275

of the vibrational temperatures. The growth rate subsides as the vibrational temperatures approach the
translational one. Finally, both vibrational and translational temperatures decrease due to dissociation.
The O2 vibrational temperatures show a sharper increase, compared to the N2 ones. Oxygen molecules
dissociate at lower temperatures than N2; therefore, the effects of the preferential removal mechanism take
place earlier and appear stronger. Finally, the Park model shows smaller vibrational temperatures, likely280

due to a stronger preferential removal effect modeled here by using the oscillator model [4, p. 107, 126]
given in Eq. (40).

The stagnation streamline profiles of the species mass fractions are given in Fig. 7. The results provided
by the two reactive models are quite similar. They predict a small consumption of N2 and a larger O2

dissociation. However, from a quantitative point of view, the Park model predicts a larger dissociation285

of both N2 and O2 molecules, thus also justifying the smaller translational and vibrational temperatures
provided by the same model. Moreover, the YNO provided by the Park model is almost twice the one given
by the StS approach. Finally, both models predicts a nearly zero fraction of atomic nitrogen.

Figs. 8 (a) and 8 (b) show the translational temperature contour plot obtained by using the StS and the
Park model, respectively. The temperature profiles along the sphere surface are given in Fig. 9. Since the290

temperature is decreasing, due to expansion, recombination processes prevail on dissociation; this causes
higher vibrational temperatures compared to the translational one. However, such non-equilibrium phenom-
ena can affect the global reaction rates, thus explaining the lower accuracy of multi-temperature models,
such as the one implemented in this work.

4.2. Code performance analysis295

In this section a detailed code performance analysis is provided. Both pure MPI-CPU and MPI-CUDA
implementations are examined by using the two different reactive non-equilibrium models in addition to the
frozen one. The test case consists in a high enthalpy air flow past a sphere with radius R = 1/2 inch. The
free-stream values of the Mach number, pressure and temperature were set up to 6.14, 2910 Pa and 1833 K,
respectively. The free-stream air composition is a mixture of atoms and molecules whose concentrations, in300
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(a) Translational and vibrational temperatures (b) Translational temperatures

(c) Tv N2 (d) Tv O2

Fig. 6: Temperatures streamline profiles: (a) Translational and vibrational temperatures; (b) Translational temperatures;
(c) N2 vibrational temperatures, (d) O2 vibrational temperatures.

mol/m3, were set up to [N2] = 1.5031 · 10−1, [O2] = 3.9543 · 10−2, [NO] = 1.006 · 10−3, [N] = 6.5332 · 10−11,
[O] = 8.4467 · 10−5. As far as the free-stream internal distributions concern, equilibrium conditions were
imposed. Therefore, vibrational temperatures used in the Park model were set up equal to the translational
temperature, whereas when the StS model is employed, a Boltzmann distribution of internal states at the
gas temperature is imposed. Time integration is performed by using the two-step second order Runge-305

Kutta scheme and the primitive variables are reconstructed with the MUSCL scheme that makes the space
discretization second order fully upwind. Finally, 4 sub-step are used to advance in time the chemical
equation (Eq. 43) and 8 inner iterations are employed for the Gauss-Seidel iterative scheme.

Code performance strongly depends on the model employed. In order to show which are the most time-
consuming modules, a single GPU profiling performance is given in Fig. 10 for a computational grid of310

256× 128 fluid cells. The figure shows the execution time of the main modules, normalized with respect to
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(a) Mass fractions profiles (b) YN2

(c) YO2 and YO (d) YNO and YN

Fig. 7: Stagnation streamline profiles: (a) Mass fractions profiles for all chemical species; (b) N2 mass fraction; (c) O2 and O
mass fractions; (d) NO and N mass fractions.

the total execution time, as a function of advection time steps. All cases show a non-constant behavior in the
first iterations due to initialization process. As concerns the frozen case the most time-consuming modules
are the Flux + Muscl and the Resid + Update which take almost 60% and 13% of time, respectively. When
the chemical kinetics is activated the time taken by the fluid dynamic modules becomes less important or315

negligible and the Kinetics module takes 80% and about 100% of time when the Park and the StS models
are employed, respectively. Looking at the absolute computational time per iteration (TpI) it is found that
the Park model is an order of magnitude slower than the frozen one and the StS model is three order of
magnitude slower than the Park one. Specifically, the time per iteration is equal to 4.72 · 10−3s, 2.87 · 10−2s
and 5.11 · 101s for frozen, Park and StS models, respectively. Finally, to give an idea of the computational320

cost of a full simulation, the number of iterations needed to reach steady state conditions is of the order of
ten thousand.
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(a) StS (b) Park

Fig. 8: Translational temperature contour plot: (a) StS; (b) Park.

θ

Fig. 9: Temperature profiles along the wall as a function of the angle θ for the StS and Park model.
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(a) Frozen (b) Park (c) StS

Fig. 10: Execution time of the main modules, relative to the total execution time, as a function of advection time steps obtained
by using a computational grid which includes 256× 128 fluid cells.

(a)

0 200000 400000

(b)

Fig. 11: Performance results obtained by using a single-core CPU and a single GPU: (a) time per iteration (TpI) normalized by
the one obtained on the coarsest grid as a function of the grid size normalized by the coarsest grid size. (b) TpI(CPU)/TpI(GPU)
as a function of the grid size.

In order to compare the performance of a single GPU against those of a single core of a multicore CPU
(single-core CPU), several simulations were carried out by using the two reactive non-equilibrium models
in addition to the frozen model and by varying the size of the computational grid. Five grid sizes were325

investigated starting from a very coarse grid which includes 32 × 16 fluid cells up to a quite fine grid with
1024 × 512 fluid cells. The results are summarized in Fig. 11. Specifically, Fig. 11 (a) shows the time per
iteration, normalized to the value obtained for the coarsest grid, as a function of the grid size normalized
to the coarsest grid size. One would expect that going from a grid size to the next, obtained by doubling
the number of fluid cells in each direction, the computational time per iterations should be four times larger330

than that obtained by using the previous grid. A clear different behavior of the single-core CPU and of the
single GPU emerges from the figure. Indeed, while the single-core CPU shows the ideal expected behavior
for all the models employed, even with very coarse grid sizes, the single GPU provides a non-linear growth
of the computational time and different performance depending on the model used. This behavior was quite
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0 200000 400000

(a) 1 node

0 200000 400000

(b) 2 nodes

0 200000 400000

(c) 3 nodes

Fig. 12: Performance results obtained by using full node computational power (each node has 12 CPU cores and 2 GPUs cards):
(left) time per iteration (TpI) normalized by the one obtained on the coarsest grid as a function of the grid size normalized by
the coarsest grid size. (right) TpI(CPU)/TpI(GPU) as a function of the grid size.
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0 200000 400000

(a) 4 nodes

0 200000 400000

(b) 5 nodes

0 200000 400000

(c) 6 nodes

Fig. 13: Performance results obtained by using full node computational power (each node has 12 CPU cores and 2 GPUs cards):
(left) time per iteration (TpI) normalized by the one obtained on the coarsest grid as a function of the grid size normalized by
the coarsest grid size. (right) TpI(CPU)/TpI(GPU) as a function of the grid size.
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Table 4: Time per iterations obtained on the computational grid that includes 1024×512 fluid cells by using: a single-core CPU,
a single GPU, 72 cores-CPU and 12 GPUs.

Model
single-core CPU

TpI (s)
single GPU

TpI (s)
6 nodes CPU

TpI (s)
6 nodes GPU

TpI (s)
Frozen 2.36 5.45 ∗ 10−2 4.12 ∗ 10−2 8.70 ∗ 10−3

Park 1.59 ∗ 101 3.61 ∗ 10−1 2.46 ∗ 10−1 3.48 ∗ 10−2

StS 1.07 ∗ 105 7.64 ∗ 102 1.70 ∗ 103 6.87 ∗ 101

predictable and it is something related to the Amdahl’s [67, 68] and the Gustafson’s laws [67, 69]. The issue335

has been known since the dawn of parallel computing and is related to the fraction of the algorithm that
is not parallelizable. The law described in the Amdahl’s paper [68] can be summarized by the following
relation: speed-up = 1/(s + p/n), where s and p are the not parallelizable and parallelizable fractions of
the code and n is the number of processors available. Therefore, if s is even just 1% of the code and,
even if the parallelization is ideal, the maximum speed-up cannot be larger than 100. Accordingly, the huge340

difference between the behavior of the single-core CPU and the single GPU, shown in Fig. 11 (a), is certainly
a consequence of Amdahl’s law, due to high number of processors available on the GPU. De facto, when the
size of the problem is small, s is larger and the use of thousands of cores does not reduce the computational
time per iteration. On the contrary, when models that have a larger computational cost are used, the s
fraction is smaller and the ideal behavior is obtained for smaller problem sizes, as again shown in Fig. 11 (a).345

Indeed, looking at the GPU computations the profile related to the StS model grows faster than the ones
obtained with other models. On the opposite side the profile related to the Frozen case has the slowest
growth. Such behavior corroborates the more general Gustafson’s law [69] because the Amdahl’s law [68]
doesn’t take into account the size of the problem and the complexity of the models. However, as argued by
Gustafson it cannot be implicitly assumed that p is independent of n. Conversely, one would expect that350

the problem size increases with the number of processors available. Hence, what have to be kept constant
is the run time rather than the problem size [69]. In light of this observation the use of GPU and, as will
be shown later, the use of multi-GPU computing is justified.

A further comparison between the single-core CPU and the single GPU in terms of reduction of the
execution time, here evaluated as the ratio between the time per iteration obtained on the single-core CPU355

and the one obtained on the single GPU (TpI(CPU)/TpI(GPU)), is shown in Fig. 11 (b). In light of
foregoing, it is obvious that for all the models employed the smallest problem size provides the worst
TpI(CPU)/TpI(GPU). As concerns the StS model, i.e., the most complex and most time-consuming model,
starting from the 128× 64 grid size an excellent TpI(CPU)/TpI(GPU) was found with a peak of about 144.
As concerns the Park and the Frozen models smaller TpI(CPU)/TpI(GPU), but still appreciable (about360

40), were found. To give an idea of the computational cost, the absolute time per iteration obtained on the
finest grid by using the different models on both single-core CPU and single GPU are provided in Table 4.
The time per iteration obtained when the StS model is employed is too large also with the use of a GPU.
Therefore, a multi-GPU approach is mandatory.

In order to investigate the MPI parallel performance of both pure MPI-CPU and MPI-CUDA implemen-365

tations a campaign of simulations were carried out by varying the number of CPUs and GPUs. Specifically,
the single node was considered as the smallest unit and the same simulations (with the exclusion of the
smallest grid, i.e. 32×16) performed on the single-core CPU and on the single GPU were carried out on one
node, two node etc. Figs. 12 and 13 show the results varying the number of nodes in the same terms used to
obtain the results in Fig. 11. Obviously, this time the CPU computations are also parallel and they will be370

affected by the Amdahl’s law. The effects are smaller compared to those shown by GPU computations but
are quite evident running on six node, i.e., on 72 cores. As concerns the GPU computations, in agreement
with the Amdahl’s law, the ideal behavior is reached with finer grid sizes as the number of nodes is increased.
Again, excellent TpI(CPU)/TpI(GPU) were obtained with the StS model. Specifically, when running on 6
nodes, i.e. 72 CPU’s cores and 12 GPUs, a peak of about 26 was found, that means a TpI(CPU)/TpI(GPU)375
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Fig. 14: Strong scalability analysis for the MPI-CUDA implementation: (left) speed-up; (right) efficiency.
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Fig. 15: Strong scalability analysis for the pure MPI-CPU implementation: (left) speed-up; (right) efficiency.
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Fig. 16: Weak scalability analysis for the MPI-CUDA (top) and the pure MPI-CPU implementations (bottom).

of 156 if the single GPU against the single-core CPU is considered. In Table 4 are also given the absolute
time per iteration obtained with the finest grid on 6 nodes.

All the data collected in the previous simulations were reworked to make a strong scalability analysis.
Here, the speed-up is defined as the ratio between the time per iteration taken on the smallest computational
unit, i.e., one GPU and one node-CPU for the MPI-CUDA and pure MPI-CPU implementations, and the
one taken when running on n computational units,

speed-up =
TpI(1)

TpI(n)
, (46)

whereas efficiency is defined as

ηs =
speed-up

n
=

TpI(1)

n · TpI(n)
. (47)

Figs. 14 and 15 show the speed-up and the efficiency of the MPI-CUDA and of the pure MPI-CPU
implementations. In agreement with previous observations the parallel performance improve with increasing
problem size and model complexity. As concerns the MPI-CUDA computations the frozen case doesn’t show380

a linear speed-up for any of the grids investigated. Whereas, when the Park model is employed a linear
speed-up was found with the finest grid. Finally, with the most complex model, i.e. the StS, excellent
speed-up were found starting from the computational grid that includes 256× 128 fluid cells. As far as the
pure MPI-CPU implementation concerns, due to the much smaller number of cores involved, compared to
the GPU case, the results show excellent performance, with speed-up very close to the ideal behaviour, for385

a wider range of grids and models.
A further proof of the quality of the approach and of the resulting code was obtained by analyzing the

weak scalability, which was evaluated by keeping constant the number of computational cells per node.
Two different sizes were considered, i.e., 82944 and 165888 cells per node. Fig. 16 shows both the time per
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iteration and the efficiency as a function of the number of nodes for both the MPI-CUDA and the pure
MPI-CPU implementations. In the ideal case, the time per iteration is constant by increasing the number
of nodes (n), thus efficiency is defined as

ηw =
TpI(1)

TpI(n)
. (48)

Very good results were obtained when chemical kinetics is activated with a time per iteration that remains
fairly constant thus providing efficiencies larger than 95% for almost all cases. Performance deteriorates
when the frozen case is considered, especially with the use of multi-GPU. However, the worst efficiency still
remains above 70%.390

5. Conclusions

This paper demonstrates the accuracy and the feasibility of two-dimensional fluid dynamic computations
of thermochemical non-equilibrium flows, typical of supersonic and hypersonic flows, by means of detailed
state-to-state (StS) vibrationally resolved air kinetics by using multi-GPU computing.

StS models are devised from fundamentals chemico-physical theories and allow one to gain deep insights395

into thermochemical non-equilibrium phenomena. The profusion and accuracy of data provided by numerical
simulations, using such models, cannot be obtained by experimental measurements and can be useful to
improve the design of hypersonic vehicles or as a reference in order to develop or assess simplified models.

The accuracy of such an approach was demonstrated by showing that the StS outcomes are in better
agreement with the experimental findings with respect to those provided by the well established multi-400

temperature model proposed by Park. This result was obtained using an inviscid approach; therefore, it is
worth noting that to give a conclusive statement the authors are planning to implement a Navier-Stokes
model whose results will be shown in a future work.

Efficient StS computations were made possible by using the emerging GPU technology. Indeed, it is
increasingly accepted that GPUs outperform CPUs in terms of both FLOPS and power efficiency and they405

represent one of the most promising equipment for future HPC (High Performance Computing) systems. The
MPI-CUDA approach implemented in this work allowed us to efficiently scale the code across a multiple-
nodes GPU cluster showing excellent scalability performance. It was found that, in agreement with the
Amdahl’s and Gustafson’s laws, the use of GPUs is justified only with large size problems or when very
expensive models, such as the StS one, are employed [36]. In such cases, comparing the single GPU against410

the single-core CPU performance, excellent speed-ups, up to 156, were found.
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