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Abstract 

Augmented Reality (AR) promises to create direct, automatic, and actionable links between the 

physical world and electronic information. It provides an immediate and straightforward user 

interface to an electronically enhanced physical world. In particular, Industrial AR allows the 

integration between knowledge-based information, traditionally used by operators and provided 

mainly in paper documentation and data available from sensors on equipment. This approach is 

suggested by companies, especially small and medium-sized enterprises, who want a gradual 

introduction of Industry 4.0 technologies within their established practices. 

The scope of this work is to develop an advanced technical documentation system in AR for a 

flour milling plant. The work discussed in this dissertation aims to bring added value to the 

existing literature in the field of industrial AR and advanced technical documentation. Besides, 

an attempt will be made to shed light on the role of AR as an enabling technology for the industry 

of the future. First, we focused on different industrial AR interfaces in order to understand 

established practices to guide IAR interface design. Then, we investigated the AR key 

technology with a novel approach based on patent research. Finally, the main result of this work 

is the design and development of two AR systems for a flour milling plant that following two 

different design approaches. 
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Introduction 

The scope of this work is to develop an advanced technical documentation system in Augmented 

Reality (AR) for a flour milling plant. The purpose of a flour milling plant is to process wheat, 

rice and corn into flour to create food products. 

The work discussed in this dissertation aims to bring added value to the existing literature in the 

field of industrial AR and advanced technical documentation. In addition, an attempt will be 

made to shed light on the role of AR as an enabling technology for the industry of the future. 

In recent decades, the number and the diversity of industrial products has increased, as well as 

the complexity of the machinery in industrial scenario. Additionally, Industry 4.0—that is the 

trend towards the informatization of industrial production—drives an exchange of a significant 

volume of technical information among machines, storage systems, production plants, and 

people [1]. One category of information associated with a product or device is technical 

documentation, including operation and maintenance manuals, operating instructions, and 

installation manuals [2]. This documentation consists of technical information that may describe 

a component, provide instructions for a task, data, and so on. 

Most technical information assets are increasingly available in a wide variety of digital 

documents. They are usually conveyed through visual cues: video, text, image, CAD models, 

and so on. Consequently, the devices used to convey technical documentation are also evolving 

from traditional ones such as paper manuals and monitors to handheld devices and holographic 

displays. We believe that AR, as key enabling technology of Industry 4.0, will be employed in 

the visualization of these next-generation manuals. 

AR combines digital information in the form of virtual objects (e.g., text, digital image, video, 

3D model, audio, haptic and so on) with a real environment. AR also allows immediate access 

to information that is not naturally present in a real environment and integrates a virtual interface 

with the reality. The rationale behind AR is to embed the computing experience in the real world, 

thus making possible a paradigm shift from a traditional desktop interface to a world-centric 

interface. Therefore, AR aims to make the world our user interface [3]. 

AR is ascribed a great potential for many fields of application, including the industrial one. 

Despite this potential, AR is still not widely adopted in real-world industrial settings due to the 

complex requirements that AR applications face, as argued by Lorenz et al. [4]. They can have 
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different origins: usability and user acceptance, technical, environmental, regulatory, or 

economic. As a result, we understand that it is paramount that research groups collaborate with 

industrial companies to develop systems that meet all of these requirements. 

In this work, we approached AR technology from different aspects, both theoretical and 

implementational, emphasizing the industrial scenario of Mill 4.0. First, we tried to put in order 

on the various industrial AR interfaces present in the literature. In fact, we made a Systematic 

Literature Review of over 20 years of literature in Industrial Augmented Reality (IAR), useful 

to understand established practices to orientate in IAR interface design and to present future 

research directions. Then, we investigated user preferences about how to convey information in 

IAR interfaces to the user. We focused on the feedback from IAR potential technical writers 

documentation for assembly or maintenance operations. Moreover, we investigated the AR key 

technology with a novel approach based on patent research. We searched the USPTO for AR-

related granted patents; we selected and manually browsed a total of 2,373, we classified them 

into five key technological classes and then, we analyzed the results. Finally, we developed two 

prototypes of advanced technical documentation that exploits AR as a means to transfer 

information to users of an industrial Mill 4.0 scenario. 

In Chapter 1, we introduce the Industrial Augmented Reality (IAR) as one of the Industry 4.0 

(I4.0) enabling technologies. We describe the AR technology and its application in the industrial 

scenario.  

In Chapter 2, we present a systematic literature review of visualization methods for technical 

instructions in IAR prototypes and concepts for maintenance, assembly, and training procedures: 

a total of 348 visual assets analyzed, extracted from 122 selected papers published between 1997 

to 2019. We propose a novel classification for IAR technical visual assets according to: what 

content is displayed via the visual asset, how the visual asset can convey information, and why 

the visual asset is used. 

In Chapter 3, we present a work that aims to investigate user preferences about how to convey 

information in IAR interfaces to the user. This study gathers the preferences of 105 selected users 

that have knowledge about IAR issues, graphical user interfaces (GUI) designing, and 

assembly/maintenance procedures. 

In Chapter 4, with the main purpose of choosing optimal technological solutions to be 

implemented in the Mill 4.0 scenario, we unveil the technological trends of the AR domain. 

Specifically, this work tries to explain the technological development of AR by revealing 
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temporal trends, geographical distribution, and most involved organizations in AR patenting. To 

do so, we collected 2,373 AR granted patents filed between 1993 and 2018 at the USPTO. 

In Chapter 5, we describe a prototype developed by us of AR application that augments a Piping 

and Instrumentation Diagram (P&ID) drawing of a flour milling plant, thus allowing operators 

to retrieve useful information for the maintenance procedure, as the location of equipment in the 

plant. We effectively tested the application in the scenario of a milling plant through a user study. 

Finally, in Chapter 6, we describe a novel approach for the implementation of a context-aware 

technical information manager (CATIM) that acquires context data about activity, operator, and 

environment, and then based on these data, proposes a dynamic AR user interface tailored to the 

current operating context. We also provide our approach to the implementation of CATIM, and 

the first evaluation in a real Mill 4.0 scenario to better explain how the system works.   
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Chapter 1. AR as enabling Technology of 

Industry 4.0 

1.1. Industrial Augmented Reality (IAR) 

Augmented reality (AR) aims to convey information that is directly registered to the physical 

environment. In particular, in the industrial field, AR aspires to bridge real and virtual assets in 

support of complex maintenance and assembly procedures. An augmented scene is composed of 

three main components: (1) a real-world object (feature), (2) its projected location in the 

augmented scene (anchor), and (3) a virtual model associated with the real-world object (visual 

asset, Fig. 1). Industrial Augmented Reality (IAR) is particularly well-suited for technical 

communication since it affords spatial registration of information and instructions anchored with 

the real object. 

In his 1997 survey paper [5], Azuma proposed the definition of AR, which is still the most 

accepted by the scientific community nowadays. Based on this definition, AR must have the 

following three characteristics: (i) combines real and virtual, (ii) Interactive in real-time, and (iii) 

registered in 3D.  

To combine virtual and real stimuli, Azuma’s definition of AR requires specific output devices, 

i.e., a display device. Moreover, the definition also requires spatial registration and interactivity; 

this means that virtual elements must be real-time precisely aligned with the real environment; 

the tracking system takes care of this aspect, dynamically determining the spatial properties of 

Fig. 1 Three different visual assets that convey the same instruction in an IAR interface: an animated product model 

of a socket wrench (a), a static auxiliary model of an arrow (b), a text instruction (c). 
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the virtual entities in a real environment. Finally, the Interactivity aspect also implies that an AR 

system needs a user interaction module capable of operating in conjunction with the tracking 

system. 

Based on the analysis of Azuma’s definition, three main technology can be identified:  

The display includes visual displays and nonvisual displays. The essential requirement 

discriminating AR displays from ordinary computer displays consists in the necessity to merge 

reality and virtuality. This can be achieved both by using an Head-Mounted Display (HMD) 

optical see-through (see Fig. 2) or a Hand Held Display (HHD) video see-through (see Fig. 3) 

[6]. Another visual display solution consists of projecting a virtual object onto the physical 

object; this display technology is known as the Spatial AR [7] (see Fig. 4). Out of the visual 

domain, nonvisual displays are used for involving the remaining four human senses in AR 

experiences. Indeed, audio [8], haptic [9], olfactory and gustatory [10] displays complete the 

class of AR displays. 

 

 

Fig. 2 An operator wears an HMD optical see-through display. 
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Fig. 3 An operator with a video see-through display, in particular a HHD (Tablet), framing a marker to augment 

the real scene. 

Fig. 4 Spatial Augmented Reality system for maintenance. 
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The tracking includes systems that perform the virtual object registration in a real environment; 

besides, in order to provide a compelling AR experience, virtual elements must be precisely 

aligned with the real environment in real-time. Therefore, AR tracking system is one of the main 

critical aspects of AR and is used to dynamically determine the spatial properties (6DOF) of the 

virtual entities in a real environment. Specifically, it combines hardware technology with a 

variety of sensors such as mechanical, electromagnetic, ultrasonic, optical tracking, and software 

algorithms for tracking the real environment [11]–[14]. Fig. 5 shows different types of tracking 

approaches. 

The user interface (UI) includes a specific branch of HCI research, uses alternative means to 

traditional 2D UI such as a mouse, keyboard, and touch screen input. The AR uses instead non-

desktop UI such as 3D input, speech, gestures (see Fig. 6), gaze, and so on [15]–[18]. In 

Fig. 5 Different technological approach to tracking. 



11 

particular, interaction methods as information browsers, 3D UI, tangible UI, natural UI, and 

multimodal interface [19] . 

In 2011 Fite-Georgel [20] specified IAR as the particular application of AR that supports an 

industrial process. 

In general, IAR can be employed to display valuable information in real-time on the real working 

area; the use of this technology can potentially lead to the following advantages:  

• error rate reduction and the level of detail of information can be adapted to worker’s 

skills;  

• employ less-skilled operators: information can be transferred in a more efficient way; 

• all the technical documentation is in an electronic format; 

• operations can be made in less time, and transfer of experts on-site can be reduced or 

avoided;  

• knowledge is retained in the system and not in people;  

1.2. IAR in the Industry 4.0 Context 

The birth of smart factories, driven by Industry 4.0 (I4.0) paradigm, shifts attention to the novel 

role of the human operator as a crucial element to deal with new and unpredictable behaviors in 

Fig. 6 Example of user interacting through air-tap with the AR interface displayed on the HoloLens (AR interface 

added to the image in post-processing phase). 
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smart production systems. Human operator in I4.0 [21] should be extremely flexible and 

demonstrate adaptive capabilities due to the wide range of problems to solve. Nevertheless, even 

for flexible operators, it could be difficult to manage the large amount of information that would 

be available in I4.0 production plants, as well as the rapid changes in the configuration of 

production lines to satisfy customer requirements. 

One of the functions in an industrial plant that will much benefit from I4.0 is that of equipment 

maintenance. Commercial solutions (e.g., PTC ThingWorx, REFLEKT ONE, Scope AR) for the 

development of AR maintenance applications are constantly increasing, as well as prototypes. 

However, research works are still needed to address specific issues, as information 

comprehension authoring cognitive aspects, and so on. Other issues derive from the operating 

context. One of these is the difficulty for the operator to remember the location of all equipment 

in the plant and other useful data. This aspect is due to the rapid changing in plant layouts and 

the greater amount of data to manage in the context of Industry 4.0.  

 IAR aims to provide a tool to support operators in the information retrieval about equipment in 

industrial plants, allowing access even more data. This tool will improve maintenance tasks to 

reduce the retrieval time of useful information in the maintenance procedure and, consequently, 

the downtime of the process. Shortly, when structured and unstructured data will become 

increasingly available from all points of the process (see Fig. 7), the target will move to predictive 

maintenance, based on fault prognosis. 

Taking a snapshot of industrial plants, we can say that most of them are far from being ready for 

predictive maintenance, although lots of prototypes and theories were presented in the literature. 

There is still old equipment, and sometimes it is difficult to integrate them with sensors. A pure 

data-driven approach is far to be implemented, i.e., extracting the process information for 

maintenance from the records available in process databases and deriving from machine sensors. 

Fig. 7 IAR value in different points of industrial process. 
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Furthermore, employees are accustomed to relying more on their know-how than on new 

technologies. A knowledge-based approach is still predominant, i.e., exploiting pre-existing 

knowledge or information about the process connections.  

In this context, the introduction of I4.0 features in existing plants will be gradual. A strategy to 

integrate data-driven and knowledge-based approaches would be needed. The use of AR allows 

showing equipment information in the form of digital contents, thus augmenting technical 

drawings. 

1.1. An industrial application scenario – the Mill 4.0 

In order to introduce the concept of Mill 4.0, we need to make a brief introduction to the milling 

process. 

The milling industry is based on the principle of separating as much as possible the endosperm 

from the other parts of the caryopsis. Therefore, it can be defined as an industry of extraction 

Fig. 8 A milling plant in the south of Italy. 
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and purification. Wheat milling provides, besides flour suitable for the production of bread, 

pasta, and other products to be used for human consumption. The bran, together with middlings 

and meal, is currently used for the preparation of animal feed.  

A mill can be distinguished into four sections: 

1. Grain picking, pre-cleaning and storage; 

2. First and second cleaning and conditioning; 

3. Actual milling; 

4. Storage and packaging of the flour. 

The milling process is represented by a sequence of physical operations that, through pre-

cleaning, storage, cleaning, breaking, screening and regrinding, allows to separate, in the form 

of flour, the endosperm from the cortical parts of the caryopsis of the wheat. 

The production process of a mill begins with the acceptance of the grain that, after inspection 

and the taking of samples for analysis, the grain is sent to a pre-cleaning treatment through 

suction and screening. 

The grain is placed in storage structures, horizontal warehouses, or vertical silos, which must 

have particular suitability requirements for conservation. The milling process is preceded by a 

further cleaning operation and humidification (conditioning) with the addition of an adequate 

amount of drinking water. This operation eases the separation of the endosperm from the cortical 

part and allows the maintenance, constant and controlled, of humidity and temperature during 

the grinding process. The actual grinding is made of two phases: breaking and regrind. 

The main purpose of breaking, which is done by using ribbed cylinders, is to open the caryopsis, 

detach the endosperm from the cortical part as much as possible and leave the cortical part as 

wide and flat flakes from which, in a second time, are further separated the fragments of 

endosperm still adhering. The regrind instead has the function of reducing the flaky particles 

from the breaks (granites) in flour through the passage on smooth cylinders and subsequent 

sieving (sifting). 

Grain processing takes place in buildings of 6-7 floors (see Fig. 8), where the product is lifted 

by mechanical or pneumatic means of transport and processed as it falls through the machines. 

Inside, hundreds of sensors monitor the status of the processing. 
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Applying the concepts of Industry 4.0 to grain processing plants (Mill 4.0) means creating a fully 

integrated facility in which the plant communicates in real-time with business management 

systems. 

The trend in the milling industry is to improve efficiency through automation in order to increase 

worker safety (by reducing access to silos), increase production without affecting product 

quality, and optimize raw material and finished product inventories. Automating a milling plant 

means managing in an automatic way the four main phases of the production process described 

above through the use of sensors, PLC, and SCADA systems.  

The integration required by Industry 4.0 means performing intelligent automation by allowing 

the four sections to communicate with each other in a deterministic manner and provide real-

time data to higher levels of the company. All this means implementing a Cyber-physical 

manufacturing system. 

The consequent deep knowledge of the entire process of working the grain from the reception of 

the raw material to the bagging of the finished product leads to the realization of: 

1. A greater optimization in the inventory to obtain efficient management of stocks and of the 

phases of unloading and loading of trucks, as well as a more precise organization of production 

and orders. 

2. Scheduled maintenance in order to reduce downtime in production cycles. 

3. Greater efficiency of the cleaning, grinding and bagging phases in order to increase the 

production and quality of the final product. 

Deep knowledge of the production process is possible only through the acquisition of a large 

amount of data thanks to measuring points distributed throughout the plant. Current technology 

has been directed towards the creation of intelligent sensors/devices that allow monitoring all 

phases of grain processing. Often these are multi-sensor systems that allow the acquisition of 

quantities of different types in a more compact and intelligent manner. Wireless sensor networks 

(WSNs) are becoming radically popular in the grain industry. 

We believe that AR technology can help the operator inside a 4.0 milling plant to manage this 

large amount of information provided by the sensorized machines (See Fig. 9) within the milling 

plant. 
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To do this, we need to understand what the right choices of AR interfaces are and how to convey 

the information to the operator in the best possible way. 

In the next chapter, we will begin to bring order in the world of AR interfaces, to understand 

what the trends are in the IAR literature and suggest guidelines for future IAR interface 

designers.  

Fig. 9 Section of a grain milling plant with sensor systems, two level sensors are circled in yellow. 
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Chapter 2. State of the art analysis of IAR 

interfaces 

This chapter 1 originated from the idea of bringing order to the many techniques for convey 

technical information in AR. In fact, as argued by Rolim et al. [22], there is no agreement in the 

literature about the best way to present information and provide instructions for users via AR. 

Providing such design guidelines is challenging, because AR necessarily deals with open-ended 

real environments and each scenario may introduce new constraints. Existing standards such as 

the Augmented Reality Markup Language (ARML) [23] and the Keyhole Augmented Reality 

Markup Language (KARML) [24] while generalist, can be used as starting point for future 

implementations (e.g., to specify nomenclature). The IEEE Standards Associations is developing 

a family of standards for virtual and augmented reality that addresses aspects such as safety, how 

different technologies should be defined, and how virtual and real objects should work together. 

Therefore, literature is scattered among several proposals of IAR interfaces. We found works 

using different visual assets based on specific studies [25], [26], [27]. Besides these, for many 

IAR applications described in the literature, but there are limited details or descriptions of the 

interfaces, nor motivations for the choices of visualization methods. We also found papers 

providing design recommendations [28], even for industrial AR interfaces [29]. However, these 

recommendations need to be integrated with specific insights on the interface, also considering 

different devices. In fact, the design of IAR interfaces may be further complicated by the nature 

of AR devices. For example, occlusive visual assets may limit the situation awareness and 

operator safety when viewed through head-worn displays as compared to those same visual 

assets presented via handheld IAR devices [30]. Then, a preliminary work to reach guidelines 

for authors of next-generation IAR technical documentation is that of reviewing how technical 

instructions were presented in the literature. To the best of our knowledge, there is a lack of 

literature that systematically studies technical visual assets that can be used in AR user inter-

faces for maintenance, assembly, and training procedures. Thus, in this work, we want to address 

 
1The results of the studies described in this chapter were published in the following paper: 

Gattullo, M., Evangelista, A., Uva, A. E., Fiorentino & Gabbard, J. L. (2020). What, How, and Why are Visual 

Assets used in Industrial Augmented Reality? A Systematic Review and Classification in Maintenance, Assembly, 

and Training (from 1997 to 2019). IEEE Transactions on Visualization and Computer Graphics, 1–1. 
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the following research questions: "what are the most commonly used visual assets and how are 

they used in IAR interfaces for maintenance, assembly, and personnel training tasks?”  

 

In this work, we present results from our Systematic Literature Review (SLR) of visualization 

methods for technical instructions in industrial augmented reality prototypes and concepts for 

maintenance, assembly, and training procedures presented in the last decade. Based on this 

review, we further propose a classification of technical visualization methods, considering 

different aspects in their authoring in IAR interfaces, and defined as follows: 

• What is displayed as a visual asset; 

• How visual assets convey information; and; 

• Why a certain visual asset is used. 

This classification could serve to promote community discussion and ultimately go towards 

standardization. 

2.1. Related Work 

Azuma's works [31], [32] are a reliable starting point for all the following research in AR. They 

describe medical, manufacturing, visualization, path planning, entertainment and military 

applications that have been explored since then. It is interesting to note that most of the 

applications reviewed made use of 3D models. Other more recent surveys of AR technology, 

applications, and limitations are those made by Van Krevelen and Poelman [33], Carmigniani et 

al. [34], Billinghurst et al. [35]. Moreover, in 2008, Zhou et al. [36] provided a successful review 

of ten years of ISMAR; ten years later Kim et al. [37] updated this survey with a revisiting of 

ISMAR trends from 2008 to 2017. 

2.1.1. Reviews on Applications of AR in Industry 

Ong et al., [38] provide one of the first inclusive reviews of IAR research and development, 

including some of the relevant issues that are limiting the successful applications of AR in the 

manufacturing field. They summarize the requirements that a successful IAR application should 

ideally have in terms of hardware and software systems, such as an efficient and suitable user 

interface that can be conveniently used to interact with the augmented manufacturing 

environment.  
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Nee at al., [39] presented some of the IAR applications that are relevant for the manufacturing 

filed. This work emphasizes the importance of the design phase of an AR application, such as 

the development of highly interactive and user-friendly interfaces and providing valuable insight 

in order to make AR an interesting tool in the manufacturing and engineering field. 

Syberfeldt et al., [40] focused on the industrial domain, aiming to take the manufacturing 

industry one step closer to the broad adoption of AR smart glasses. They present a step-by-step 

process for evaluating AR smart glasses, including concrete guidelines as to what parameters to 

consider and their recommended minimum values. They suggested an evaluation process for 

manufacturing companies to quickly make optimal decisions about what products to implement 

on their shop floors. 

Rankohi and Waugh [41] present a statistical review of AR technology in the architecture, 

engineering, and construction (AEC) industry. They synthesize the current state-of-the-art and 

trends of augmented reality technologies for construction projects and identify key application 

areas that could significantly affect the AEC. It is interesting to note that most of the articles 

reviewed discuss non-immersive user experiences, i.e., desktop-based AR, rather than immersive 

ones. As seen in other reviews, their work reveals that most of the AR systems found in the 

literature are prototypes, one-offs, and demonstrations. 

Dini and Dalle Mura [42] provide a comprehensive survey that reviews some recent applications 

in Through-life Engineering Services (TES), emphasizing potential advantages, limits and 

drawbacks, as well as open issues which could represent new challenges for the future. The main 

open issues found are usability and portability of AR hardware, small field of view of devices, 

the visual quality of overlaid images, system delays, and difficulties in the preparation, 

preparation, programming and setting up of these systems. 

Fraga-Lamas et al., [43] describe the basics of IAR and then carried out a thorough analysis of 

the latest IAR systems for industrial and shipbuilding applications. Different IAR shipyard use 

cases are described and a thorough review of the main IAR hardware and software solutions are 

presented. After such a review, it can be concluded that there are many options for developing 

IAR interface software, but IAR hardware, although it has progressed a great deal in the last few 

years, it is still not ready for widespread deployment. 

Palmarini et al., [44] performed a Systematic Literature Review to evaluate the current state of 

the art of AR in maintenance and the most relevant technical limitations. From their study, it is 
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clear that there is high fragmentation among hardware, software and AR solutions which leads 

to high complexity for selecting and developing AR systems. 

Bottani and Vignali [45] in a recent survey, classify the literature on IAR from 2006 to 2017 and 

identify the main manufacturing areas were IAR is deployed. Moreover, their results show that 

HHDs and HWDs are the most widely used display devices in IAR. Finally, one of the most 

important insights of the survey is that the results confirm the fact that AR shows great 

application potential in many industrial operations and, in particular, in the field of maintenance 

and assembly. 

2.1.2. Reviews on a specific AR topic 

Kruijff et al., [46] identified the main perceptual problems that affect the correct perception of 

augmentations on a range of AR platforms: head-worn displays (HWDs), handheld devices, and 

projector-camera systems. Rolland et al., [47] reviewed optical architectures for see-through 

HWDs along with key factors and functions required of a successful see-through HWD.  This 

review was made independent of a specific application domain.  

Another field of research seen in the literature is that of user-based experimentation. As argued 

by Swan and Gabbard [48], there is a need to further develop AR interface and systems from 

user-centered perspectives. They surveyed and categorized the user-based studies that have been 

conducted in AR, finding that work is progressing along three complementary lines of effort: 

those that study low-level tasks, those that examine user task performance within specific AR 

applications or application domains, and those that examine user interaction and communication 

between collaborating users. Dey et al., [49] present the broad landscape of user-based AR 

research, providing a high-level view of how that landscape has changed. They identify primary 

application areas for user research in AR, describe the methodologies and environments 

commonly used, and propose future research opportunities for making AR more user-friendly. 

2.2. Methodology 

This review paper was synthesized from the literature using a systematic literature review 

process [50]; a process used in other AR reviews such as [49], [44]. Our systematic review 

process was performed into two phases: paper selection followed by paper analysis.  

2.2.1. Paper Selection 

The paper selection process consists of 5 steps: 

1. planning the search; 
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2. defining the research question; 

3. defining keywords and search criteria; 

4. searching the papers; and; 

5. definition and application of exclusion criteria. 

In the search planning, we used five bibliographic databases: Scopus (www.scopus.com), IEEE 

Explore Digital Library (www.ieeexplore.ieee.org), ACM Digital Library (www.dl.acm.org), 

Science Direct (www.sciencedirect.com), and Web of Science (www.webofknowledge.com). 

The search was carried out in April 2020. To answer our research question, we identified three 

sets of keywords. The first set refers to the technology. We used both "Augmented Reality and 

"Mixed Reality" because we found that many authors use this more general term to refer to AR 

prototypes (e.g., [51], [52]). The second set of keywords intended to limit the search to only the 

industrial fields of maintenance, assembly, and personnel training for industrial activities. We 

chose these keywords because, as reported by Dey et al. in a recent review [49], the majority of 

the work in the "industry" category focused on maintenance and assembly tasks. Further, the use 

of AR in industrial training for assembly and maintenance activities is increasing as revealed by 

Werrlich et al. [53] then we added also "personnel training." We did not use just "training" to 

avoid paper in the education field. The third set of keywords intended to limit the research to 

papers that either presented a prototype (concept) or a framework where a visualization method 

to display instructions is discussed. Thus, the search terms used were: 

("augmented reality" OR "mixed reality") AND ("maintenance" OR "assembly" OR "personnel 

training") AND (“prototype" OR "concept" OR "framework" OR "visualization" OR 

"instruction"). 

The search was carried out in the title, abstract, and keywords fields for the databases Scopus, 

ACM, and Science Direct, in all the metadata for IEEE Explore, and in the Topic for Web of 

Science. With a first search using only the keywords described above, we gathered 1757 papers 

overall (see Tab. 1). Half of them came from Scopus database. To refine the search, we decided 

to include only the scientific articles with the following additional selection criteria, where 

possible: 

• written in the English language, 

• published in journals or conferences, 

• applied to the engineering or computer science field, and, 

• published from 1997 to 2019. 

http://www.scopus.com/
http://www.ieeexplore.ieee.org/
http://www.dl.acm.org/
http://www.sciencedirect.com/
http://www.webofknowledge.com/
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Tab. 1 Outcome of the searching phase 

  Documents returned 

Database Search fields Before refinement After refinement 

Scopus Title-Abs-Key 880 689 

IEEE Explore All Metadata 280 265 

ACM Title-Abs-Key 170 164 

Science Direct Title-Abs-Key 90 76 

Web of Science Topic 337 282 

Total: 1757 1476 

 

We started the observation period in 1997 when Azuma published a survey on Augmented 

Reality [31], also providing a clear definition of it. We excluded papers published in 2020 that 

is the same year when the search was carried out. After the refinement, the number of remaining 

papers was 1476. Since this phase has been carried out for each database separately, this number 

of documents includes duplicates. Removing all the duplicates, the number of papers reduced to 

949. 

We considered the relevance of scientific impact of the papers using the citation number. For 

each paper, we retrieved the total number of citations, reported in the databases, and calculated 

the Average Citation Count (ACC), as suggested in [19]: 

ACC= 𝑡𝑜𝑡𝑎𝑙 𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑙𝑖𝑓𝑒𝑡𝑖𝑚𝑒 (𝑦𝑒𝑎𝑟𝑠)⁄         (1) 

We wanted to consider only the set of papers that (based on ACC) appear to have made more 

than a minimal impact, so we discarded papers with an ACC less than 1.5 resulting in a reduced 

set of 296 papers. 

It is worth noting that up to this point neither the title nor the abstract of any paper had been read. 

Thus, we next shifted our attention to the contents of the remaining 296 papers, defining 2 sets 

of exclusion criteria: EC1 and  

EC2. For each of the 296 papers, the title and the abstract were read in order to apply the first set 

of exclusion criteria (EC1): 

• The paper does not talk about AR or AR is not applied to the industrial domain.  

• The paper focuses on industrial augmented reality, but the prototype described is not used 

for maintenance, assembly, or training tasks. 
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The result of the application of the EC1 was a list of 171 papers. After this, it was necessary to 

read the papers in their entirety in order to apply the second set of exclusion criteria (EC2): 

• In the paper neither an interface or a prototype is described. 

• No useful information is provided in the document to describe the interface. 

• The same interface is described in other included papers. 

• Applying the exclusion criteria resulted in a final set of 122 papers that we formally 

reviewed. 

2.2.2. Paper Analysis  

In the analysis phase, the 122 papers were randomly divided among 3 AR expert researchers and 

the author of this dissertation in order to carry out independent and parallel reviews. Furthermore, 

after brainstorming, we reached a common agreement on the data to be collected from each 

article. This iterative process of meeting and brainstorming among the AR researchers leads to 

the proposed classification. For each article, we analyzed the AR user interface by disassembling 

the interface into different atomic elements (see Fig. 10). We considered as augmented elements 

all the pieces of information used by UI. designers to convey instruction. Thus, we included not 

only information provided through annotations (i.e., a virtual information that describes in some 

way, and is registered to, an existing object, as defined by Wither et al. [54]), but also through 

elements attached to specific positions in the UI. These atomic elements were then added to a 

classification table created for the systematic collection of data. When analyzing an interface 

described in a paper, we looked for videos on the web that showed the interface features. When 

these videos were not available, we sought further insights from within the paper. First, we 

searched in the figures and their captions. If the information provided in the figures was 

incomplete, we consulted the body of the paper. In some cases, information about the interface 

was only present in the body of the paper. During our reading of the papers, we also recorded 
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which type of AR display device was used, distinguishing among head-worn displays, handheld 

displays, desktop monitors, and spatial AR (SAR) displays. 

During paper analysis, we met regularly to discuss papers and UI that were not clear, in order to 

reach an agreement. From Fig. 12, it is possible to note that the number of reviewed papers is 

higher in the last ten years of the observation period than in the rest of the period, with a peak in 

2018. There were no papers that met our criteria in 1997, 2000, 2002, 2004, 2006 and 2010. In 

the last five years, after a peak of 11 papers in 2014, the proportion of papers in maintenance 

field is decreased respect to those in assembly. In fact, there is a strong increase of papers in the 

assembly field in the last five years (37 papers against 19 in the rest of the period). The papers 

in the training field were all published in the last decade. Overall, we found most of the papers 

in the field of assembly (56, or 46%), whereas papers in maintenance contain the highest mean 

number of visual assets (3.37), as observable in Tab. 2, where summary statistics for all 122 

papers are reported. 

Papers in the maintenance field have a higher mean number of authors and were published more 

in journal than to conference venues, contrary to papers on assembly and personnel training (Tab. 

2). 

Fig. 10 Example analysis of an according to our 

proposed classification. We added the yellow boxes, 

dashed leader lines, and filled circles to illustrate 

application of our proposed classification. 
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In the set of work that we examined, there is a higher proportion of maintenance prototypes 

tested in real environments, whereas the majority of assembly prototypes were tested in the 

laboratory. For personnel training, there is almost the same number for each real and laboratory 

environment (Tab. 2). An explanation could be that maintenance requires a real scenario, 

whereas an assembly scenario it is easier to reproduce in a laboratory (and sometimes using a 

simplified form of the actual assembly). In fact, we found several papers using furniture or LEGO 

assembly applications to describe their research prototype. 

Our review suggests that handheld displays are the most commonly used devices for 

maintenance; HWDs the most common for assembly and training (see Tab. 2). As observable in 

Fig. 11, handheld displays were used mostly in the last decade with a steady trend. This was 

expectable due to the availability of commercial smartphones and tablets in these years. HWDs 

were also used in the first years of observation, but there is a strong increase in the last years 

with a peak in 2018. This is mainly due to the availability of new more ergonomic HWDs as 

Microsoft HoloLens and Meta 2. As a consequence, the use of desktop monitors has decreased 

in the last years. Spatial AR displays were used only in the last decade with a steady trend. 

 

Application 

Area 
Paper 

Mean 

ACC 

Mean 

Author 

Count 

Publication Display* Test scenario 
Mean Visual 

Asset Count Journal Conference HWD HHD MON SAR 
Real 

environment 
Laboratory 

Maintenance 51 5,2 4,59 27 24 18 25 11 0 24 27 3,35 

Assembly 56 5,4 3,90 26 30 31 6 14 7 11 45 2,30 

Personnel 

Training 
15 7,1 3,73 7 8 10 2 2 1 7 8 3,27 

Overall 122 4,2 5,53 60 62 59 33 27 8 42 80 2,86 

*HWD = Head Worn Display, HHD = Hand-Held Display, MON = Desktop Monitor, SAR = Spatial Augmented Reality 

Tab. 2 Summary of the 122 reviewed papers 
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Fig. 11 The number of papers in our review per year where an IAR prototype is presented. 103 out of the 122 

analyzed papers are in the last decade (2010-2019) when also “personnel training” topic is more addressed. 
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2.3. Visual Asset Classification 

Based on a preliminary analysis of the papers, we propose a classification for IAR UI visual 

assets (Fig. 13). To create the classification, we followed the process recommended in [55] to 

first create an intentional classification that contained mutually exclusive and jointly exhaustive 

classes and extensions. We then applied a subsequent classing phase where visual assets were 

assigned to classes. Specifically, we first analyzed which visual assets are used in the literature, 

i.e., what visual assets are commonly used. We made the proposed classification following the 

authoring pipeline of an AR scene. We can divide it into two main stages: i) authoring of the 

single visual assets, that changes according to the type: 3D modeling in CAD software, 

photograph acquisition, and so on; ii) creation of the AR scene, usually done with development 

platforms (e.g., Unity 3D or Unreal) where the visual assets are combined with the real scene 

and additional properties can be added to them. 

Then, we made the first distinction, putting into different bins visual assets that needed different 

approaches in the authoring phase ("what"). This is the reason why, for example, we 

distinguished between photograph and video: even if both are created using a camera, a 

photograph is used as it is in the interface, whereas a video often needs postprocessing and then 

authoring is harder. 

Then, we analyzed properties of the visual assets that can be added during the creation of the AR 

scene and that could give additional information ("how"), as the location in the AR scene, a 

specific color, an animation. These properties of a visual, i.e., how visual assets are presented, 

represent the second level of our classification. 
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Fig. 12 Trend about the use of AR devices in the prototypes described in the analyzed papers. 
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Finally, we wanted to study the relationship between the type of visual asset used in an IAR 

interface and the information conveyed, i.e., why are visual assets used in IAR interfaces. 

To enforce mutually exclusive classes assignment, we counted the same types of visual assets 

(what) if they had different properties (how) or used for different scopes (why). For this reason, 

in a given paper we could have more than one text, auxiliary model, and so on. Whereas, if a 

type of visual asset with the same properties and scopes was used more than once in a paper 

(e.g., for disassembling and re-assembling a product), we counted it only one time. If an 

instruction was composed of more than one visual asset, we analyzed the two visual assets 

separately. In the following sections, we describe the classes contained in the proposed visual 

asset classification. 

 

 

 

 

 

 

2.3.1. Class: What (is the visual asset)? 

TEXT ► Text is the traditional way to convey verbal information. Authoring text is very simple 

since it requires just the definition of text content. We include in this category both 2D text and 

3D text, as well as text both displayed within bounding boxes and without. Examples of analyzed 

papers using text as visual asset are [56] and [57]. 

PHOTOGRAPH ► In this class, we consider assets, whose content is generated through 

photographs of the real world as acquired by a camera. The use of photographs is very common 

in manuals, especially digital manuals and instructional websites such as iFixit.com [58]. 

Examples of analyzed papers using photograph as visual asset are [59] and [60]. 

VIDEO ► In this class, we consider assets whose content is generated through video recordings 

of the real world as acquired by a video camera or webcam. Examples of analyzed papers using 

video as visual asset are [61] and [62]. 

Fig. 13 Our proposed classification of visual assets commonly used in IAR user 

interfaces as presented it literature 2006-2015. 
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SIGN ► We applied the definition of Peirce [63] whereby: "a sign is a thing which serves to 

convey knowledge of some other thing, which it is said to stand for or represent." Signs can be 

of three types: icons, indices, and symbols. Signs are regulated by standards that could be either 

International Standards, such as ISO 3864 [64] for safety symbols, or internal practices. The 

information contained in signs is very focused, which is a key characteristic that distinguishes 

signs from photographs. Examples of analyzed papers using sign as visual asset are [65] and 

[66]. 

AUXILIARY MODEL ► We used the definition provided by Wang et al. [67] that states: 

"auxiliary models are virtual models for auxiliary instructions". Then, in the proposed 

classification, auxiliary models are 2D and 3D annotations, used by technical authors for 

delivering hints to the operator (e.g., guiding operator's visual attention to a detail). Some 

examples include arrows, circles, and abstract sketches. We did not make a distinction between 

2D and 3D elements since the same information can be conveyed by both the 2D and 3D version 

of auxiliary models. Examples of analyzed papers using auxiliary model as visual asset are [68] 

and [69]. 

DRAWING ► In this class we consider all digitized 2D drawings that do not follow formal 

standards. Examples from the literature include freehand sketches, maps and charts. We also 

included in this group annotated photographs (i.e., a combination of a photograph and 2D 

auxiliary models and/or text) since, for the authoring, they require postprocessing of the 

photograph acquired from a camera (e.g., adding annotations). Examples of analyzed papers 

using drawing as visual asset are [27] and [70]. 

TECHNICAL DRAWING ► For technical drawings, authoring is harder because the drawings 

must follow international standards to deliver constructive and functional information about 

products (ISO 128-1:2003 [71]). In this category, we include 2D representations in the form of 

technical drawings displayed as a static image on a canvas, but also 3D graphical annotations, 

according to ASME Y14.41 – 2003 [72]. Examples of analyzed papers using technical drawing 

as visual asset are [73] and [74]. 

PRODUCT MODEL ► We again use the definition provided by Wang et al. [67] that states: 

"product models are 3D virtual models of product and parts". Product models are the digital 

representation of real objects (e.g., machinery parts, components, tools) and their authoring is 

typically made using 3D CAD and 3D modeling tools (e.g., Solidworks, CATIA, Blender). 

Examples of analyzed papers using product model as visual asset are [75] and [76]. 
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2.3.2. Class: How (are visual asset presented)? 

FRAME OF REFERENCE ► The frame of reference for visual assets within an AR interface 

is an important classification criterion because it can influence the information provided. We 

used the definition provided by Gabbard et al. [77] initially presented within the context of 

automotive AR interfaces. They conceptualized the frame of reference from the user's point of 

view as follows: 

• Screen-fixed AR graphics are rendered at a fixed location on the display and are generally 

not spatially anchored to any specific objects in the scene; and; 

• World-fixed (or conformal) AR graphics are rendered such that they are perceived to 

exist at specific locations in the real world. 

• A world-fixed visual asset (i.e., an annotation [54]) often conveys a greater amount of 

information than the same visual asset presented in a screen-fixed fashion, because the 

former increases the spatial proximity between the information provided and its real-

world referent. 

COLOR CODING ► In the industrial domain, the use of color is regulated by international 

standards and internal practices. For example, colors are used for the identification of material 

properties in pipes (ASME A13.1, 2007 [78]), for safety symbols (ISO 3864 [64]), and to identify 

product status in aerospace facilities. The 5S, a common workplace organization method, 

suggests the use of color in the workspace to enforce sorting, straightening, systematic cleaning, 

standardizing and sustaining [79]. Thus, we distinguished visual assets whose color is associated 

with a specific meaning (i.e., purposeful color semantics) from those whose color is arbitrary (or 

we perceive to be arbitrary based on the paper's figure and/or associated figure caption and text). 

ANIMATION ► We distinguish animated visual assets from static ones since the use of 

animation can provide further directional or temporal information to the users. We consider 

animated visual assets to be those that change their position/rotation/scale in the interface over 

time, while keeping the point of view of the real world fixed. Examples of animated visual assets 

include: a product model of a screw that is animated to show unscrewing (change of position and 

rotation), virtual arrows that pulse (change of scale), and sliding text (change of position). Videos 

that occupy a fixed position in the interface are considered static even if the content changes over 

time. 
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2.3.3. Class: Why (is the visual asset being used)?  

LOCATING ► We consider locating an important use of visual assets, since IAR elements can 

assist in identifying objects of interest within the scene. In IAR, users need to identify and locate 

parts both inside and outside their field of view (FOV). Locating is always a supporting task 

because it does not involve a change in the system status (no action); instead, it is a prerequisite 

for some task action. A location task could be for instance: locate the screw to be unscrewed, 

locate the button to be pressed, or locate the tools to be used. 

OPERATING ► Operating tasks refer to all actions that are carried out by the user, with and 

without the aid of tools, that change the state of the scene/system. The operating task is generally 

performed after a locating task for the target. Representative examples could include unscrew 

the screw counterclockwise, press a button or raise a lever. 

CHECKING ► Checking tasks involve the examination of an object in order to make a decision 

(e.g., determine its condition, or to detect the presence of something wrong) but without 

performing the subsequent operation. Checking the oil level, discrepancy checks, checking the 

pressure on a pressure gauge or checking that a surface is clean are all examples of checking 

tasks.  

WARNING ► In an industrial environment, safety is a priority. Therefore, even IAR interfaces 

must provide special warnings that indicate a potential hazard or condition that requires special 

attention, in order to prevent injury or avoid hazards that could threaten operator health and 

safety. Industrial hazards can be found in almost every work environment (e.g., radiation hazard, 

overhead hazard, machine safety) and each hazard requires a specific visual asset to reduce 

ambiguity. 

2.4. Results 

From our analysis, the 122 papers present 348 visual assets. Looking at the source for the 

collection of assets, 54 (16%) of visual assets were from videos, 85 (24%) from figures, 156 

(45%) from both figures and the body of the paper, while 47 (15%) visual assets were identified 

using only information presented in the body of the paper.  

Tab. 3 gives summary statistics for all identified visual assets. We distinguished among papers 

in the fields of maintenance, assembly and personnel training. 
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The product model is the most common in all application fields (109 occurrences of 348, 31%), 

followed by text (91, 26%), and auxiliary models (89, 26%), while all the other visual assets 

were used at lower counts (Fig. 14). 

 

Application 

Area 

Visual 

Asset 

Count 

WHAT 
Information about VA extracted 

from 

Text Sign Photograph Video 
Tech 

Drawing 
Drawing 

Product 

Model 

Auxiliary 

Model 
Video Figure 

Figure 

and 

body 

Body 

Maintenance 170 51 4 5 8 3 12 48 39 39 57 48 26 

Assembly 129 26 0 6 1 6 7 49 34 8 17 87 17 

Personnel 

Training 
49 14 1 1 2 0 3 12 16 7 11 21 10 

Overall 348 91 5 12 11 9 22 109 89 54 85 156 53 

 

Tab. 3 Summary of the 348 Visual Asset found in IAR literature. 

 

 

Fig. 14 The number of visual assets occurrences in various 

application field 
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Analyzing the application field (Tab. 3), the number of visual assets in maintenance is much 

higher (170, or 49%) than in the other two fields (assembly 129 or 37%, personnel training 49 

or 14%). For the maintenance field (Fig. 16), the most-used visual asset was text (51 or 30%), 

for assembly the most-used was the product model (49 or 38%), and for personnel training field, 

the auxiliary model was most-used (16 or 33%). In assembly, the text was used less (20%) than 

the other fields (30% in maintenance and 29% in training), while technical drawing was used 

more (5%). 

Fig. 15 depicts results from the "what" and "how" classification. Regarding text, there is no 

evident preference between screen-fixed (48 or 53%) and world-fixed (43 or 47%). On the 

Fig. 16 Results about “what” and “how” classification. 

CAD models, both product and auxiliary ones, are almost 

always used as world-fixed and often animated. 

Fig. 15 The most used visual assets change depending on the industrial field. 
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contrary, for product model, there is a great predominance of world-fixed assets (100 or 92%) as 

compared to screen-fixed (9 or 8%). Auxiliary models are almost all world-fixed (88 or 99%).  

For signs, there is a slight prevalence of world-fixed assets (3 or 60%). For technical drawing, 

photograph, drawing, and video there is a prevalence of screen-fixed assets. As regards the color 

coding, we were surprised to notice that it was rarely meaningful used (only 48 visual assets or 

14%). Color coding is sometimes used for text, product and auxiliary model, sign and drawing. 

Finally, the animation in visual assets was scarcely used, but when used, were mostly found in 

product model (54 or 50% in Fig. 15), and auxiliary model (21 or 24%). 

Fig. 17 shows an analysis of why visual assets are used for specific tasks. For locating, the most 

used was the auxiliary model (56 or 47%), for operating, the product model (64 or 40%), and for 

checking, the text (22 or 37%). It is worth to note that in checking tasks, the presence of technical 

drawings is comparable to other tasks (7 or 12%). As to warning tasks, there are very few 

instances (only nine visual assets), with a prevalence of auxiliary models (5 or 56%). 

Fig. 17 Results about “what” and “why” classification. 
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2.5. Discussion of Results 

The proposed visual asset classification and results of our SLR reveal the presence of some 

interesting patterns useful for answering our research questions: "which are the visual assets and 

how they are used in IAR interfaces for tasks in maintenance, assembly and personnel training?". 

A technical author aiming to design a next-generation manual, exploiting both web and AR 

content, could start from these results that provide a snapshot of over 20 years of literature on 

the topic. 

A first observation that we can draw from the results, is that locating tasks are often supported 

through world-fixed, static, either auxiliary or product models (59% overall). The use of CAD 

models helps operators to identify a real object either observing their virtual copy (product 

model) or highlighting the space region where it is located (auxiliary model). Thus, it is evident 

why CAD models are often world-fixed, but perhaps should not be animated since there is 

limited added value and an unjustifiably high authoring effort. The locating task is accomplished 

through the perception of visual assets, involving stimulus preprocessing, feature extraction, and 

stimulus identification. Among the methods for directing visual attention to specific spatial 

locations, Stork and Schubö [80] distinguished between exogenous (or peripheral) cueing (i.e., 

presenting salient spatial cues at the relevant position), and endogenous (or central) cueing (i.e., 

using symbolic cues in order to indicate the spatial position). Peripheral cues afford faster 

attentional shifts than central cues because the latter need additional time for the interpretation 

of the symbol. World-fixed assets can be considered peripheral cues since information is 

presented exactly on the part to be located. This is one of the greatest advantages of using AR as 

compared to static textbook manuals. Nevertheless, designers should evaluate if the use of a 

product model would provide more information than an auxiliary model, considering that the 

formers require a higher authoring effort, cannot be used with SAR, and require precise 

alignment with real products. Auxiliary models with salient attributes like animation, size, 

orientation, color and transient luminance changes can provide the needed information for 

locating single objects in an assembly or object details (e.g., a hole), as in [81]. To locate a group 

of objects in a large assembly instead, the use of auxiliary models can lead to ambiguous 

interpretations. In these cases, the use of a product model is justified to highlight the exact group 

of objects involved, as in [82], [83], and [74]. 

A second observation is that operating tasks were achieved mainly using world-fixed, animated 

product models (27%). This is an expected result because the main information conveyed in an 

operating task is the way to operate on objects (e.g., the way to assemble two parts), and the use 
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of animations of product models provides a powerful preview of steps of the task to accomplish. 

Operators watch the animation and then just have to replicate what they watched. The same result 

could be achieved through a video tutorial, but CAD models have the benefit of being registered 

to their real components to be handled. World-fixed product models are indeed peripheral cues 

whereas videos are central cues, thus in the former there is minimal demand to shift attention 

between the information and the object to handle. Nevertheless, operating tasks highly depend 

on task difficulty. Then, for low difficulty task, product models could provide too details that are 

not needed. For example, to instruct an unscrewing operating task, it is not necessary to have the 

animation of a virtual screwdriver and screw. Other visual assets can be explored in these cases 

such as auxiliary models and signs that require less authoring effort and provide operating task 

information without too many extraneous details. 

As to checking tasks, there is a higher scattering among visual assets, with a predominant 

preference for text (30%). The range of checking tasks is so wide that the proper visual asset 

should be chosen case by case. The use of text is justified since it is the simplest method to 

describe the way the checking task should be carried out, e.g., through a visual inspection. Text 

is needed to fully describe the context and/or to provide quantitative values of physical properties 

(e.g., the pressure of a manometer). Thus, in most of the AR interfaces analyzed, authors tended 

to use the same text information that would be present in a traditional manual. Then, specific 

research could be done for checking tasks exploring the use of other visual assets, as static 

product models for discrepancy checks, as done in [84]. Furthermore, studies on text 

optimization in AR interfaces are of utmost importance, especially as regards visualization style, 

translation issues, summarization techniques. 

Considering the overall results of this review, we found that the most used visual assets are 

product models, followed by text, and then auxiliary models. All the other visual assets are less 

common. Thus, there is still a high burden of authoring, caused by the use of product models, 

which can be the cause of the limitation in the scalability of the AR prototype applications. 

Furthermore, ongoing research is showing that effectiveness of product models in IAR is still to 

be proved, as argued by Radkowski et al., who claim that "a user needs more time to understand 

complex 3D models, which is one reason why their usage is not recommended to display 

instructions [27]." A possible explanation for the scarce use of some 2D visual assets such as 

photograph, video, drawing, technical drawing and sign could be that many of the interfaces 

have been designed with the scope of demonstrating the effectiveness of novel tracking systems, 

as well as novel techniques for rendering virtual content in three dimensions. Therefore, 

demonstrating the effectiveness of these techniques through 2D contents would not have been 
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possible. Moreover, in other cases, it could be just a design choice, in fact photograph, video, 

drawing and technical drawing occlude a large portion of the real world, hiding what is behind 

them, especially when they are used world-fixed. This issue concerns all visual assets that fill a 

rectangular area of the visual interface. The use of these visual assets, rendered transparently and 

in a small size, reduces occlusion, but the information comprehension could be compromised. 

Other visual assets, such as signs, are not widespread probably because they introduce the 

challenge of defining a standard 2D sign vocabulary to convey technical instruction [65]. 

However, signs are easier to recognize and comprehend than other complex 2D elements such 

as photographs, which are elaborated and full of detail, sometimes unnecessary. Moreover, signs 

cause a minor occlusion of the real scene and they could also be displayed screen-fixed on the 

interface. 

Finally, the association of specific information to the color of a visual asset (color coding) has 

been rarely used in the analyzed interfaces. The scarce use of color coding may be due to the low 

consideration of this technique as a means of communicating specific information. Probably, 

IAR researchers have focused more on aspects such as tracking, visualization and interaction 

techniques, neglecting aspects that may seem secondary such as convey information with color 

coding. 

To the best of our knowledge, this is the first review about the use of visual assets in IAR 

interfaces. Thus, our results are hard to compare to other works in the field. In [44], 2D/3D 

models are used more than text in maintenance. If considering product and auxiliary models 

together, our results are consistent with [44]. However, they found more animated than static 

models. 

While the results presented herein are a useful starting point for classifying and discussing what, 

how and why IAR visual assets are used, we cannot directly generalize these findings to all 

existing AR interfaces in the literature (industrial or otherwise). This is just a snapshot of 122 

selected IAR applications. Moreover, the visual assets analyzed herein are not necessarily the 

choice of an optimal IAR interface design. In fact, there are many factors to be taken into account 

to define an "optimal" IAR interface such as: cognitive effort (e.g., a 3D model is more complex 

than plain text [27]), effects of the interface on behavior and situational awareness, authoring 

[85], occlusion [86], and style [87] to name a few. 

We are continuing this research and we started from a heuristic evaluation considering the 

advantages and disadvantages of the proposed visual assets [88]. From this initial research, it is 

possible to reveal some future directions for the research in this field. For example, the use of 
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signs together with auxiliary models could be explored as an alternative to the most popular 

product models for operating instructions. Authoring of both signs and auxiliary models is done 

first defining a library. Then when a technical writer creates a new instruction document, a 

predetermined sign and auxiliary model can be easily recalled from this library. In this way, 

authoring involves less effort since a standard library of visual assets can be reused in many IAR 

applications. However, currently, there are no standards to follow, thus future research can be 

focused on the definition of standard libraries of visual assets. 

Other future directions can arise from our review. One of these could be a study for a wider 

exploitation of color coding to convey information, also considering limitations due to color 

blindness [89]. Specific research on checking tasks is also needed since in the literature this type 

of instruction has been presented with various visual assets. 

Finally, future studies are needed to find what are the optimal ways to provide comprehensive 

instruction - i.e., a combination of location, operation, control, and warning tasks - by combining 

different visual resources, and supporting context-aware IAR interfaces that adapt to the 

difficulty of the task and the knowledge of the operator, as required by the Industry 4.0 paradigm 

and thus also to the future vision of a 4.0 Mill. 

With this view, in the next chapter we will continue with the study of IAR interfaces, a survey 

with potential IAR designers will be presented. 
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Chapter 3. Investigating technical writers' 

preferences on IAR interface design 

In the previous chapter, we put in order on the visual assets used in the literature. In this chapter 

we will approach the same topic from a different point of view. A survey will be carried out with 

potential technical writers, revealing the preferences they have in the design of IAR interfaces 

and the visual assets they prefer to use in these interfaces. 

Most of the technical writers in a company have little or none experience with designing 

graphical user interfaces (GUIs) as well as with AR. As already observed by Engelke et al. [26], 

traditional paper documentation templates (often deployed as PDFs) are an established state of 

the art in industry and consumer products. Whit respect to traditional technical documentation, 

mainly based on text and images, AR offers the opportunity to exploit other visual assets [90] 

(e.g., videos, CAD models). Then, authoring of technical documentation is harder due to the 

choice of optimal visual assets, which is mainly affected by the information to convey and the 

AR display used. To the knowledge of the author of this dissertation, there are neither specific 

standards nor literature studies that guide technical writers in this choice. 

On the other side, the literature is scattered among various proposals of AR interfaces for 

industrial applications. However, in most cases, they are not scalable [91], i.e., they work well 

only for the specific use case addressed in that research. One reason could be that the GUI design 

is left to the developers' creativity, usually with a lower level of experience in writing technical 

documentation than experts in this field, and also without a detailed study of that specific 

industrial scenario at the shop floor. It is also hard to extract guidelines from these studies, as 

most of the IAR systems lack exhaustive GUI descriptions, as well as reasons for choosing 

specific visual assets. As a result, some visual assets are not used optimally, while others are 

completely neglected.  

Hence, the authoring of IAR applications requires knowledge about AR issues, GUI designing, 

and technical matters (related to assembly/maintenance) at the same time. Therefore, we made a 

user study with the goal of understanding which are the preferred visual assets by potential IAR 

technical writers, i.e., people that have knowledge in all the above three fields. At the beginning 

of the study, we formulated these research questions: 
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• Which are the visual assets preferred by potential IAR technical writers? 

• How are these preferences influenced by information types? 

• Can these preferences be generalized for all the categories of AR displays? 

In this chapter2 we answer these research questions. We selected a sample of more than 100 users 

with certified knowledge in AR, GUIs, and assembly/maintenance procedures, but with different 

levels of familiarity, and provided them with a questionnaire. 

3.1. Materials and Methods 

The questionnaire was designed to understand users' preferences about visual assets, in relation 

to the information to be conveyed and the AR display used. The categories of AR displays 

considered: Head-Mounted Display (HMD), Handheld Display (HDD) and Spatial Augmented 

Reality (SAR). 

A preliminary analysis of ten assembly/maintenance manuals allowed us to understand that a 

technical instruction is composed of various information required or obtained at the start and end 

of an action. For every information to be displayed by AR, it is possible to use a single visual 

asset. Thus, we classified information into six information types, considering that, for every 

information type, a single proposal of visual asset can be done. The six information types found 

are: 

• IDENTITY: e.g., the identity of a part to position, of an object to grasp. 

• LOCATION: e.g., location and destination of an object. 

• ORDER: e.g., order to do a motion or a structured sequence in a plan. 

• WAY TO: e.g., the way to dis/assemble parts, to use an object. 

• NOTIFICATION: e.g., confirmation that parts are dis/assembled or information that a 

problem is occurring/has been solved. 

• ORIENTATION: e.g., the initial or desired orientation of an object. 

From the literature, it is possible to extract a list of visual assets that can be used in industrial AR 

applications [90]: 

• TXT: text. 

 
2  The results of the studies described in this chapter were published in the following paper: 

Gattullo, M., Dammacco, L., Ruospo, F., Evangelista, A., Fiorentino, M., Schmitt, J., Uva, A. E., (2017). Design 

preferences on Industrial Augmented Reality: a survey with potential technical writers. (2020). 2020 IEEE 

International Symposium on Mixed and Augmented Reality, 172-177. 
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• SIG: signs i.e., “a thing which serves to convey knowledge of some other thing, which it 

is said to stand for or represent” [92]. 

• PHO: photographs of the real-world as acquired by a camera. 

• VID: video recordings of the real-world as acquired by a video camera. 

• DRA: drawings, e.g., freehand sketches, maps, charts, or other digitized 2D drawings 

that do not follow the normal standards. 

• TEC: technical drawings that follow international standards to deliver constructive and 

functional information about products. 

• PDM: product models, i.e., 3D CAD models of product or parts (e.g., machinery parts, 

components, tools) 

• AUX: auxiliary models, i.e., 2D or 3D graphic elements for auxiliary instructions (e.g., 

arrows, circles).  

To gather preferences in the questionnaire, we displayed how the information will appear with 

the eight visual assets in a screen-based AR application. We showed all the visual assets for the 

six information types, extracting them from the assembly instructions of “Model Pick-up truck” 

(Fig. 18). The entire production cycle of the pick-up truck is carried out in the in the “c-factory,” 

a laboratory of the FHWS University (Germany), where it is possible to simulate in miniature an 

entire production cycle in a smart factory. The assembly steps at the pick-up are nine and we 

chose the steps 8 and 9 (8: Removing screws from the magazine, 8.1: Removing a screwdriver 

from the holder, 8.2: Placement of the screw, and 9: Removal of the finished component) because 

they involve all the six information types: 

• IDENTITY: “Identify the screw” 

• LOCATION: “Destination of the screw” 

• ORDER: “Structured sequence defining how screws are going to insert” 

• WAY TO: “The way to assembly the screws” 

• NOTIFICATION: “Confirmation that the parts are assembled” 

• ORIENTATION: “Desired orientation of the pick-up” 
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The questionnaire consists of three sections. In the first section (“familiarity”), the participants 

are asked about personal information and user familiarity with Augmented Reality, Graphic 

Interface design, Assembly/Maintenance procedures and frequency of use of AR displays 

(HMD, HDD, SAR). A 5-point Likert scale was used for both familiarity (1, Not at all familiar 

– 5, Extremely familiar) and frequency of use (1, Never use - 5, Frequently use). In Tab. 4 there 

is the subdivision of the participants about their familiarity level, while in Tab. 5 about their 

frequency of use of AR displays. 

In the second section (“information type”), the users were asked to provide a rating, using 5-

point Likert scale (1, bad – 5, good), for every visual asset, independent of the AR display. To 

help users in the decision, they could watch a video that showed a preview of how every visual 

asset would appear in a monitor-based AR application. In some cases, it was not possible to 

 

Fig. 18 The “Model Pick-up truck” used as case study. We derived visual assets for instructions in step 8 

and 9 that contained all the six information types. 

 

 
AR 

GUI 
design 

Assembly/ 
maintenance 

Not at all familiar 5 10 4 

Slightly familiar 18 34 21 

Somewhat familiar 33 23 24 

Not at all familiar 30 31 29 

Slightly familiar 19 7 27 

Tab. 4 Level of familiarity of selected users with: AR, GUI and Assembly/maintenance 
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convey certain information types through some visual assets (e.g., auxiliary model for identity). 

The displaying of the video and the rating was repeated for the named six information types. 

Tab. 5 Frequency of use of selected user with: HWD, HDD, SAR 

 

Finally, in the third section (“AR display”), users were asked to provide a ranking of the visual 

assets for the three AR display technologies (HMD, HDD, SAR), based on their previous 

experiences. Our initial aim was to evaluate this effect in the c-factory laboratory, showing the 

visual assets on the three AR displays, but it was not possible due to COVID-19 related 

restrictions. The questionnaire was carried out by 105 voluntary people, whom 2 managers, 10 

employees, 3 faculty, 21 PhD or researchers, 69 university students, of which 41 enrolled at 

University of Applied Sciences Würzburg-Schweinfurt - Germany, 26 enrolled at Polytechnic 

University of Bari - Italy and 2 enrolled at other universities. We selected users to provide the 

questionnaire among all those, who have a background in engineering and have knowledge about 

GUIs and AR. The gender division is: 1 diverse, 22 females, 82 males. The average age of the 

users is 28.47 years (min 20, max 62, SD 7,81). The questionnaire was created with the tool 

www.surveyanyplace.com and was sent to the selected users that could compile it by their own. 

Filling in the questionnaire took approximately 10 minutes. 

 TABLE 2: 
FREQUENCY OF USE OF SELECTED USERS WITH: 

 HWD HDD SAR 

Never use 17 2 44 

Almost never 48 1 39 

Occasionally/Sometimes 26 16 15 

Almost every time 6 20 5 

Frequently use 8 66 2 
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3.2. Results 

The responses of all the people that completed the questionnaire were collected. Then, those of 

users that stated to be “not at all familiar” with either AR or GUIs or assembly/maintenance 

procedures were discarded. Therefore, the data analyzed derived from 94 users. Since data are 

ordinal (i.e., ratings from 1 to 5 for the “information type” section and rankings from 1 to 8 for 

“AR display” section), statistical analysis is done by the Kruskal Wallis test. The results of the 

second and third part of the survey have been analyzed separately: information type and AR 

display. For the “AR display” section, data from users that stated to have never used the display 

for which we were performing the analysis were also discarded. Thus, data analyzed are from 81 

users for HWD, 93 for HDD, and 59 for SAR. All the analyses, whose results are reported in 

Tab. 6, revealed a statistically significant difference among the visual assets for every 

information type and every display. 

We made pairwise comparisons to reveal the most and least preferred visual assets. We reported 

the median ratings for every combination of visual asset and information type in Tab. 8 marking 

with ⁕ the visual assets with the highest rating and with † those with the lowest. If more than one 

cell is marked with the same symbol in a row, it means that pairwise comparisons did not reveal 

a statistically significant difference between those visual assets; thus, they are equally  preferred. 

Results revealed that the product model is the most preferred visual asset for every information 

type, except for “notification” where we were not able to use it. In this case, they suggested sign, 

 

TABLE 3: 
RESULTS OF STATISTICAL ANALYSES ABOUT COMPARISONS OF 

VISUAL ASSETS. 

Information type Result of Kruskal Wallis test 

Identity χ2(5) = 91.687, p < 0.001 

Location χ2(6) = 247.167, p < 0.001 

Order χ2(4) = 179.409, p < 0.001 

Way to χ2(7) = 277.719, p < 0.001 

Notification χ2(6) = 142.395, p < 0.001 

Orientation χ2(6) = 253.160, p < 0.001 

AR display Result of Kruskal Wallis test 

HWD χ2(7) = 213.647, p < 0.001 

HDD χ2(7) = 190.801, p < 0.001 

SAR χ2(7) = 37.567, p < 0.001 

  

Tab. 6 Results of statistical analyses about comparison of visual 

assets. 
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drawing, and auxiliary model. However, only for location users had a clear preference for the 

product model. For all the other information types, also alternative visual assets gather similar 

preferences as video and auxiliary model (Fig. 19). On the other side, users showed a scarce 

preference for text as well as for sign, except for notification. 

The results of pairwise comparisons for the AR display effect are reported in Tab. 7 We ranked 

visual assets based on the mean ranks: green cells mean a statistically significant difference 

between that pair of visual assets. Product model, auxiliary model, and video (in this order) are 

the most preferred visual assets for HWD. Video and product model are the most preferred visual 

assets for HDD. For SAR there is a greater uncertainty: there is only a slight preference for 

auxiliary model. 

Fig. 19 most preferred visual assets for each information type. The product model is suggested by users for every 

information type, except that for “notification” where it cannot be used. 
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TABLE 4: 
MEDIAN RATINGS FOR EVERY COMBINATION OF INFORMATION TYPE 

AND VISUAL ASSET 

 
Visual Asset 

TXT SIG PHO VID DRA TEC PDM AUX 

In
fo

rm
a

ti
o

n
 T

y
p

e 

IDENTITY 2†  4⁕ 4⁕ 3 3 4⁕  

LOCATION 2†  3 4 4 4 5⁕ 4 

ORDER 2†   2 3  5⁕ 4⁕ 

WAY TO 2† 2† 2† 4⁕ 3 3 5⁕ 4⁕ 

NOTIFICATION 3 4⁕ 2† 2† 4⁕ 2†  4⁕ 

ORIENTATION 3 2† 3 5⁕ 3  5⁕ 3 

Visual assets in cells marked with ⁕ are significantly better than  
those in other cells in a row; visual asset in cells marked with † are 
significantly worse than those in other cells in a row; blank cells 
indicate that it was not possible to find that visual asset for that 
information type.  

Tab. 8 Median ratings for every combination of information type 

and visual asset. 

 

TABLE 5: 
RESULTS ABOUT THE PREFERRED VISUAL ASSETS FOR EACH AR 

DISPLAY 

HWD PDM AUX VID DRA TXT TEC SIG PHO 

PDM         

AUX         

VID         

DRA         

TXT         

TEC         

SIG         

PHO         

HDD VID PDM AUX PHO DRA TEC TXT SIG 

VID         

PDM         

AUX         

PHO         

DRA         

TEC         

TXT         

SIG         

SAR AUX PDM VID TXT PHO SIG DRA TEC 

AUX         

PDM         

VID         

TXT         

PHO         

SIG         

DRA         

TEC         

Green cells indicate that there is a statistically significant 
difference between the visual asset in the row and in the column, 
otherwise for gray cells. 

Tab. 7 Results about the preferred visual asset for each 

AR display. 



46 

3.3. Discussion of Result 

The results of our user survey unveil the presence of some noteworthy patterns useful for 

answering our research questions: “Which are the visual assets preferred by potential IAR 

technical writers?” and “How are these preferences influenced by information types?” 

The first remark that we can draw from the results is that product model is the most preferred for 

all information types except for “notification” (where it cannot be used). This result is not 

surprising because the use of CAD models in AR is very common in the scientific literature [93]. 

Product models are mainly used by exploiting the potential of IAR to superimpose virtual objects 

on real ones, to create the perception of a scene where virtual and real coexist. In particular, in 

“identity” and “location” information types, the use of product model helps operators to identify 

a real object either observing their virtual copy or highlighting the space region where it is 

located, for example with superimposition on a real object in semi-transparency or animated 

transitions such as blinking. In addition, for “order,” product model can be useful to identify an 

assembly sequence by showing it through animated 3D models. Similarly, the “way to” 

information can be conveyed through an animated product model also showing the correct tools 

to use or providing a preview of the task to be performed by operators. In this way, they watch 

the animation and replicate what they just watched. Finally, the product model can also be used 

to convey information about the “orientation” of a part to facilitate the work process.  

This result is very promising, it would allow using product model as a default visual asset in IAR 

applications since technical writers suggest using it for a large amount of information, even of 

different nature. Nevertheless, other factors must be considered besides the engagement of 

potential technical writers. In fact, the literature on this topic also revealed some disadvantages 

to the use of product models in IAR. One of the biggest disadvantages of the product model 

comes from the authoring effort spent on modeling of 3D parts and assemblies. In fact, authoring 

of product models requires competence in 3D modeling and the effort spent in authoring is 

strictly related to the complexity of its geometry, material appearance and animation. Moreover, 

product models are highly sensitive to the 3D registration accuracy. In fact, a discrepancy 

between the virtual model and the real object in the assembly scenario can causes visual 

coherence issues and can lead to low user acceptance. Finally, ongoing research is showing that 

effectiveness of product models in IAR is still to be proved, as argued by Radkowski et al. [94]. 

The author claims that “a user needs more time to understand complex 3D models, which is one 

reason why its use could be not recommended to show complex instructions”. Furthermore, for 

some information it is not justified the use of a product model. For example, in our case study, 
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for “location” and “order,” the presence of the CAD model of the screw does not add information 

respect to other simpler representations, i.e., auxiliary models. 

The results of the survey in some cases, show that users also indicated alternative preferences to 

the product model. For the information type “identity”, photos and videos are also recommended. 

In fact, a photograph or a video of an object helps to mentally associate the object shown in the 

interface with the one in the real scenario. In our case study, the video of the screw does not add 

information respect to the photograph, but for more complex components, its use can be justified. 

As already argued, the information type “order” can be conveyed even with the auxiliary model 

instead of the product model. In fact, with the use of the arrows, you can indicate a precise task 

execution order by describing a pattern, using the tip and tail of the arrows appropriately. The 

information type “way to” presents video and auxiliary model as alternatives to the product 

model. Videos are familiar to designers of IAR applications because they are widely used in do-

it-yourself guides to show how to perform a certain operation. Auxiliary models can be used to 

convey “way to “information only for simple tasks such as unscrewing or tightening a screw, but 

it may be difficult to convey information for more complex tasks or when specific tools must be 

used. The information type “orientation” can be easily provided even with a video, pre-recording 

with a camera the sequential position that an object must have in the real scenario. Finally, the 

information type “notification”, according to the users, can be shown through a sign, a drawing 

or an auxiliary model. They are all visual assets that convey information in a pictorial way. The 

reason for this preference could be ascribed to everyday life where pictograms are used to convey 

notifications in computer interfaces or in the traffic signs. 

A second noteworthy result, which emerged from the questionnaire, is that users do not consider 

text convenient for conveying information into the IAR interfaces. On the one hand, this result 

is somewhat surprising since text is the traditional way to convey verbal information and is plenty 

used in traditional maintenance/assembly manuals. However, on the other hand, studies have 

shown that visual instructions are cognitively favorable by people as they are easier to 

comprehend and remember than text information [95]–[97]. Most of the survey participants were 

digital natives who grow up immersed in digital media, thus thinking and learning differently 

from those who grew up with printed text, as revealed by Thompson [98]. Therefore, they prefer 

graphics to text [99]. This result cannot be neglected in the design of IAR interfaces. Even if text 

instructions were proposed in several IAR prototypes, some issues would occur. In fact, a very 

long text instruction could disturb the operator and excessively occlude the real scene. Moreover, 

even if the authoring of text is very simple, translatability issues must be considered. Thus, 

research studies are still needed to optimize its usage. For example, as regards legibility as made 
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in [100], [101], while a solution to overcome length and translatability issues could be that of 

simplifying text through the use of ASD Simplified Technical English, as proposed in [102]. 

The third research question, i.e., if user preferences could be generalized for all the AR displays, 

remains open. In fact, more reliable insights will come from planned future tests in laboratory 

with the real displays, but some considerations can also be extracted from the results of this 

study. For HWDs and HDDs, potential IAR technical writers suggest using product model and 

video. This result is not surprising since there are no big drawbacks in the use of these visual 

assets on these displays. Nevertheless, given that a crucial problem for HWDs and HDDs is the 

limited field of view, we expected a greater preference for auxiliary models and signs since they 

cause less occlusion of the real-world respect to other visual assets. This result was observed 

only for auxiliary models. As to SAR, it is hard to propose a preferred visual asset. This suggests 

that specific research is needed for this technology that is still not mature. However, the slight 

preference for auxiliary model is justified since they were effectively used in the literature [103]. 

The contribution presents the results of a survey with potential IAR technical writers, about the 

choice of the visual assets in IAR interfaces. Product model revealed to be the most preferred for 

all information types except for “notification,” where it cannot be used. In this case, users 

suggested using pictorial visual assets as drawing, signs, and auxiliary model. Alternatives to 

product model were also proposed: video and photograph for “identity,” auxiliary model for 

“order”, video and auxiliary model for “way to,” video for “orientation.” Text was the least 

preferred visual asset. 

The main limitation of this work is that the judges provided by users do not come from a direct 

experience of the visual assets on an IAR interface. They arise from watching a video that 

showed a preview of how every visual asset would appear in a monitor-based AR application. 

However, this should not bias the results as regards the influence of the information type, 

whereas it is a limitation as regards the effect of AR displays. Unfortunately, we could not 

evaluate this effect in the c-factory laboratory, showing the visual assets on the three AR 

displays, due to COVID-19 related restrictions. However, we planned to make this evaluation in 

future studies, where we also want to measure user performance in the real assembly scenario 

comparing the most preferred visual assets revealed by this study. This chapter concludes the 

search for guidelines for creating IAR interfaces. This work has outlined well-defined trends that 

could be used for the creation of IAR interfaces of the future. 

In the next chapter we will address the topic of AR technology scouting. The number of both 

hardware and software solutions within the AR landscape are numerous. Therefore, through a 
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patent analysis we are going to capture what are the trends in terms of enabling technologies, 

geographical and industrial distribution of companies that patent on AR technology, thus we can 

choose the hardware and software technologies to implement in our case study. 
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Chapter 4. Unveiling trends in AR key 

technologies through a patent analysis 

To properly understand the AR technologies that can be implemented in a Mill 4.0, we need to 

understand the trends in AR enabling technologies. Then, once this is done, we can choose the 

best technologies to implement our AR system. Indeed, AR is expected to open a wide range of 

new opportunities in the manufacturing sector.  

In the near future, also AR consumer demand is likely to grow. Accordingly, while the global 

AR market was valued at USD 11.14 billion in 2018, it is expected to reach USD 60.55 billion 

by 2023, with an annual growth rate of 40.29% during this 5-year forecast [104]. The key success 

factor for the growth of AR in the consumer market is related to the increased use of smartphones, 

tablets, and other devices for the implementation of AR [105]. In particular, Head-Mounted 

Displays (HMDs) are the most promising solutions deemed to boost the growth of the AR market 

[106]. In fact, major companies such as Microsoft Corporation, Magic Leap Inc., and DAQRI 

LLC have developed their own HMDs [107]–[110], proving to believe in their market potential. 

Given the dimension and potential rapid expansion of the AR market, the R&D efforts in 

improving existing AR solutions and developing new ones are rising, especially considering that 

AR technologies are far from fulfilling their ultimate potential.  

AR is almost fifty years old in industrial research and scientific literature. Still, the development 

of AR technologies is growing at a very fast pace and is scattered among different businesses, 

academia, and sciences. Therefore, the study of the AR domain is not an easy task. Moreover, 

AR integrates different systems/solutions, needs specific applications for each industry, and is 

developed by different organizations worldwide, further hindering the possibility to keep pace 

with the evolution of AR. Eventually, it is difficult to unveil how the technological trends of AR 

have evolved over time, with negative consequences for planning the directions for subsequent 

R&D activities. Notably, planning R&D becomes less risky and more straightforward if 

information about, for instance, the growth rate of the AR technological development and most 

involved organizations is available.  
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So far, insights on the technological evolution of AR are mainly gathered in survey papers. 

Among them, some are focused on specific technical aspects and related shortcomings [111]–

[116], while others are focused on research evolution and future trends [117]–[119], thus limiting 

the comprehensiveness of the analysis of the AR domain and the provisions of managerial and 

policy implications. Moreover, despite the important attempt to fully trace the AR domain, some 

of the most noteworthy papers reduced the search scope to articles published in past conferences 

[117], [118] or provided an overview of the solutions already in use [119]. Hence, these studies 

leave out some data useful to uncover all the technologies developed, including those that are 

yet to be adopted. On the other hand, to overcome these issues, recent works analyze patent 

dynamics in AR [120], [121], hence proposing a novel approach to study technological trends 

based upon patented technologies, being these more representatives of solutions developed in a 

given domain [122]. In the present research, we rely upon these studies, offering however a more 

reliable and comprehensive investigation. Indeed, we manually processed each patent instead of 

using a computer-based classification approach. We believe that given the multi-topic nature of 

the AR patents, it becomes necessary to dig into each patent in order to understand the type of 

patented technology. Moreover, we update and complement prior analysis by including aspects 

not previously addressed, such as geographical trends and assessment of highly impacting 

organizations, which may provide additional valuable information to comprehend where the AR 

domain is and where it may go. In line with this reasoning, this study aims to understand the 

technological trends of AR, their temporal trends, the main technological areas, the geographic 

location of the technological developments, and key organizations involved in the AR domain, 

with an emphasis on those developing highly impacting AR solutions. 

In this chapter3 we will we study and analyze a sample of 2,373 granted patents filed at the 

USPTO in the period 1993-2018. 

4.1. Conceptualizing AR Classification 

As already discussed in Chapter 1 AR requires three fundamental technologies:  

• Display system; 

• Tracking system and  

• Interaction system. 

 
3 The results of the studies described in this chapter were published in the following paper: 

Evangelista, A., Ardito, L., Boccaccio, A., Fiorentino, M., Petruzzelli, A. M. & A. E. Uva. (2020) Unveiling the 

technological trends of augmented reality: A patent analysis. Computers in Industry, Volume 118. 
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Based on this we can create the three technology classes:  

• The display class includes visual displays and nonvisual displays; 

• The tracking class includes systems that perform the virtual object registration in a real 

environment; 

• The user interaction (UI) class includes a specific branch of HCI research, uses 

alternative means to traditional 2D user interfaces such as a mouse, keyboard, and touch 

screen input. 

Furthermore, two additional classes can be considered to account for those solutions —the 

integrated AR systems [123], [124]— that include the three main (stand-alone) technological 

classes. Indeed, an AR system may be specific for an application field or pervasive in nature, 

i.e., with no application in any specific field. In detail, the two classes can be defined as follows: 

The application class includes existing solutions and technologies that innovate in a specific 

domain of application. Nowadays, the increased interest of major technology companies with 

rising investments in AR technology is one of the major factors driving this market. Basically, 

the AR is exploitable in industrial [44], military [125], healthcare [126], entertainment [127], 

retail [128], and e-commerce applications [129]. For instance, AR in the enterprise is taking off 

also pushed by the Industry 4.0 emerging paradigm, where it is exploited for training personnel, 

maintenance of machines, design, engineering simulations and safety [130]–[133]. In healthcare 

and medical fields, AR can be exploited, for instance, in case of surgery, for visualizing medical 

data (conventional x-ray, computed tomography, and so on) directly superimposed on the patient 

[134], thus allowing the surgeon to conduct a minimally invasive surgery [135]. Moreover, AR 

lends itself well for training doctors and medical students [136]. Nevertheless, the AR market 

will be driven by consumer applications such as gaming, sports, and entertainment [137]. Among 

them, the greatest commercially successful AR game experience is Pokémon GO, with over 100 

million downloads [138], which uses AR for attracting potential consumers into malls and shops 

by leveraging gamification dynamics. 

As regards the aforementioned classes, they can be also recognized in classifications made by 

previous studies. The survey by Zhou et al. [17], in pointing out the technology areas needed to 

deliver an AR application, identifies five primary topics: Display Techniques, Interaction 

Techniques, Tracking Techniques, Calibration and Registration, and AR Applications. 

According to Schmalstieg and Hollerer [139], tracking, calibration, and registration techniques 

overlap in practical use, hence reducing the actual number of areas to four. These four areas are 
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recalled by our classification, where the class named tacking includes tracking, calibration, and 

registration techniques as suggested by Schmalstieg and Hollerer. 

Finally, the system class includes integrated AR solutions [140] that are innovative because 

exploit existing AR technologies in a novel way but are not specifically designed to be adopted 

in various industry domains. In other words, they are more pervasive in nature. Basically, we 

added the remaining class—system—in order to classify patents that describe the 

implementation of display, tracking, and user interaction technologies in a single system [140], 

and that, as such, cannot be included in any of the other classes. 

The final classification, including the five classes, is reported in Fig. 20 . 

 

 

Fig. 20 Classification of AR 

4.2. Patents as a Mean to trace Technological Trends 

A patent is recognized as an intellectual property (IP) right that allows an organization to solely 

use and exploit its invention. In turn, patenting prevents others from commercially using the 

invention, establishes the inventing organization as a preeminent player in the market [141], 

[142], and makes business partners, investors, and shareholders perceive the inventing 

organization as technologically advanced and worth of financing (e.g., [143]). 

These very well-known aspects of patenting mainly relate to the managerial practices and have 

largely been studied by the IP literature [144], [145]. Instead, rooted in the characteristic of 

patented inventions to be novel, non-obvious, and useful , the technology management literature 

has looked at patents with a different perspective. That is, regardless of their actual effectiveness 

as an IP tool, since patents reflect inventions that must possess the characteristics, they have been 

deemed to assess R&D efforts. Specifically, a wealth of research has sought to validate patents 
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as a proxy for tracing developed technologies and, nowadays, patents represent the most common 

proxy for R&D outputs [146]–[152].  

 Specifically, given the variety of information of patent documents – e.g., filing and granting 

dates, name(s) and residence of inventor(s), name(s) of assignee(s) and location of 

headquarter(s), technological classifications, and citations – multiple aspects of technological 

trends (e.g., temporal trends, geographical distribution, and patent quality) can be assessed. In 

line with this reasoning, a number of studies have agreed with the suitability of patents for 

analyzing technological trends in a comprehensive manner (e.g., [153]–[156]), including the 

fields related to computers in industry. For instance, studies on the convergence of ICT 

technological standards [157] and cross-country comparisons for studying the antecedents of 

ICT solutions [158] have relied on patent information. Moreover, patents have been used to 

provide a comprehensive picture of the technology lifecycle of telematics [159], derive policy 

and managerial implications for future R&D activities in the IoT domain by mapping related 

patenting activity trend, and inform about technologies enabling supply chain management-

marketing integration in light of the Industry 4.0 revolution . 

4.3. Methods and Data 

To analyze the technological trends of AR, we collected granted patents related to the AR 

domain. That is, we excluded patent applications whose review process is still ongoing since the 

respective invention cannot be still considered an actual patent even though information about 

the potential future patent is available. To collect patents, firstly, the search string “augmented 

reality” was defined. Then, we queried the USPTO for granted patents that contain this search 

string in the title, abstract, or claims - the resulting query string, hence, was: [TTL/“augmented 

reality” OR ABST/“augmented reality” OR ACLM/“augmented reality”], where TTL refers to 

the field title, ABST refers to the field abstract, and ACLM refers to the field claim(s). Indeed, 

if the search string appears in the title or abstract, it is more likely that the patent actually pertains 

to the domain described by the search string. Likewise, we also considered the claims since a 

claim mentioning “augmented reality” would suggest that the patent protects a 

feature/application related to AR [160], [161]. Other fields, such as the description, have been 

excluded since they are more generic and/or used for discussing macro-trends that do not 

specifically pertain to the searched string, thus leading to non-relevant results. This approach is 

consistent with many previous studies adopting patent analysis for examining technological 

trends (e.g., [162], [163],[164]), and its reliability was formally confirmed by Xie et al. [165], 

who addressed the effectiveness evaluation of keyword search strategy for patent identification, 
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revealing that “the most effective method of identifying patents in a specific domain through 

keyword search is using the patent information in the title, abstract and claims”, as this is where 

an invention's essential content is described” (see also [166]). The USPTO was chosen as patent 

source of patent data because it “represents the largest body where patents are filed from all over 

the world” [77]. Moreover, it “is supposed to have one of the lowest home biases as more than 

50% of the patents that are issued in the U.S. goes toward non-U.S. entities” [78,79]. This lets 

us consider the USPTO without the necessity to scrutinize all other patent offices, still allowing 

us to provide a more comprehensive picture of the AR technological development. The search 

process ended on April 30, 2019. Initially, the search process yielded a sample of 2,587 patents. 

To avoid false-positive results, each patent was read by three AR experts, together with the 

author of this dissertation, and based on the exclusion criteria reported in Tab. 9, noise patents 

were eliminated from the starting sample. The final sample is composed of 2,373 granted patents 

filed between 1993 and 2018. According to the classification, selected patents were distinguished 

among our 5 classes.  

Tab. 9 Exclusion criteria. 

Exclusion criteria Examples of 

excluded 

patents 

The patent title and abstract describe a technology not related to AR and, 

in the claims, the term “augmented reality” is present but used in a generic 

way and not well addressed. 

[168], [169], 

[170] 

The patent title, abstract and claims describe a technology using the term 

“augmented reality” but was virtual reality. 

[171], [172], 

[173] 

 

This section explains more in detail the analysis that we will propose in the next section, and 

how patent information has been used to deliver our analysis. First, we will present temporal 

trends of R&D efforts in general and for each specific AR class. Patent count per year is used as 

the measure for the R&D outputs undertaken over time. Second, the geographic origins of the 

developed patents will be presented. Each patent was assigned to a country based on the country 

where the first inventor resides. Indeed, the first inventor is considered as the main inventor, and 

the inventing activity usually takes place where s/he resides [153]. Third, analysis at the 

organizational level was conducted. Accordingly, we will highlight the organizations more 

involved in the development of AR patents. In this case, inventing organizations are assessed in 
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terms of both patent count and impact on subsequent patents. Following previous studies, the 

impact of inventing organizations is measured by means of forwarding citations, i.e., the citations 

received by an organizations’ patents from patents developed afterward (e.g., [152], [174]).  

4.4. Results 

In this section, we begin to look at the AR patent landscape and perform an analysis of temporal 

trends, geographical trends, class distribution, and inventing organizations. 

4.4.1. Temporal Trends 

Fig. 21 shows the patenting activity trend of the 2,373 collected (granted) patents respect to both 

their filing year (which better reflects the actual year of development of inventions) and granting 

year (which reflects the year when the property right is actually granted). In other words, the two 

trends depict the temporal distribution of the same sample patents. All in all, the patenting 

activity of AR solutions began in 1993. Looking at the temporal distribution respect to the filing 

year, the patenting activity trend remained quite constant until 2007, while it had a sharp growth 

in the number of patents from 2008 onwards. This sharp increase in the number of patents is 

reflected with a 3-4 years lag, as revealed by the patenting activity trend respect to the granting 

year. Accordingly, it manifests a sharp growth from 2011 onwards. This implies that patents 

require 3 to 4 years to be granted. Thus, patents filed in the last years (i.e., 2016-2018) are likely 

to be not granted yet, meaning that they are not captured by our analysis. This explains the 

apparent declining trend starting from 2015 when looking at the patenting activity trend respect 

to the filing year. That is, the declining trend is more the result of a long review process than a 

reduction of R&D efforts in that it is uncommon that patents filed more recently are granted in 

less than 1-3 years. This can be further proven by looking at the patenting activity trend with 

respect to the granting year. This trend is, in fact, steadily growing until 2018. Specifically, the 

annual percentage growth rate of the number of patents was minimum 35% and maximum 227% 

- 82% on average - in the time period 2012-2018 (granting years). The limited number of patents 

granted in 2019 is due to the fact that our search process ended at the end of April 2019.  

These trends can be widely explained by the fast development of mobile technology in the last 

decade. In fact, 2008 has originated a wave of new AR-satisfying device, for instance, the first 

multi-touch screen mobile phone also known as Apple iPhone or also the Android-based G1, the 

HTC’s Touch HD, the Nokia N97 and so on. Furthermore, in 2007, the first AR tracking SDKs 

for mobile devices were released by ARToolKit [175]. In the following year, these tracking 

libraries were released for the main mobile operative systems (OS) such as iOS in 2008 and two 
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years later, in 2010, it was made available an Android version. From this point on, a large series 

of mobile devices have been presented, and many of them are able to support AR applications. 

However, we believe that from 2009 onwards the development of AR technology is mainly 

driven by high expectations and huge investments from world-leading companies such as 

Microsoft, Sony, IBM, Google, Qualcomm, and so on.   

In Fig. 22, we show the temporal trend from 1992 onwards of the scientific documents published 

in Scopus. In the previous graph, we found a significant and growing interest in AR patents since 

2008 (considering the filing year), but in the scientific publications, the interest towards AR has 

broken out since 1997. In fact, one of the most cited AR paper was published in 1997, that is “A 

Survey of Augmented Reality” by Azuma [5]. This paper describes the AR technology and the 

first application attempts in different fields; furthermore, it defines the AR system and their 

characteristics, summarizing them in 3 pillars. 

Thus, we also believe that the growing patenting activity trend from 2008 onwards is mainly 

driven by strong scientific activity made in the previous years in the AR field, and from which 

patenting activity has benefited successively. However, scientific research in the AR field has 

temporal growth, in terms of publications number, always positive. The graph also shows the 

trend of journal articles published from 1992 onwards. Noteworthy is the rapid growth in the 

number of publications since 2016. This acceleration of the growing trend is probably due to the 

release of Microsoft HoloLens (March 2016), the holographic HMD running Windows Mixed 

Reality platform, which represents a new publishing opportunity for researchers who want to 

exploit the HoloLens features for new AR applications or just to highlight strengths and 

weaknesses.  
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Fig. 21 Temporal trends per filing and granting year show a sharp increment in AR patent activity from 2008 

onwards. 

 

Fig. 22 The trends of scientific documents published in Scopus database show a growing interest in AR from 1997 

onwards. 

4.4.2. Geographical Trends 

We examined the global geographical distribution of granted patents across world continents in 

the AR field, in order to highlight the geographical area that contributes the most to the 

technological development in the AR domain. From the pie chart in Fig. 23, we note that the 

main geographical area to which patents can be associated in North America (68%). A minor but 
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not negligible role is played by Asia (18%) and Europe (13%). Fig. 24 disentangles the 

contribution of each geographical area (North America, Asia, Europa, and Others) to the overall 

patenting activity trend presented earlier in Fig. 21. The distinct patenting activity trends are 

plotted with respect to the filing year. The Fig. 23 shows a sharp growth of the number of patents 

filed in 2008 onwards in all geographic areas, but especially in North America. This trend can 

be explained by a large number of milestones placed by the United States (U.S.) during the 

previous 50 years in AR development. All the know-how acquired in these five decades, also 

thanks to the economic policies of the U.S. government in the industrial, academic, and military 

research fields, was stored and used to carry out an intense patenting activity. As a matter of fact, 

in 1968, one of the first attempts to create an AR system was made in the University of Utah by 

Ivan Sutherland [176] and many years later, in 1992, Tom Caudell and David Mizell used an 

HMD see-through for implement an AR prototype system for U.S. airplane manufacturer: the 

Boeing Company [177]. In 1997, Feiner et al. [161] presented the Touring Machine that is the 

first mobile AR system (MARS), made at Columbia University. Two years later in 1999, Kato 

and Billinghurst presented ARToolKit [178], a pose tracking library with six degrees of freedom 

based on square fiducials marker and a template-based approach for recognition. These are just 

a small set of milestones placed by the U.S., a more exhaustive list can be found in [179]. 

 

 

Fig. 23 Geographical distribution of granted patents shows that North 

America driving the AR innovation. 
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Fig. 24 Geographical distribution of granted patents per filing year shows that, from 2008 onwards, the patent 

activity of North America is the most intense. 

Fig. 25 reveals the top six states in terms of granted patents in Asia, like South Korea, Japan, 

Israel, Japan, China, and India. In particular, South Korea (43%) and Japan (25%) have 

developed more than half of all Asian patents. Furthermore, the contribution of Israel (13%) to 

the Asian patenting activity is not negligible. Differently, the contribution of China and India is 

scant (6%). It is yet interesting to note the 5% contribution of Taiwan. In Fig. 26, we delved into 

the geographical distribution of patents in Europe. The United Kingdom (35%) owns most of the 

European patents, followed by Germany (20%), France (11%), and Finland (9%). Despite the 

push of Industry 4.0 policies, European numbers remain low when compared with those of North 

America and Asia (see Fig. 25). 
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Fig. 25 Geographical distribution focused on Asia shows that South Korea driving the AR innovation. 

 

Fig. 26 Geographical distribution focused on Europe shows that the United Kingdom and Germany own most than 

50 % of European AR innovation. 

4.4.3. Classes Distribution Analysis 

Fig. 27 shows the percentage dimensions of each one of the patents’ classes. The numerousness 

of each class population can be explained considering both technological and economic 

motivations.  

The most populated class is system (39.23%). This finding can be explained by the fact that this 

class is very broad [180], [181], but it could also be argued that in this field, where many 

established technologies already exist, integrating existing ones into new systems is generally 

less prone to unsuccess than the development of new ones. 



62 

The amplitude of the application class (21.53%) can be explained because some application 

fields are drivers of AR (e.g. manufacturing, medical, entertainment and so on). Indeed, these 

are the fields where AR has been proved to be particularly effective by the academic and 

industrial literature [57], [182]–[184]. 

The third class is display device (14.59%). Since the first development of AR, visual displays 

were considered one of the most critical aspects of this class [91]. Despite the great development 

efforts, modern visual displays, especially HMD, have still many limits in terms of field of view 

(FOV), ergonomics, cybersickness and so on [185]–[187]. It is worth noting that not only visual 

displays are patented for AR (e.g., haptic and audio [188], [189]).  

The fourth class is tracking (13.78%). Similarly to display technologies, tracking technologies 

are one of the open challenges of AR [11]. A precise alignment of virtual elements in the real 

environment is a crucial aspect for a satisfactory user experience [190]. There are several patents 

of tracking techniques in the field of AR divided into vision-based tracking, sensor-based 

tracking, and sensor fusion tracking [191], [192]. 

The user interaction class is the least populated (10.87%). Indeed, designing AR interactions is 

not an easy task, especially when interaction must take account of the inclusion of the user’s 

physical surroundings as part of the interface. Furthermore, UI design is strictly related to the 

application scenario. The UI class encompasses several patents involving both novel interface 

technologies and interaction metaphors allowing the user to interact with the augmented scene 

[193]–[195]. 

 

Fig. 27 Classification of patents per AR classes shows that system and application are the most patented classes. 
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Fig. 28 further illustrates how the R&D efforts of the different AR classes are evolving over 

time. In particular, the class of system shows the highest growth rate, with a growth trend starting 

one year before the others, from 2008 onwards. The application class is growing rapidly from 

2009 onwards with a slight decline in 2014 and a recovery in the successive years. The trends of 

the other 3 classes (Tracking, UI, Display) are characterized by a moderate growth starting from 

2009 with a fluctuating trend. The display device class since 2013 has a fast growth in terms of 

patents filed. 

 

Fig. 28 Temporal trends of patents per AR class confirm 2008 as a turning point for AR patent activity, especially 

for System class. 

The AR application class includes all patents that provide innovation in a specific domain. 

Therefore, a further sub-analysis was made at the level of application domains to unveil which 

specific domains are covered by the sample patents and to what extent. In so doing, the 13 classes 

identified by Mekni and Lemieux [119] were considered, namely Medical, Military, 

Manufacturing, Visualization, Entertainment and Games, Robotics, Education, Marketing, 

Navigation and Path Planning, Tourism and Cultural Heritage, Geospatial, Urban Planning and 

Civil Engineering. Still, Mekni and Lemieux acknowledged that their classification might not be 

exhaustive. Accordingly, we extended their classification with an additional domain that 

emerged during the patent analysis, namely Banking. Fig. 29 delves into the specific domains 

covered by the application class. The domains Entertainment and Games (103 patents), 

Navigation and Path Planning (95 patents), Manufacturing (77 patents), Medical (64 patents), 

and Marketing (54 patents) include almost 80% of all patents in application class. The remaining 
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20% is divided among the other 8 domains. where Military, Geospatial, and Tourism and 

Cultural Heritage are the domains with the lowest R&D efforts placed on, probably due to the 

scarcer commercial opportunities for AR solutions in these application domains. 

Fig. 30 shows the temporal trend of R&D efforts in the different application domains of the AR. 

The application domain Entertainment and Games has been growing rapidly since 2008, with a 

slight decrease in 2014 and a recovery in the following years. It is worth noting that Navigation 

and Path Planning has a similar trend to Entertainment and Games but from 2010 onwards. The 

Manufacturing application domain has a slow growth until 2015, but in the same year, it is the 

most patented application domain. Medical and Marketing are characterized by moderate growth 

from 2010 with a fluctuating trend. 

 

Fig. 29 Domains distribution within the application class. The Pareto chart shows that the five out 13 domains 

account for almost 80% of the patents of the application class. 
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Fig. 30 Temporal trends of application domains distribution show that the first domain to grow appreciably is 

Entertainment and Games. 

4.4.4. Organization Distribution 

In Fig. 31 are shown the top 10 patenting organizations. Microsoft Corporation (U.S.) (29%) is 

the most active in the AR domain, followed by Sony (JP) (10%) and IBM (U.S) (10%). Below 

10% there are Qualcomm (U.S.) (9%), Samsung Electronics (S.K.) (8%), Magic Leap (U.S.) 

(7%), Amazon Technologies (U.S) (7%), Intel Corporation (U.S) (7%), Empire Technology 

Development (U.S.) (7%) and Daqri (U.S) (6%). It is worth noting that only companies are 

included in the top 10, which means their influence on AR, from a quantitative perspective, is 

higher than universities, research centers, and government organizations. In particular, eight 

companies out of 10 are headquartered in the U.S., further supporting the findings of  Fig. 29 

and Fig. 24. Fig. 30 complements Fig. 29 by revealing when those companies patented their 

inventions. It shows that the top 10 patent-intensive organizations have not contributed to AR 

since the beginning of the emergence of AR patents (1993) but started around the late 2000s. 

Notably, the oldest patent is by Intel Corporation, filed in 2002. This can be explained by the 

fact that R&D efforts in the AR domain likely started to become a less risky investment in those 

years due to improved awareness about AR by enterprises, the (call for the) implementation of 

digitalization strategies, and government support.  

 



66 

 

Fig. 31 The chart of top 10 patenting organizations distribution (extracted from Table 1 in appendix) shows the 

Microsoft Corporation leadership in patent activities. 

 

Fig. 32 Patenting activity trends of the top 10 patent-intensive organizations (number of patents in the bubble). 

We also ranked the companies respect to the number of citations received by their patents. In 

other words, we identified the top 10 highly impacting organizations. Fig. 31 and Fig. 32 reveals 

that U.S. (with Microsoft Corporation, University of North Carolina, Google, Criticom 

corporation, Geo Vector, Information Decision Technologies, Amazon Technologies and HRL 

laboratories) and German (with Siemens and Metaio) organizations hold the majority of patents 

with the highest technological impact. This stresses the dominance of the U.S. area and highlights 
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that the technologies developed in Asia and Europe are, probably, the result of more incremental 

R&D efforts with no sensible impact on subsequent R&D. It is also interesting to highlight that 

most patent-intensive organizations are not necessarily those that have a considerable impact on 

subsequent R&D activities. In fact, only Microsoft Corporation and Amazon Technologies are 

present both rankings. Moreover, when considering the rank of patenting organizations respect 

to their impact, universities, research centers, and government organizations assume more 

relevant positions. For instance, the University of North Carolina is even one of the top 10 highly 

impacting organizations as revealed from Fig. 33.  

 

Fig. 33 The chart of top 10 patenting organizations per received citations shows that only Microsoft Corporation 

is also the organization that owns the largest number of valuable patents. 

4.5. Discussion of Results 

This work unveils the technological trends of the AR domain. Specifically, this work tries to 

explain the technological development of AR by revealing temporal trends, geographical 

distribution, and most involved organizations in AR patenting. To do so, we collected 2,373 AR 

granted patents filed between 1993 and 2018 at the USPTO. In line with previous studies, we 

categorize these patents into five main technological classes, namely display, tracking, UI., 

application, and system. Despite the intrinsic complexity of the AR domain, we believe our work 

provides some valuable results from which AR scholars, managers, and policymakers could 

benefit. 

From a theoretical perspective to the best of our knowledge, this study is one of the first attempts 

to depict a comprehensive overview of AR by exploiting patent-based measures. In detail, such 

an overview may benefit AR scholars in identifying the extent and pace at which actual 
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technologies have been developed in the AR domain, both in general and considering (five) 

different AR classes. In this way, they may be in a better position to understand where more 

basic research is (still) needed and where research on concrete applications can be proposed. 

From a managerial and policy perspective, firstly, the growing trend in patenting activity, 

especially from 2008, should be considered by managers as a signal (and confirmation) of the 

increasing expectations about AR from the business point of view. This is corroborated by the 

fact that most of the developed AR patents are owned by private organizations, hence indicating 

the central role of profit-oriented organizations as catalysts for R&D efforts in the domain under 

investigation. Nonetheless, the growing trend is quite recent since it started a decade ago. Thus, 

it is likely that there is still room for those firms seeking to enter the AR market, but they should 

not wait too much since the fast growth rate. Second, managers and policymakers are advised of 

the geographical origins of the technological knowledge underlying AR. From this perspective, 

it is evidenced by the overwhelming primacy of North America, especially of the U.S. (Canada 

contribution is negligible). Instead, Europe lags behind the U.S. and, also, the Asian context, 

which, driven by South Korea and Japan, is the second most patent-intensive geographical area. 

This implies that the U.S. may be considered the key area from which sourcing technological 

knowledge and learning about AR. The most highly impacting organizations are headquartered 

in the U.S. In turn, it could be said that the U.S. market is fuller than European and Asian ones, 

which may represent better contexts were running new businesses in the AR domain. 

Notwithstanding, firms operating (or attempting to enter) in such contexts should not disregard 

a closer look at the U.S. context, since it may be their reference framework. From a policy 

perspective, European policymakers should account for the fact that despite AR has been 

indicated as one of the keys enabling technologies, the European context is not even as 

productive as the Asian one. Maybe, incentive schemes and/or financial support to R&D 

activities towards AR should be reinforced. Also, collaboration efforts between European and 

U.S. organizations should be promoted in order to improve technological catch-up and learning 

activities.  

Third, our findings show the differences existing between the AR classes under analysis. System 

is the class with the most intense patenting activity, so it reflects that the majority of R&D efforts 

are directed to the development of pervasive systems. The Application class is the second most 

patented class, and this could mean that AR has demonstrated enough (potential) success in some 

specific application domains to make the AR worthy of being patented in these specific fields. 

Specifically, the domains that have manifested the highest R&D efforts are Entertainment and 

Games Navigation, Path Planning, Manufacturing, Medical, and Marketing, covering 80% of the 
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patents in the application domain. These hence represent the most exploited markets so far with 

regard to AR solutions. In this context, managers should investigate whether and to what extent 

there exist further opportunities in these markets as well as whether and to what extent 

investments in less exploited - and hence lees competitive - markets are worthy to be explored 

or not, especially considering that some of these markets are at the core of the digital revolution 

agenda (e.g., Robotics, Tourism and Cultural Heritage, Urban Planning and Civil Engineering). 

The three stand-alone AR technological classes (Display, Tracking, UI), together, include less 

than half of the total patents. This result may have a double meaning: (i) the development of a 

new technology in these three classes is very risky, due to the fact that established technologies 

with which it is difficult to compete already exist, hence driving the majority of R&D efforts 

towards the development integrated AR solutions (system and application) rather than the 

improvement of a specific (stand-alone) solution; (ii) the technologies are rather mature, but that 

they still need improvements. Finally, looking at the most patent-intensive organizations, it 

emerges that public research organizations and universities seem to play a marginal role. Indeed, 

as highlighted, firms represent the organizations that own many of the patents. However, this 

result (slightly) changes when organizations are ranked according to their impact. In this case, 

universities rise in position; for instance, the University of North Carolina at Chapel Hill ranks 

third. Therefore, executives must be aware that, probably, universities are actually driving the 

path of the AR domain even though, in absolute terms, their contribution may appear less 

evident. Some of the limits in current AR solutions for the industry may suffer from this 

misalignment. That is, firms, in order to avoid risky projects, do not explore for more radical 

solutions, even though existing ones appear not so effective for the industrial practice. 

Conversely, universities are more devoted to this exploratory approach. In turn, policymakers, 

in light of this finding, may design actions aimed at fostering collaborations between firms and 

universities, which will likely benefit AR from the cross-fertilization of their different 

perspectives and avoid the technological lock-in often characterizing firms’ R&D efforts. 

Furthermore, the highlighted difference between Fig. 28 and Fig. 31 may help distinguishing 

organizations respect to the relevance of their R&D efforts. For example, it emerged that 

Microsoft Corporation stands out both for the number of patents granted and for their impact in 

the AR field. This helps managers in recognizing which organizations may be more harmful, 

from a competitive perspective, or beneficial, from a collaborative perspective. Likewise, 

policymakers may more easily identify organizations that are having the highest impact in the 

AR domain and could accordingly further stimulate their research productivity.  
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Fourth, although AR technology is increasing in expectations due to technological progress in 

hardware and software, it still suffers from technical and non-technical limitations that currently 

limit its use in everyday life. From a technical point of view, the limitations are mainly due to 

several challenges, such as alignment, interaction, and visualization [11]. Despite the important 

role that the three main AR technologies (visualization, tracking, and interaction) play in 

addressing these challenges, as our results show, less than half of the total patents belong to these 

classes. In light of these considerations and in our opinion, research and innovation efforts should 

be more focused on the aforementioned classes in order to overcome these still open challenges 

in AR. The limitations in the use of AR are not only technical but also human, in fact, there are 

factors such as social acceptance, privacy and usability problems that slow down the diffusion 

of AR in everyday life. 

Of course, we acknowledge that these conjectures may be subject to the data source. The 

conjectures can surely well-describe the US market, which is also the biggest and most 

representative one with regard to AR. Nonetheless, despite we still underline the USPTO is the 

patent database where organizations worldwide tend to patent their invention a small country 

bias may persist. This may relax the validity of our implications, however calling for future 

studies to confirm (or contradict) our findings, for instance by examining PCT or triadic patent 

applications [196].  

In conclusion, we believe that this study has taken the literature one step further in the on-going 

debate on the dynamics of AR technological solutions and hope that it may encourage further 

studies in AR trends analysis. We also expect that, in the future, it might be interesting to revisit 

this work to investigate the new trends and fast-changing landscape of the AR domain. 

The lesson learned from this work puts us in front of clear choices, especially regarding the use 

of specific hardware to implement AR on application scenarios. As the patent analysis revealed, 

organizations such as Microsoft Corporation, Google, Sony, Samsung Electronics and 

Qualcomm are the ones patenting the most in the field of AR. For this reason, we decided to 

focus our attention on these organizations for the choice of hardware devices needed to 

implement AR in the Mill 4.0 industrial scenario. 

With the end of this chapter, the discussion regarding the more theoretical aspect of AR ends. In 

the next chapter will be covered the part of implementation of AR in real industrial scenarios of 

Mill 4.0. 
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Chapter 5. Exploiting IAR for enhance the 

P&ID of a flour milling plant 

In this chapter4 we present an Augmented Reality (AR) application for handheld devices (HHD) 

that supports operators in information retrieval tasks in maintenance procedures in the context 

of Industry 4.0. During the doctoral program, the research carried out in this field aimed at 

exploiting such an AR visualization technology to enhance users in the comprehension of 

technical documentation.  

In the specific case of Mill, plant information is traditionally conveyed through printed Piping 

and Instrumentation Diagrams (P&ID). For this reason, we developed an application that 

augments on a P&ID of the plant some virtual interactive graphics (hotspots) referenced to 

specific components drawn. Component data are retrieved, through a user interface, directly from 

the factory database and displayed on the screen. We evaluated the application through a user 

study aimed at comparing the AR application with the current practice, based on paper 

documentation, for an information retrieval task within a maintenance procedure. 

As engineers and with our experience in the industrial field, we noticed that printed P&ID have 

the disadvantages to convey limited information by means of graphical signs. Such information 

is static (its update requires a new drawing by a field expert), is easily understandable only by a 

limited number of expert operators and is limited to the topology of the machinery. In this 

application scenario, information retrieval by means of the P&IDs it is a cumbersome task. For 

instance, if the operator needs the machinery model, the location and the maintenance record, 

s/he must, in sequence: identify the machinery on the P&ID, read its unambiguous plant-id, 

identify the corresponding machinery model and its location inside the plant, and, finally, 

retrieve from the machineries-documentation archive the maintenance records.  

 
4 The results of the studies described in this chapter were published in the following paper: 

Gattullo, M, Evangelista, A., Uva, A. E., Fiorentino, M., Boccaccio, A., Manghisi, V. M. (2019). Exploiting 

Augmented Reality to Enhance Piping and Instrumentation Diagrams for Information Retrieval Tasks in Industry 

4.0 Maintenance. International Conference on Virtual Reality and Augmented Reality, 170–180. 

 



72 

When consulting a P&ID an operator does not have to handle other tools, thus s/he can easily 

use other devices such as a tablet or a smartphone, hence, we believe that this is an application 

scenario in which HHDs can be a feasible solution. 

As already stated, one of the biggest impacts of the fourth industrial revolution on industrial 

companies is the shift from mass production to mass customization of their products. This 

process will involve a revision of the production chain management models as well as the use of 

innovative technologies. The new production lines then will be suitable for rapid change in their 

configuration to satisfy customer requirements. In these smart factories, plants will be even more 

complex, and their configuration will change over the time (e.g. in case of maintenance, plant 

upgrade, and so on). It is important to provide operators, working on the plant, with all the 

updated information about it. For example, designers that are planning a new production need to 

know the layout and the interconnections between the components of the plant, maintenance 

operators need information about the history of maintenance of a machine, new operators need 

to understand how the plant is made, and so on. Currently, this information is stored in the P&ID 

(Piping and Instrumentation Diagram or Process and Instrumentation Diagram) and in the 

documentation stored in the factory archives. P&ID is a drawing showing the interconnections 

between the equipment of a process, the system piping and the instrumentation used to control 

the process itself. 

According to Weber [197] ,P&ID are widely used in the planning and maintenance processes in 

the industry. Common tools for the creation of these graphical plans for hydraulic systems are 

(amongst others) Autodesk AutoCAD, Microsoft Visio, and Lucidchart. However, the 

representation through the P&ID of a plant is not the best visualization method, especially for 

complex plants. Indeed, a deep knowledge of the plant is necessary to quickly understand the 

function of each machine. The P&ID does not contain additional information regarding 

machinery, such as the description of the machine's functionality or the maintenance history. It 

also requires constant updating because of system modifications. Many companies use P&ID in 

paper form, for which the recognition of the various components and their functions is often tied 

to the know-how of the technicians working in the company.  

5.1. Related Work 

In the literature, several attempts of introducing a data-driven approach in industrial procedures 

were made, also exploiting AR. For example, Mourtzis et al. [198]  presented a condition-based 

preventive maintenance approach integrated into a machine monitor framework. The system 
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gathers and processes data, related to the operation of machine tools and equipment, and 

calculates the expected remaining useful life of components. Then, the system provides 

notification to process operators and maintenance department in case of the failure events during 

production. 

Pintzos et al. [199] proposed a framework for the use of AR goggles coupled with handheld 

devices to assist operators for manual assembly. In this framework, there is an application related 

to the monitoring of process indices, which were displayed on the AR goggles in the form of 

KPIs related to time, cost, quality, and energy values. 

Segovia et al. [200] implemented a system that exploits AR to display KPIs gathered from 

measuring devices, in the corresponding of workstations inside an industrial plant. They tested 

the system in a machine shop department against two not-AR modalities. They report that AR 

provides a simplified way to access the process performance information of several workstations 

in a production line, then it is no longer necessary to visit each station one by one to consult their 

status. 

Liu et al. [201] presented a new generation of the machine tool with an AR-enabled process 

monitoring, thus integrating the AR technology with real-time process data from the CNC 

controller and various sensors to provide users with an intuitive perception of the machining 

processes. Furthermore, prognostic and health information can also be rendered on the related 

components to indicate the health status and remaining life so that proactive maintenance can be 

realized during the machining process.  

Only a few of the systems presented in these and other similar works were tested in a real or 

simulated scenario. Most of them are just prototypes; then, it is difficult to consider all the issues 

in the implementation of such solutions, including human factors. For example, especially in 

small and medium-sized enterprises (SMEs), the operators are still accustomed to the 

knowledge-based approach, mainly based on drawings as the P&ID. 

Furthermore, many companies use P&ID in paper form, for which the recognition of the various 

components and their functions is often tied to the know-how of the technicians working in the 

company. Other works have already been presented in the literature, to improve the 

comprehensibility of P&ID. Many specialists have tried to develop systems that automatically 

transform the P&ID from a paper to a digital form, including the automatic recognition of the 

component. Arroyo et al. [202] presented a method based on optical recognition and semantic 

analysis, which is capable of automatically converting legacy engineering documents, 
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specifically P&ID, into object-oriented plant descriptions and ultimately into qualitative plant 

simulation models. Tan et al. [203] proposed a novel framework for automated recognition of 

components in a P&ID of raster form, based on image processing techniques to make a 

mathematical representation of the scanned image. They further extended this method to acquire 

also the connectivity among the components [204]. 

Considering state of the art, we then presented an AR application that allows the introduction of 

the data-based approach in a more gradual way within industrial plants, integrating it with the 

knowledge-based system already present in the enterprise and mainly based on technical 

drawings as the P&IDs. Furthermore, we tested this application through a user study. 

 

Fig. 34 Description of information flow for maintenance task according to our approach. 

5.2. Design Approach 

The application developed in this work supports the operator in the maintenance of a 

manufacturing plant using AR, providing information about the equipment to inspect directly on 

P&ID drawings.  
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In the system that we introduce (Fig. 34), equipment data are stored in the plant database and 

analyzed by a control room. It notifies the operator/s about the equipment to inspect 

communicating its code. Then, the maintenance operator searches the equipment to inspect on 

the P&ID. At this point, to accomplish the maintenance procedure, he/she needs other 

information about the component and/or the process. This information could be either plate 

technical data or real-time data coming from the process database, either numeric or in the form 

of other graphical visual assets. The presented application allows the operator to access all this 

information augmenting the P&ID drawing through these data.  

 

Fig. 35 The interface of AR application for P&ID augmentation. 

In a first prototype of the AR application (Fig. 35), virtual hotspots are displayed in 

correspondence of plant elements on the P&ID; the hotspots could be of assorted colors to 

indicate different elements: e.g., pumps, conveyors, filters, and so on. Users can filter the 

hotspots displayed at the same time, grouped either by category (e.g., all the pumps, all the 

conveyors, and so on) or by subsections of the plant. Though operators are familiar with P&ID 

reading, this filtering utility facilitates the location on the P&ID of plant element to be analyzed, 

especially in case of layout modifications. 

When users tap on the virtual hotspot on a plant element (Fig. 36), that hotspot gets bigger, 

whereas the others get smaller and become not selectable, and the name of the plant component 
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is displayed for a check. A menu appears on the screen with three selectable buttons. These 3D 

buttons (pie menu) are registered on the trackable as a generic virtual element, and when the user 

clicks a second time on the hotspot, the menu disappears. 

 

Fig. 36 User tapping on the hotspot to visualize the menu to access technical information. 

A first button opens a technical chart of the component with all the information retrieved from 

the factory database where all the information associated with the plant components is stored. 

This information could be plate data (e.g., model number, supplier, efficiency, and so on), history 

data (for example, about maintenance and modifications), real-time data coming from process 

database. 

A second button opens a navigable 3D CAD model of the selected component where, based on 

the available information, areas of the machine that require an inspection (e.g., bearings in a 

transmission shaft) can be highlighted.  

A third button opens a 360-degree image of the component and its surroundings in the real plant. 

In this way, operators can rapidly associate the drawing to a physical location within the plant 

and know-how the component is connected to the rest of the plant.  

The application was designed using Unity 3D and Vuforia for the AR behavior. We used the 

image-based tracking using the digital version of the drawing as trackable ; an important remark 

is that all the lines in the drawing should be black to achieve the highest tracking quality. Black 

lines on white sheets are mostly used in technical drawings, according to the drawing standards 

(UNI EN ISO 128-20:2002), however for P&ID other line colors are often used because many 
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lines may overlap and also to distinguish the fluids flowing. From “AutoCAD plant 3D” we 

exported a datasheet of the (X, Y) coordinates of the plant components and they were used for 

the positioning of the virtual hotspots in Unity 3D. In AutoCAD each block represents a machine, 

the machines are divided by category to filter more effectively, and each category is also assigned 

a different color. In Unity 3D, a C# script reads the .txt file generated by AutoCAD with 

information about the location, color, tag, name. Then, in the Unity 3D scene, a copy of the 

hotspot is created for each machine (Fig. 37) with all the previous information automatically 

assigned. Then, we developed a second C# script to filter the visualization of the components 

displayed at the same time. The behavior of the pie menu is managed linking to the buttons a 

new Unity 3D scene with the 3D CAD model and the 360-degree image, respectively. 

 

Fig. 37 Comparison of the hotspot menu layout: 3D on the left and 2D on the right. 

For the technical chart, the link opens a 2D window (Fig. 38) that was designed and added to the 

canvas. For the information filling in the chart, we took it from an SQLite database automatically 

generated from AutoCAD Plant 3D. The information can be added either in AutoCAD Plant 3D 

or in the database since they are synchronized. 
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Fig. 38 Visualization of additional technical information through a pie menu: a technical chart with information 

retrieved from a database, a navigable 3D CAD model, and a 360-degree image of a plant section. 

5.3. User Evaluation 

We designed a user study to answer our research questions. We implemented a prototype of our 

application for the maintenance of a flour milling plant. During the experiment, users were asked 

to retrieve information about plant components on the P&ID. The P&ID was that of the cleaning 

section of the milling plant.  

Components on the P&ID were indicated by the experimenter. Then, users had to search and 

communicate aloud the following information about the component: equipment type, the floor 

where it is located. We limited to information already present in the paper documents, besides 

the specific information does not affect the results. The task was repeated for five different 

components, and the overall time between the indication of the first component and the 

communication of the information for the fifth component was measured. An experimenter 

supervised each test and checked for errors in real-time. Users accomplished the task in three 

modalities: 

• Paper: information about the component is retrieved from tables on paper sheets like 

those commonly used in actual practices. 
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• Smartphone: information about the component is retrieved from the AR application we 

developed running on a smartphone OnePlus 3 (screen size 5.5”). 

• Tablet: information about the component are retrieved from the AR application we 

developed running on a tablet SAMSUNG Galaxy Note 10.1 (screen size 10.1”). 

At the beginning of the experiment, we formulated the following hypotheses for the task of 

information retrieving for plant equipment: 

(H1) AR application will significantly reduce the amount of time compared to paper 

documentation; 

(H2) AR application will significantly reduce errors compared to paper documentation; 

(H3) AR application will significantly improve usability compared to paper documentation; 

(H4) performance in terms of time, error, and usability will be better for a tablet than for a 

smartphone. 

A total of 39 voluntary participants (9 females) were recruited among engineering students at 

Polytechnic University of Bari. The average age was 24.2 (min 22, max 29, SD = 1.92). We 

interviewed the subjects about their frequency of usage of AR applications: 13 never, 15 rarely, 

8 sometimes, 3 often, and none always used AR applications. Among users who had used at least 

once AR applications, the fields of use were video gaming (9), social network (8), cultural 

heritage (4), DIY (3), retail (2). Conversely, users had great familiarity with paper 

manuals/drawings: 2 sometimes, 3 often, 34 always used them. Users had no experience with 

plant maintenance tasks, but we designed a very basic experiment whose results are not affected 

by user experience and motivation. A total of 39 voluntary participants (9 females) were recruited 

among engineering students at Polytechnic University of Bari. The average age was 24.2 (min 

22, max 29, SD = 1.92).  

We interviewed the subjects about their frequency of usage of AR applications: 13 never, 15 

rarely, 8 sometimes, 3 often, and none always used AR applications. Among users who had used 

at least once AR applications, the fields of use were video gaming (9), social network (8), cultural 

heritage (4), DIY (3), retail (2). Conversely, users had great familiarity with paper 

manuals/drawings: 2 sometimes, 3 often, 34 always used them. Users had no experience with 

plant maintenance tasks, but we designed a very basic experiment whose results are not affected 

by user experience and motivation.  
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We used a Latin square design of the experiment. Then, we had thirteen participants performing 

the task in the sequence “Paper-Smartphone-Tablet,” thirteen in the sequence “Smartphone-

Tablet-Paper,” and thirteen in the sequence “Tablet-Paper-Smartphone.” They were told to 

complete each task as quickly and as accurately as possible. Each participant was allowed to 

familiarize with the three modalities for 10 minutes before the test. This training phase helped 

the participants to get accustomed to the AR user interface. At the end of the training phase, an 

experimenter checked that the participant was able to use the application easily. After completing 

the test, users were asked to respond to a SUS (System Usability Scale) questionnaire, to evaluate 

the usability of the three modalities. 

5.4. Results 

Our purpose was to evaluate the main effects of the execution modalities on user performance. 

Thus, we collected data into three samples, one for each modality. We had three types of data: 

completion time, error rate, and the SUS score.  

To make statistical inferences, we started to enquire whether the completion time sample 

followed a normal distribution. We used the Shapiro-Wilk normality test, AS R94 algorithm, on 

all samples. All the original samples did not follow a normal distribution; thus, we applied the 

Box-Cox transformation with α=-0.9241. Transformed samples positively passed normality 

(Paper: W(39)=0.968, p=0.324; Smartphone: W(39)=0.964, p=0.241; Tablet: W(39)=0.971, 

p=0.411) and homoscedasticity test (F(2, 114)=0.275, p=0.760). Then, we used ANOVA to 

compare the samples. We found a statistically significant difference between the three samples 

(F(2, 114)=63.974, p<0.001). Tukey’s posthoc test revealed that users performed significantly 

better with “smartphone” than “paper” (p<0.001) and with “tablet” than “paper” (p<0.001), 

whereas there was not a statistically significant difference between “smartphone” and “tablet” 

(p=0.997) modalities. Mean completion times (Fig. 39) are: 118.2 seconds for “paper,” 66.5 

seconds for “tablet,” and 65.0 seconds for “smartphone.” These results allow us to confirm 

hypothesis H1 and to reject hypothesis H4.  

We used the following error rate definition: 

ER%=(n.errors)/(n.targets)∙100 

The “n.errors” is the sum of all the participants’ errors observed for each task. The “n.targets” 

is the maximum number of errors that a user could make for each task (5), multiplied by the 

number of participants that performed the experiment (39). We used the method of “nx2 

contingency tables” to make a statistical inference. 
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We did not find a significant difference between error rates of the three samples (χ2(2)=3.866, 

p=0.145). Error rates are: 3.08% for “paper”, 1.54% for “tablet”, and 0.51% for “smartphone”. 

These results allow us to reject both hypotheses H2 and H4. Also, for SUS scores, we first 

checked the samples for normality. Two out of three of the original samples did not follow a 

normal distribution. Thus, we applied the Box-Cox transformation with α=3.0378. However, the 

“paper” sample did not follow normal distribution also with the transformation. Then, we used 

the Kruskal-Wallis test for the sample comparison. We found a statistically significant difference 

between the three samples (χ2(2)=57.626, p<0.001). Pairwise comparisons revealed that usability 

was significantly higher with “smartphone” than “paper” (T=-48.577, p<0.001), as well as with 

“tablet” than “paper” (T=-52.077, p<0.001), whereas there was not a statistically significant 

difference between “smartphone” and “tablet” (T=-3.500 p=1.000) modalities. Mean SUS scores 

are (Fig. 3): 55.4 for “paper,” 84.6 for “smartphone,” and 86.9 for “tablet.” These results allow 

us to confirm hypothesis H3 and to reject hypothesis H4. 

 

Fig. 39 Results about mean time (left) and SUS score (right) of the user study for the three execution modalities. 

5.5. Discussion of Results 

We developed an AR application that augments a P&ID drawing of a plant, thus allowing 

operators to retrieve useful information for the maintenance procedure, as the location of 

equipment in the plant. 

We effectively tested the application in the scenario of a milling plant through a user study. 

Considering the results of the user study, we found that AR is effective in the retrieval 

information task in term of task time reduction. This result confirms what was found in the 
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literature in other industrial scenarios [205]–[207]. However, in terms of error rate, we did not 

detect any statistically significant difference between the use of AR and paper documentation. 

This could be due to low task difficulty. 

The SUS test reveals that users prefer to use the AR application rather than paper documentation, 

although they are more accustomed to paper manuals/drawings than to AR. This result is mainly 

due to the minimalist, but effective design of the interface designed for this application, 

compliant to our vision of a gradual introduction of new approaches in industrial practices. 

An interesting result, for the AR modality, is that the use of handheld devices with different 

screen sizes (smartphone and tablet) does not affect user performance. In a smaller screen, the 

density of virtual elements simultaneously displayed in the interface is higher. Then, the distance 

between two hotspots in our application is lower in the smartphone, thus increasing the 

possibility to interact with the wrong hotspot. However, we noted that the user naturally tended 

to bring the smartphone closer to the drawing after they understood which hotspot interact with. 

On the other side, having a device with a smaller screen implies an easier and more rapid 

interaction with touch, which can also be done with one hand. 

An innovative aspect of the proposed solution is the automatic update of the virtual hotspot 

location on the P&ID when there is a layout modification in the plant. In this way, using our 

application, operators can accomplish their maintenance tasks with low mnemonic effort even in 

case of frequent layout modifications, a situation even more frequent in the Industry 4.0 context. 

Furthermore, external operators, that do not know the plant layout and processes can be 

employed. With this tool, technicians can easily understand the components and connections in 

the plants even if they do not know the coding of the symbols used in the P&ID. However, this 

tool does not help operators in support of decisions, since it does not provide further information, 

for example, for the planning of maintenance procedures. Then, a future step of this research will 

be the integration of other features in the framework, as the identification of the equipment to 

inspect on the drawing and the displaying of selected KPIs directly superimposed on the 

equipment.  

In the last chapter, we investigate the utility of a context-aware information manager as applied 

in an industrial AR setting of the Mill 4.0. 
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Chapter 6. AR Context-Aware Technical 

Documentation Manager for Mill 4.0 

The evolution of computer-based user interfaces has seen many innovations over the years 

especially in AR devices and applications. Of particular note is the nature or design of 

information presented; notably both the content presented and the form in which the content 

takes. Early command-based ASCII interfaces required all users to memorize commands to elicit 

text-based system responses. 2D graphical user interface (GUI) windowing systems afforded 

multimedia presentation of content and some flexibility for interface designers in terms of spatial 

arrangement. However, it was advances in both e-learning and e-training applications, as well 

as, web-based technology that ushered in an era of dynamic user interfaces designed to sense 

aspects of the current context (e.g., a user’s recent search history) to dynamically present content 

(e.g., web-based recommendation system for related products or targeted advertisements). 

Moving forward, we should expect the traditional “one size fits all” design approach to AR 

interface design (e.g., information content and presentation style) to become replaced by AI-

driven active, real-time and context-aware user interfaces that not only customize the information 

content but how that information is displayed.  Such active user interface systems should 

leverage, for example, deep and longitudinal understanding of specific users, their goals and 

tasks in the moment, users’ past experiences with and implicit preferences in related tasks, as 

well as environmental and hardware constraints in which they use the interfaces.  

By developing practical industrial case studies, we faced issues in managing the presentation of 

technical information. Therefore, in this chapter5, we explore the utility of a context-aware 

information manager as applied in an industrial AR setting of the Mill 4.0. Specifically, we 

present CATIM (Context-Aware Technical Information Manager), a system capable of 

 
5 Part of the results of the studies described in this chapter were published in the following paper: 

Gattullo, M, Evangelista A., Manghisi, V. M, Uva, A. E., Fiorentino, M., Boccaccio, Ruta, M., Gabbard J.L. (2020). 

Towards Next Generation Technical Documentation in Augmented Reality Using a Context-Aware Information 

Manager. Applied Sciences MDPI, vol.10 n.3 780. 
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rendering technical documentation via an active AR interface, dynamically guided by the 

context.  

In literature, we have found few studies examining context-aware retrieval systems specifically 

focused on technical information presentation in AR. Of similar approaches found, most do not 

specifically consider a large set of context features such as user characteristics, environment, and 

hardware. Therefore, a contribution of this work includes a technical information manager for 

AR user interfaces capable of adapting to a number of contextual dimensions and therefore 

usable in a wide array of operating conditions. 

Firstly, operators can be different one from the other. They can have different levels of expertise 

and experience. As to experience level, we can distinguish from novice to expert operators 

according to the knowledge acquired performing technical procedures. However, a same 

operator could have a greater expertise on a particular machine/product than on others. 

Experience can regard different skills as assembling skills, using the tools, problem solving, and 

so on. Thus, some operators may want to read the explanation of each step, while others may 

understand everything by just looking at an image of the procedure. Operators could have also 

different needs when consulting a technical manual given a certain task, someone may want to 

check a single step, others may have to follow the entire guide step-by-step. Younger people are 

digital natives [208], [209] and thus more oriented towards innovative displays, whereas older 

people would be more attached to traditional media. Finally, people speak different languages 

and come from different cultures [210], then also technical documentation is affected by these 

differences. The domain of technical documentation covers several application environments. 

This might allow the use of some specific user interfaces for conveying information while 

making impossible or dangerous to use some others. For example, some application 

environments may not require great attention to the real world, while others may be critical or 

dangerous tasks, allowing attention loss on reality for just a few seconds [211]. 

As a result, the increasing number of technical documentations to produce, the variety of ways 

to convey information, the differences among people, and the variable environmental conditions, 

make sure that the authoring and the management of technical documentation becomes an issue. 

Many works on adaptive AR interfaces propose algorithms to determine optimal text styles (e.g., 

text color and drawing style, position of labeling), based on the background of the environment 

[86], [212], [213]. However, these works do not consider dynamically altering the information 

content or other contextual elements. 
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The management of large informative systems is a problem which has been broadly investigated 

in many fields, for example in information retrieval by research engines. Advanced context-

aware information retrieval systems have shown excellent results in the e-learning and e-training 

contexts [214], [215]. However, to our best knowledge, the results from these studies often 

ignore the ‘people’ factor. The user must manually search for the information they are looking 

for, using some research keys. This requires previous knowledge in the domain that they may 

not have. Moreover, of similar approaches found in the literature [216]–[220], most do not 

specifically consider a large set of context features. Therefore, a contribution of this work 

includes a technical information manager for AR user interfaces capable of adapting to a number 

of contextual dimensions and therefore usable in a wide array of operating conditions. 

This work draws motivation from our previous work in industrial AR-based maintenance. By 

developing practical industrial case studies, we faced issues in managing the presentation of 

technical information. Therefore, in this work, we implemented a system called CATIM 

(Context-Aware Technical Information Manager) that acquires data about the context (operator, 

activity, environment), and, based on these data, proposes documentation tailored to the current 

operating context. We made also a first evaluation of CATIM in a real industrial case study. 

In Section 2, we present related work. In Section 3, we describe our approach. In Section 4, we 

explain the architecture and the implementation of CATIM. In Section 5, we report the 

application of CATIM to the case study. In Section 6, we present the results of this application 

and their discussion. In the final section, we provide conclusions and future work. 

6.1. Related work 

In literature, there are many works that quantify the effectiveness of AR for visually presenting 

technical information and manuals as measured by reduced time and operator error in the 

fulfillment of procedural task (e.g., [57], [133], [221]). 

Beyond simply presenting technical information via fixed AR user interface designs, other 

researchers have looked to increase the utility of AR interfaces by incorporating context-aware 

features into AR applications. The context can condition the choice of the information content, 

the style of this content, or both. 

For example, Oh et al. [216] combined context awareness and mobile augmented reality, 

proposing CAMAR (Context-Aware Mobile Augmented Reality). CAMAR customizes the 

content to be preferable to a user according to his/her profile, and to share augmented objects 

with other mobile users selectively in a customized way. 
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Grubert et al. [218] present a state-of-the-art context-aware AR system that considers the effect 

of context both on the content and the presentation style. They introduced the concept of 

pervasive augmented reality as a continuous, context-aware augmented reality experience. A 

goal of this work was to build an AR interface that is actually context-controlled, moving away 

from the single purpose AR application towards a multipurpose pervasive AR experience. 

However, their approach is limited to: (i) presenting the concept of pervasive AR; (ii) developing 

a taxonomy for it; (iii) providing a comprehensive overview of existing AR systems towards 

their vision of pervasive AR; and; (iv) identifying opportunities for future research. Our work 

can further this pervasive AR vision by providing a context-aware AR system that adapts well 

in many possible situations that an operator may encounter in industrial applications. 

Ruta et al. [222] present a software system to assist in the discovery of points of interest for 

tourists in AR and their description in a way that can match users’ interests. Even if the scope of 

this work is different from ours, the approach is similar in spirit: the automatic choice of the 

information to display and a customized way of displaying it, both based on the current usage 

context. 

Hervás et al. [219] define mechanisms for the management of contextual information, reasoning 

techniques, and adaptable user interfaces to support augmented reality services that provide 

functionality to make decisions about what available information should be offered and how. 

The variables taken into account by their system are too abstract in terms of possible applications 

and user profiling. Furthermore, they do not cover maintenance/assembly tasks. 

The previous works discussed thus far are not focused on the application of context-aware 

interfaces to industrial AR. Akbarinasaji and Homayounvala [223], present an optimized 

context-aware AR-based framework to assist technicians conducting maintenance tasks. The 

proposed framework makes use of collected raw context data and performs reasoning on them 

to obtain new inferred data and to provide adaptive behavior using an ontology. 

Flatt et al. [224] present a system to display information in AR in an industrial context. Their 

approach implements a general-purpose application capable of applying textual ‘sticky notes’ to 

real objects, describing them with a semantic notation to be retrieved later. This work is more 

oriented to dynamic authoring and annotation rather than dynamic management of user interface 

information and presentation styles. 

In many related previous works, there is a lack of focus on the field of maintenance and even in 

these cases just a few user interface assets are used (e.g., text, signs, and symbols). Thus, we 
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applied the lessons learned in these previous studies about the use of AR in an industrial domain, 

to propose an appropriate behavior of CATIM. We considered the most relevant factors 

influencing the design of an AR interface in an industrial domain, as well as a wider range of 

technical information assets with a specific semantic description on when to use them. 

Zhu et al. [220] present an authorable context-aware AR system (ACARS) using a specialized 

context description. They describe the maintenance procedure, the tools and the devices 

involved, as well as more synthetic information about users and the working environment. The 

context-aware system developed captures some parameters to select a set of information and a 

level of detail at which the information should be rendered. Although the system seems very 

interesting for our goals, their target is on-site authoring capability to assist maintenance 

technicians. 

6.2. Materials and Methods 

Our approach, whose functional scheme is depicted in Fig. 40, aims to present the operator with 

the ‘best’ technical assets available for the context. A technical asset is an atomic piece of 

technical information conveyed in a specific modality. Technical assets are usually visual cues 

such as CAD models, video, text, images, icons, graphs, and so on. The technical assets can be 

static but also associated to dynamic and time-dependent information. It is worth noting that, in 

our definition, the same technical information can be mapped to different assets sharing the same 

content but with different media and interface presentation style (e.g., short text, long text, 

animated text, video, audio). Thus, the choice of the optimal technical asset for the same 

technical information is paramount. 

For CATIM, we assume that the context in which to perform a task can be known. For example, 

the system could infer the activity to be performed by automatically using state sensing, IoT or 

by user selection. CATIM could know the operator technical, physical and cognitive skills, as 

well as interface preferences by, for example, user profiling and wearable sensors. User profiling 

is currently carried out through a preliminary questionnaire provided to the operator. Lastly, the 

system could sense the environment using sensor suites and computer vision to identify available 

tools, lighting condition, available AR devices, and so forth. 

Using our proposed approach, upon operator initiation of a task procedure, CATIM browses the 

technical information database to find the technical assets which best match the context and 

presents them to the operator via an AR user interface. The information search is based on the 

context description rather than having the user selecting the information needed. The information 
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associated with each step of the procedure can be conveyed alternatively using different technical 

assets (e.g., text, icon, video, audio). Each asset (as used in each step of a procedure) can be 

linked to a particular state of the activity, of a process, of a product. Therefore, a procedure can 

be presented at runtime to the operator as a sequence of best context matching technical assets. 

Consequently, the presentation can be dynamically adapted to an operator’s learning curve, as 

the operator can be continuously profiled by the acquired data (e.g., number of presentations of 

the same asset and task time for a repetitive procedure). 

In the following sub-sections, we provide further details on each component of CATIM. 

 

Fig. 40 CATIM Functional scheme: the Context-Aware Technical Information Manager dynamically maps the 

context and provide user with technical information through the best available technical assets into an active AR 

output. 

6.2.1. Technical Information 

Most of the technical information associated with a product or machine is stored in the form of 

technical documentation (i.e., manuals, technical drawings, specifications, standards, common 

practices). This technical documentation is increasingly composed of assets available in various 

digital formats. In these cases, CATIM can help identify specific assets (from a large set of 

possible assets) that are well-suited for the specific context and provide an alternative form if 

needed. 

6.2.2. Context 

Context may include any information that is relevant to CATIM to provide user with the best 

technical assets. Among all the dimensions generally used to define and describe the context, we 

consider only the following three to be representative of typical industrial AR settings. 
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6.2.3. Activity 

The activity (i.e., a specific routine of definite steps to be performed on an equipment, as defined 

in [223]) is crucial for identifying the right technical information to present. The activity can be 

tracked in the simplest way by user selection (e.g., using a menu, by voice commands) or tracking 

automatically the state of the product, of a process or procedure (e.g., using object tracking, IoT 

sensors, and more generally any data available in Industry 4.0 cyber-physical systems). The 

tracked activity completion (or object state) can trigger the presentation of information related 

to the next activity. Thus, the activity can have a strong influence in the choice of the technical 

assets and even of the preferred AR device among those available. 

6.2.4. Environment 

Industrial environments are generally complex and risky due to the presence of static and 

moveable products, components, machinery, consumables, and tools. They may present very 

different conditions in terms of location (indoors and outdoors), network or system constraints, 

illumination, temperature, dirt, smoke, noises, dust, etc. Most industrial environments are 

characterized by the presence of hazards that may compromise the safety of the workers. 

Industrial environments, therefore, must follow mandatory safety regulations and procedures and 

operators must wear personal security devices (e.g., helmets and gloves). Industrial conditions 

and safety devices may reduce users sensing and perceptual capabilities like hearing, vision, 

touch, etc. To assist operators in these dynamic settings, active AR user interfaces should cope 

with the environment and complementary safety devices worn by operators during duty time. 

AR devices’ availability and capabilities (e.g., contrast ratio, luminance, color gamut) must 

further fit the environmental context. Thus, the context-aware AR application interface and 

interaction must be designed according to the environment in order to assist operators physical 

and cognitive capabilities (e.g., operators’ visual attention) and to avoid risks. Industrial 

environments may also limit situated visualization capabilities (e.g., uneven light conditions, 

dirt, moving machinery, etc.). Products, components, machinery, consumables, and tools, (e.g., 

screwdrivers, wrenches, etc.) often belong to an environment and may be available or not to the 

operator. Industrial objects can be easily tracked nowadays with IoT technology and full 

environment data will likely be available in the near future. 

It is important to note that the dimensions presented herein are exemplary of industrial AR setting 

but could be extended to include other dimensions such as social contexts (e.g., impacts of other 

team workers), transient physiology in users (e.g., fatigue, sensitivity, mental workload), and so 
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forth. Furthermore, CATIM can support additional dimensions altogether that in turn could 

support context-aware AR interfaces in other application domains. 

6.3. Context-Aware-Technical Information Manager 

Technical information is mapped onto a database of technical assets using an ontology for 

technical information. The context is then dynamically mapped onto a context vector also using 

a context ontology to describe the application domain. This vector contains data about the 

activity, the operator, and the environment. It can also contain other elements as tools and key 

performance indicators that can influence the choice of technical assets. A reasoner, using 

recommender system technology, selects the best technical assets according to the context vector 

and presents them dynamically using an active AR interface to the user. 

Our system implementation uses a Java http back-end and a front-end mobile application 

implemented with Unity 3D to manage the active AR output on the AR device (see Fig. 41). 

The Java http back-end receives context information and reasons using the ontology on the 

currently loaded domain. Both the technical information ontology and the context ontology are 

handled by Protégé, a broadly used software for the assisted generation/customization of Web 

Ontology Language (OWL) ontologies [225]. The reasoner uses two non-standard reasoning 

algorithms. For the technical information recommendation (i.e., what information to present), a 

concept contraction/abduction reasoning algorithm is used. For the technical asset type selection 

(i.e., how to present the information), we use the concept covering algorithm implemented in 

Mini-ME [226], which tries to compute the best consistent coverage for the current context. The 

various asset type descriptions are associated to ‘rules’, predefined by the application designer, 

to try to cover (without contradictions) all the concepts that describe the current context. The 

concept covering rules are used by the reasoner to compute the distance between the assets and 

the context vector. The back-end replies to front-end requests with a list of compatible technical 

assets, ordered according the concept covering distance. This ranking suggests the technical 

assets more appropriate to the current context. There could be some context scenarios where 

CATIM is not able to display instructions. This is mainly due to safety issues. For example, if 

the operator must have free hands for safety reasons and only smartphone is available as device, 

CATIM will not provide instructions suggesting using other displaying output (e.g., a monitor 

or a paper-based support). In this way, CATIM is also able to prevent specific risks in industrial 

environments. 
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6.4. Active AR Output 

The active AR output application, running on the AR device as front-end, acquires information 

sent by the back-end and presents the technical assets organizing them according to context 

information (context-dependent layout). User selection on the AR interface triggers a request to 

the backend for the analysis of the current context. Then, the frontend application, on the AR 

device, receives the ordered set of compatible technical assets. The active AR application shows 

just the first asset (i.e., the one with the shortest distance) is selected for visualization, but the 

user, through a button in the GUI or with voice command, can show the other assets in the set. 

Fig. 41 System implementation consisting of a Java http back-end 

and a front-end mobile application to manage the active AR 

output. 
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The registration of virtual AR objects on the real world is made possible using the Vuforia Model 

Target Feature, which recognizes and tracks a physical object using a digital 3D model of the 

object. We developed this application both for Android mobile devices and for the Microsoft 

HoloLens. For HoloLens, we also used its inside-out spatial mapping for the positioning of the 

GUI in a fixed region of the surrounding space. We implemented a basic interface whose purpose 

is just to test the right behavior of CATIM. User selection is made by tapping on a virtual element 

(handheld device) or by using an air-tap (i.e., one of the standard gestures recognized by 

HoloLens). 

6.5. Deployment of CATIM in an Industrial Case Study 

In this first evaluation, we show how CATIM can be applied to a maintenance procedure for a f 

grain cleaning system component. Specifically, we examine how context-aware AR can assist in 

the inspection of an electrical motor that manages inspection and maintenance (see Fig. 42 and 

Fig. 43). Since this inspection is typically performed before the motor’s installation. 

 

Fig. 42 Example of user interacting through (a) air-tap with the AR interface displayed on the HoloLens (AR 

interface added to the image in post-processing phase). 
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Fig. 43 Example of user interacting through touch on screen with the AR interface displayed on smartphone. 

The operator’s inspection instruction is representative of some of the most common tasks in the 

industrial field: part localization, manual and checking operations. We used the CAD model of 

the electric motor and the text instructions taken from the manufacturer’s technical manual for 

the electric motor: “To remove the fan protection cover, unscrew the three screws at the base of 

the protection cover and separate the cover from the motor body.”. The case study presented 

herein is limited to a single inspection instruction, thus the interaction between users and the AR 

application is not related to browsing different instructions, but to the request of additional visual 

assets respect to those proposed by CATIM. However, the system can support also lengthy 

procedures consisting of many inspection instructions, thus producing an interactive AR manual 

that can be browsed by operators. 

The ontology architecture for the case study is designed specifically for the information 

contained in technical manuals and it is composed of three levels: upper ontology, lower 

ontology, and database as described in Fig. 44. 

The PC used as the backend in the case study run an i7-6700HQ (2.60 GHz) with 16 GB RAM, 

with Windows 10 operating system. The AR visualization devices were: 

• Microsoft HoloLens (2016); 
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• Samsung Galaxy S7 Edge (AnTuTu v7 [227] score: 158); 

• Sony Xperia Z3 compact (AnTuTu v7 score: 59); 

• Google LG Nexus 5 (AnTuTu v7 score: 57). 

6.5.1. Technical Assets 

We defined the technical asset types to be used in our case study and, starting from the available 

technical information, we generated the correspondent technical assets: 

• Short text, taken verbatim from the real manual: “Remove the fan protective cover”. 

Fig. 44 Example of the ontology architecture used in the first evaluation of CATIM. 



95 

• Long text, that details the instruction for novice users: “To remove the fan protection 

cover, unscrew the three screws at the base of the protection cover and separate the cover 

from the motor body.”. 

• Short audio, that is the short text delivered by a speech synthesis program. 

• Long audio, that is the long text delivered by a speech synthesis program. 

• Annotated photograph, that is a picture of the motor with annotations useful to understand 

the tasks to accomplish (Fig. 45). 

•  Video tutorial, that is the recording of the operation previously accomplished by an 

operator (Fig. 46). As for the annotated photograph, the video can be either screen-fixed 

or world-fixed. 

• Product model, that is the animation of the CAD model of a screwdriver indicating the 

position of the screws and the direction of unscrewing (Fig. 47). 

 

Fig. 45 Multimedia asset generated to convey the instruction: an 

annotated photo. 
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Through AR devices, visual assets can be either directly superimposed on real-world referents 

(world-fixed) or fixed to a designated area within a display’s field of view (screen-fixed). A 

photograph can be rendered at a fixed location on the GUI (i.e., screen-fixed) or at a specific 

location in the real world (i.e., world-fixed). 

6.5.2. Context Ontology: Activity, Operator, Environment 

For the context, we consider the activity as fixed (i.e., the chosen single instruction). For the 

operator, we consider the single attribute of user experience (values: novice and expert user). For 

the environment, we consider three attributes: (i) object trackability for situated visualization 

(values: trackable or not trackable), (ii) noise (values: noisy and acceptable), and (iii) AR device 

(values: HoloLens and smartphone). In this evaluation, we simulated that these values were 

Fig. 46 Multimedia asset generated to convey the instruction: video 

tutorial shows the task performed by an operator. 

Fig. 47 Multimedia asset generated to convey the instruction: an 

animated CAD models superimposed on electric motor. 
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automatically recognized by CATIM through sensors (noise), user profiling (experience, 

device), retrieval of object information from the database (trackability). Various combinations 

of these simulated values were manually forced in the context vector. 

The concept covering rules, presented in Tab. 10, are defined once for the scope of the 

application to formalize the design choices. The following design choices were made together 

with the operators that constantly collaborate with us. For operator experience, we decided not 

to show to an expert operator detailed technical information assets such as long text/audio, world-

fixed assets, and the video tutorial. We assume that an expert operator knows how to accomplish 

the task, whereas a novice operator could need more detailed instructions. As to device, with the 

HoloLens we decided not to show long text because of its limited field of view (FOV), while 

with the smartphone such screen-fixed content could occlude the real world. As to trackability, 

when the scene\objects are not trackable, we decided not to show world-fixed contents. This 

could be due either to the inadequacy of the target objects for the tracking method chosen or to 

external factors such as the forbiddance to put the optical marker on the scene. Finally, as to 

noise, we decided not to use audio in noisy environments. 

Tab. 10 Concept covering rules: for every technical information assets, we listed the conditions where they are 

discarded, according to design choices to let the AR application work always in an optimal way. 

 Operator Environment 

Technical Asset Types 

Experience Device Trackability Noise 

Expert Novice HoloLens Smartphone 
Not 

Trackable 
Trackable Noisy Acceptable 

Text 
Long Discarded  Discarded      

Short  Discarded       

Annotated 

Photograph 

W-fixed Discarded    Discarded    

S-fixed    Discarded     

Product 

model 
W-fixed Discarded    Discarded    

Video 
W-fixed Discarded    Discarded    

S-fixed Discarded   Discarded     

Audio 
Long Discarded      Discarded  

Short  Discarded     Discarded  
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6.5.3. Active AR Output 

The Active AR output application, running on the AR device, displays the technical assets 

according to a context-dependent layout. To test this concept, we designed two GUI layouts: a 

small and a large one (see Fig. 48 and Fig. 49). The small one is suggested for expert operators 

who receive less detailed information. In this way, there is less occlusion of the real world and 

this is particularly crucial for the HoloLens due to the limited FOV. The visual assets were 

arranged into two main areas in the layouts: one for text assets and the other for non-text assets. 

The GUI provides other features as playback control buttons for the audio assets, help button, 

navigation bar, and so on. 

 

Fig. 49 Large GUI layout for HHD. 

Fig. 48 Small GUI layout for HoloLens. 
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6.6. Results 

We tested the effectiveness of the proposed CATIM verifying its interactivity by measuring two 

execution times: the reasoning time and the turnaround time. The reasoning time we define as 

the time the back-end takes to load all required information into memory and then to send the 

recommended response to front-end. The turnaround time we define as the elapsed time from 

which the user requests information to the time in which technical assets are rendered on AR 

user interface. During this time, users must wait for CATIM and thus cannot perform any 

interaction. Reasoning and turnaround time were measured without considering network  

communication time, as all assets are stored in the back-end which runs on the local network. 

We recorded reasoning and turnaround time seven times for each AR device. The mean 

reasoning time for the 28 (7 trial × 4 devices) measures was 18.3 ms. The mean turnaround times 

for the four devices are reported in Fig. 50 and suggest that CATIM can support highly-

interactive user experiences. We observed that the ranking of times measured for the 

smartphones match that of the AnTuTu benchmark, as expected. Finally, we observed that the 

standard deviations are higher on smartphones that have many external processes and thus their 

execution times may vary. 

 

Fig. 50 Results about CATIM turnaround times for each device used in the test. The times (all below 1000 ms) 

reported allow an interactive behavior of the system. 

These results suggest that CATIM can support interactive system performance rates, showing 

acceptable performance in terms of turnaround time over a series of tested devices. While we 

used a reduced context dataset for this work, the system is designed in a way to maintain 
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interactive processing speeds with larger datasets. The properties of the recommendation system 

allow it to be scalable, eventually dividing the ontologies into knowledge subsets, while the 

visualization engine does not depend in any way on the system size. For this purpose, a valuable 

attribute of the system would be the possibility of automatically populating the ontology with a 

set of technical manuals, by taking them from large datasets (e.g., IFixit), often written in 

authoring-oriented standards, like oManual [228], DITA [229] or DocBook [230]. 

As to the context-awareness capability, we tested all the possible context vectors (i.e., 

activity/operator/environment attribute combination) verifying which technical assets are 

recommended by CATIM. The results were consistent with what we would predict according to 

the concept covering rules for the current context. As expected, the recommendation process 

removes all the asset types which create contradictions with the current context. Some of the 

responses reported more than one compatible asset, suggested in decreasing order of importance, 

thus only the first asset was automatically shown, while the others were hidden (but still 

manually selectable by the operator if desired). In the case of an expert user, the number of 

technical information assets suggested is lower, as s/he is expected to need less information to 

accomplish familiar and common tasks. 

Comparing CATIM with other context-aware AR systems presented in the literature, we can say 

that CATIM can: (i) manage all the possible types of visual assets; (ii) consider the ‘people’ 

factor; and (iii) implement user-defined rules for the management of visual assets. This last 

aspect is crucial because when established standard about the visualization of technical 

documentation in AR will be available [231], it would be possible to integrate them in the 

reasoner for the right choice of technical assets. 

By taking a closer look at the results for the context with a novice operator, we can observe that 

the world-fixed assets are always returned by the system in a specific order (CAD > Video > 

Photo). This behavior is due to the limited description we adopted for this experiment: if two 

asset types have the same covering on the current context, the one first declared in the ontology 

that is chosen. This feature of CATIM can be used to establish an order of importance inside the 

ontology, which can derive from a finer user profiling that also considers user preferences for 

visual assets. User profiling is normally used in everyone’s everyday life (e.g., in web browsing, 

banks) even if issues related to ethics and acceptable uses of technology will become increasingly 

critical to its creation and usage. In this prototype, we did not consider ethic issues derived from 

user profiling. In future works, we will ask for operator permissions to use personal data for the 

scope of the application, as usually made in other scenarios. 
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While CATIM was designed to help in the management of technical documentation for AR user 

interfaces, it can be also be used for the authoring phase because authors can create new manuals 

with novel technical information assets, describe them in the ontology, and simulate the 

composition of the manual. Thus, CATIM could be the basis for further implementations and 

experiments for next-generation operator manuals. 

In this work, we describe a novel approach for the implementation of a context-aware technical 

information manager (CATIM) that acquires context data about activity, operator, and 

environment, and then based on these data, proposes a dynamic AR user interface tailored to the 

current operating context. A main contribution of this work is that CATIM can propose 

dynamically composed AR user interfaces, based on multiple parameters detected from the 

context in real-time. While we use activity, operator, and environmental parameters in this use 

case, CATIM is capable of working with arbitrary sets of parameters. Thus, this work can serve 

as a springboard for other AR user interface researchers looking to create real-time, adaptive AR 

user interfaces. 

In this work, we limited the presentation of our approach to the implementation of CATIM, 

providing also a first evaluation in the Mill 4.0 scenario to better explain how the system works. 

We limited the number of variables in the context and their attributes (e.g., expert/novice, 

smartphone/HoloLens) for the sake of clarity. However, other variables (e.g., operator’s 

language, preference, environment hazards, and so on) and attributes (e.g., other devices as video 

see-through head worn displays, monitors) can be added to the ontology. We decided to test and 

validate CATIM with a specific user study in future works, due to the large number of variables 

to control. 

The final objective of the ongoing research would lead to the development of the following two 

parts: (i) an optimized active AR user interface, not bounded by any fixed layout, capable of 

interpreting user properties and environment constraints; and, (ii) an automatic recognition of 

technical documentation needed in a certain context. As to the dynamic AR interface, the current 

implementation is bounded to a limited set of fixed layouts even if they are populated 

dynamically. Future work will include also dynamic arrangement of assets in the interface layout. 
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Conclusion and future works 

In this dissertation, we investigated AR as a means for the presentation of technical information 

in an industrial scenario. Specifically, we brought AR to a flour milling plant, but the 

considerations made apply to all industrial scenarios.  

As a key enabling technology of I4.0, AR has reached a level of maturity that allows its use only 

in particular tasks, i.e., where scientific studies have largely demonstrated its benefits.  However, 

what has already been achieved in this field is only an initial step towards the full integration of 

AR in the factory of the future as it is described in the model of the Industry 4.0 principles. 

The results we have obtained from the analysis of the state of the art on IAR interfaces, from the 

patent analysis conducted on a large sample of patents regarding AR, from the solutions 

developed; have given encouraging results, nevertheless, further studies are required. We 

believe, that with our studies, the research field of AR has made small steps forward. 

We carried out a systematic literature review of visualization methods for technical instructions 

in IAR prototypes and concepts for maintenance, assembly, and training procedures. The 

extensions of each class proposed proved to be mutually exclusive, and jointly exhaustive for all 

the 348 visual assets analyzed, extracted from 122 selected papers published between 1997 to 

2019. We propose a novel classification for IAR technical visual assets according to: (i) what 

content is displayed via the visual asset, (ii) how the visual asset can convey information, and, 

(iii) why the visual asset is used. 

The main findings can be summarized as follow: 

• IAR has a positive trend in literature; 

• HWDs are trending, spatial AR (to date) has few IAR implementations; 

• the number of visual assets in maintenance is higher than assembly and personnel 

training; 

• product model is the most common visual asset, followed by text and auxiliary model; 

• the most-used visual asset in maintenance is text, in assembly product model, and for 

personnel training the auxiliary model; 

• product model and auxiliary models are almost always world-fixed; 

• technical drawing, drawings, photographs, and video are usually screen-fixed assets; 
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• color coding is uncommon; 

• animation is uncommon and limited to product model and auxiliary model only; and; 

• for locating, the most common visual asset is the auxiliary model, for operating the 

product model, and for checking, the text. 

Even though we analyzed the literature specific to applications of AR in maintenance, assembly, 

and training, the classification proposed herein could be applied to other industrial fields such as 

manufacturing, construction, plant layout, and so on. Furthermore, it can be effective for other 

domains such as medical applications, cultural heritage, transportation, etc. 

This work may further help the community (e.g., researchers, developers, standard technical 

committees) to better understand the practices and trends that, with further scientific support, 

may eventually lead to consolidated guidelines for IAR interface design. 

The research on visual assets was also helped by the findings of a survey with potential IAR 

technical writers on the preference of visual assets for IAR interfaces. For all forms of 

information except for "notification" where it cannot be used, the product model turned out to 

be the most favored. In this situation, users recommended the use of visual pictorial tools such 

as drawings, signs, and auxiliary model. Alternatives to the product model were also suggested: 

"identity" video and image, "order" auxiliary model, "way to" video and auxiliary model, 

"orientation" video. Text was the least favored visual asset. 

We also approached AR from a totally new aspect. In fact, the contribution of patent analysis is 

the investigation of technology trends, with results that can be useful to researchers and 

developers for technical guidance, but also to policymakers, managers, and entrepreneurs for 

technology scouting and forecasting. Our study found that AR technology development has 

increased especially in the last decade. In particular, we evidenced a remarkable steady of 82% 

annual growth rate of the number of granted patents after 2012. From geographical distribution, 

we found that North America is the leader (68%); Asia (18%) and Europe (13%) are lagging 

behind despite dedicated Industry 4.0 policies actuated by the governments. Another nontrivial 

result is the incoherency between the owners of a high quantity of patents and those highly 

impacting. In fact, only Microsoft Corporation and Amazon Technologies are at the same time 

in the top 10 of the most patent-intensive organizations and the top 10 of highly impacting 

organizations. Moreover, the majority of the patents are owned by companies, albeit some of the 

highly impacting ones come from universities or research centers. These findings provide 

theoretical, managerial, and policy implications for future research activities in the AR domain. 
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An AR application for an industrial scenario of a flour milling plant was also implemented and 

evaluated by us. The application enhances the P&ID of a flour milling plant to assist operators 

with the task of data retrieval. Through a user study aimed at comparing the AR application for 

current practice, based on paper documentation, for an information retrieval task within a 

maintenance procedure. For this type of task, we verified the results already obtained in the 

literature. The results of the research showed that in terms of time reduction and usability, AR is 

successful for this role. With both a tablet and a smartphone, the AR framework was tested, but 

the results showed that using the tablet did not boost user efficiency in terms of time, error rate, 

and usability. Future studies on this application will involve the synchronization of engineering 

data through a dynamic graph-based model, including P&ID. It would be possible to both 

visualize and control the P&ID and the associated technical details in real time with the 

combination of the two frameworks. Indeed, a future phase of this work, which we have already 

planned, is to present dynamic details such as the plant Key Performance Indicators (KPI). 

Finally, for the implementation of a context-aware technical information manager (CATIM), we 

define a novel approach that acquires context data on operation, operator, and setting, and then, 

based on these data, proposes a dynamic AR user interface tailored to the current operating 

context. The key contribution of this research is that CATIM may propose user interfaces with 

dynamically composed AR, based on multiple parameters detected from the context in real-time. 

We also created a simpler ontology, based on Mill 4.0 scenario, to drive the active AR interface, 

thanks to the reasoning strategies used. This ontology for technical documentation works well 

with the reasoner. It allows great flexibility without having the need of an expert knowledge 

engineer to adjust the whole ontology at every new update. However, this may also result in a 

loss of expressiveness, compared to that allowed by other knowledge architectures. Thus, for 

next-generation operator manuals, CATIM may be the basis for further implementations and 

experiments. Without the need for explicit manual analysis, these next-generation manuals will 

be capable of delivering technical knowledge and could view essential technical information in 

the most suitable way possible, leveraging virtual and augmented reality technologies.  
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Appendix 

Table 1. Top patenting organizations distribution 

Assignee (60% 

all patents) 

# 

patents 

# 

citati

ons 

Mean 

citations 

Disp

lay 

devi

ce 

Tracking UI 
HMD 

Device 

Complex 

Systems. 

Methods 

&Techniques 

for AR 

AR App. 

Field 

Technolo

gical 

diversific

ation 

Microsoft 

Corporation  
203 970 4.8 36 27 43 23 60 14 0,8 

Sony  73 195 2.7 3 15 12 3 33 7 0,7 

International 

Business 

Machines  

71 71 1 5 9 3 2 46 6 0,54 

QUALCOMM 

Incorporated  
64 155 2.4 1 16 19 2 23 3 0,71 

Samsung 

Electronics 

Co.. Ltd.  

59 84 1.4 11 6 3 0 32 7 0,63 

Magic Leap. 

Inc.  
51 118 2.3 16 7 4 6 18 0 0,72 

Amazon 

Technologies 
49 226 4.6 13 7 9 0 16 4 0,75 

Intel 

Corporation  
49 71 1.4 2 5 4 0 34 4 0,48 

Empire 

Technology 

Develoment 

LLC  

48 58 1.2 3 11 5 1 25 3 0,64 
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Assignee (60% 

all patents) 

# 

patents 

# 

citati

ons 

Mean 

citations 

Disp

lay 

devi

ce 

Tracking UI 
HMD 

Device 

Complex 

Systems. 

Methods 

&Techniques 

for AR 

AR App. 

Field 

Technolo

gical 

diversific

ation 

DAQRI. LLC  45 22 0.5 2 7 5 7 22 2 0,68 

Siemens AG  41 606 14.8 1 11 10 1 7 11 0,75 

DISNEY 

ENTERPRIS

ES. INC.  

37 65 1.8 4 2 6 1 15 9 0,71 

Google Inc  35 397 11.3 7 3 10 3 9 3 0,77 

LG 

Electronics 

Inc.  

35 129 3.7 3 2 2 11 13 4 0,72 

NOKIA 

CORPORAT

ION  

31 52 1.7 1 1 9 0 18 2 0,55 

Nant 

Holdings IP. 

LLC  

21 145 6.9 1 6 1 0 9 4 0,66 

A9.COM. 

INC. 
21 29 1.4 0 6 5 0 6 4 0,71 

Apple. Inc. 20 96 4.8 3 6 0 0 10 1 0,6 

Bally 

Gaming. Inc.  
20 37 1.85 0 1 0 0 3 16 0,32 

AT&T 18 15 0.8 0 0 0 0 15 3 0,26 

Meta 

Company  
16 3 0.2 3 0 8 1 4 0 0,61 
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Assignee (60% 

all patents) 

# 

patents 

# 

citati

ons 

Mean 

citations 

Disp

lay 

devi

ce 

Tracking UI 
HMD 

Device 

Complex 

Systems. 

Methods 

&Techniques 

for AR 

AR App. 

Field 

Technolo

gical 

diversific

ation 

Bank of 

America 

Corporation  

16 85 5.3 0 1 0 0 9 6 0,51 

Electronics 

and 

Telecommuni

cations 

Research 

Institute  

16 27 1.7 0 2 1 0 5 8 0,59 

Information 

Decision 

Technologies 

LLC  

16 255 15.9 0 2 1 0 2 11 0,46 

The Boeing 

Company  
15 23 1.5 0 1 0 1 2 11 0,41 

SEIKO 

EPSON 

CORPORAT

ION  

14 0 0 1 2 0 11 0 0 0,33 

THINKWAR

E 

CORPORAT

ION  

14 0 0 0 0 0 0 6 8 0,45 

Atheer 13 2 0.2 0 2 6 1 4 0 0,61 

Honda Motor 

Co.. Ltd.  
13 25 1.9 2 0 0 0 0 11 0,24 
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Assignee (60% 

all patents) 

# 

patents 

# 

citati

ons 

Mean 

citations 

Disp

lay 

devi

ce 

Tracking UI 
HMD 

Device 

Complex 

Systems. 

Methods 

&Techniques 

for AR 

AR App. 

Field 

Technolo

gical 

diversific

ation 

Blackberry 

Limited  
12 7 0.6 0 2 2 1 7 0 0,55 

IMMERSIO

N 

CORPORAT

ION  

11 8 0.7 7 0 1 0 3 0 0,47 

Elwha LLC  11 8 0.7 0 0 2 0 9 0 0,27 

Capital One 

Services. 

LLC 

11 3 0.3 0 5 0 0 4 2 0,57 

eBay Inc.  11 25 2.3 0 0 0 0 7 4 0,42 

Osterhout 

Group. Inc.  
11 29 2.6 6 1 0 3 1 0 0,56 

Hyundai 

Motor 

Company  

11 5 0.5 2 0 1 0 1 7 0,5 

XEROX 

Corporation  
11 215 19.5 0 3 0 0 8 0 0,36 

Bentley 

Systems. 

Incorporated  

11 13 1.2 0 3 0 0 6 2 0,54 

Metaio 

GmbH  
11 360 32.7 0 9 0 0 2 0 0,27 

Rawles LLC  11 75 6.8 3 3 2 0 3 0 0,68 
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Assignee (60% 

all patents) 

# 

patents 

# 

citati

ons 

Mean 

citations 

Disp

lay 

devi

ce 

Tracking UI 
HMD 

Device 

Complex 

Systems. 

Methods 

&Techniques 

for AR 

AR App. 

Field 

Technolo

gical 

diversific

ation 

Wells Fargo 

Bank. N.A.  
10 3 0.3 0 0 0 0 4 6 0,43 

HAND 

HELD 

PRODUCTS. 

INC.  

10 170 17.0 0 1 0 0 2 7 0,41 

FUJITSU 

LIMITED  
10 2 0.2 4 3 0 0 2 1 0,63 

ABL IP 

Holding LLC  
10 9 0.9 0 6 1 0 1 2 0,52 

HERE Global 

B.V.  
10 17 1.7 0 1 2 0 6 1 0,52 
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