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RECOMMENDATION STRATEGIES IN PERSONALIZATION APPLICATIONS 

 

 

ABSTRACT 

While the initial goal of Recommender Systems (RSes) was to reduce the information overload for 

Internet users and make the information retrieval more efficient, they have become a crucial strategic tool 

for companies in the online markets. According to this evolution, research on RSes has produced a wide 

variety of approaches and algorithms. As a consequence, the companies deploying RSes in their business 

applications face the decision of how to generate and deliver personalized recommendations to their users by 

choosing among many options. The problem has been largely treated from the machine learning 

performance perspective since there is relatively little research done from the business perspective. The 

decision of what kind of recommender engines should be used in a personalization application, given certain 

business conditions, has a strategic value because it affects the way customers perceive the company with 

respect to its competitors. Choosing the wrong way to personalize recommendations may not just require the 

redesign of the information systems, but also to rebuild the relationships with customers and even the entire 

brand strategic positioning. The research issues addressed by this paper are (i) which recommendation 

strategies a company can deploy to generate and deliver recommendations to users, (ii) which specific 

strategies should be used depending on the current business conditions. We propose a taxonomy based on a 

literature analysis and a framework to associate each strategy with a certain setting. The proposed 

framework is empirically supported by four case studies.  

 

Keywords: recommender system, personalization, recommendation strategy, recommender life cycle, 

user-business interaction 

 

  



RECOMMENDATION STRATEGIES IN PERSONALIZATION APPLICATIONS  

1. INTRODUCTION 

Recommender Systems (RSes) were first developed by researchers to reduce the information overload 

for Internet users and make information retrieval more efficient. With the development of online markets, 

they have quickly become of strategic importance to many different online businesses, such as Netflix, 

Amazon, Spotify and Stitch Fix. To study and advance RS technologies, researchers have produced a wide 

variety of approaches and algorithms. As a consequence, companies can choose among many options. The 

problem of how to generate and deliver personalized recommendations to users has been largely treated 

from the machine learning performance perspective. Several kinds of recommendation engines have been 

compared against each other by using several performance metrics including accuracy, novelty, diversity 

and trust (Gunawardana and Shani 2015). Although RSes have been previously studied from the business 

perspective by proposing algorithms aiming at maximizing business outcomes such as profit or sales or 

revenues (Fleder and Hosanagar 2009; Ghose et al. 2012; Lu et al. 2014), this view has been underexplored 

in comparison to the machine-learning-driven methods, which is unfortunate because this approach is of 

crucial importance to the business world since the ultimate goal of an RS is to provide ways for customers to 

interact with the business, enhance their experiences and let businesses succeed in the long run (Gomez-

Uribe and Hunt 2015).  

Furthermore, the business-performance-centric approach to RSes requires adopting a new perspective 

that is different from the traditional accuracy-maximization approaches that have been predominant in the 

literature on RSes (Gomez-Uribe and Hunt 2015). For example, consider the evolution of recommendation 

applications over the last several years. In the early days, accuracy-driven RSes had serious problems with 

delivering relevant recommendations and were often frustrating for the users, making recommendation tasks 

marginal compared to other business tasks. For example, Kemp noted that “no set of applications has 

disappointed as much as personalization has” (Kemp 2001). The situation changed dramatically ten years 

later when many companies, including Amazon, Netflix and LinkedIn, changed their focus to the business 

performance metrics resulting in more effective and mission-critical RSes for many of them. For example, 

80% of hours streamed by Netflix customers are determined by their recommendation algorithms (Gomez-

Uribe and Hunt 2015), which has massive impact on the company, given their annual revenues of $8.83 



billion in 20161. When the Netflix prize was launched in 2006, the main problem was in developing the best 

algorithm that would most accurately estimate the unknown ratings. Since then, the focus shifted 

significantly at Netflix from the accurate rating prediction problem to the issues of dealing with an 

increasing number of customers, handling big data, generating recommendations of a constantly improving 

offering, delivering first-rate experience to customers, and defeating competition. Furthermore, today, 

companies have several different recommendation types to provide, a wide range of data to process to 

produce these recommendations, methods that can be used, and types of outputs to deliver, as demonstrated 

in Figure 1Figure 1.2  

 

Figure 1. Recommendation problems, methods and output in a company. 

For example, LinkedIn started using collaborative filtering algorithms only for recommending relevant 

jobs to individual users (Amatriain and Agarwal 2016) while it moved later to also recommend people to 

link with, people to get recruited to the companies, and segments of users to advertisers. Its recommendation 

engine processes different types of users’ feedbacks and various types of preferences elicited by analyzing 

users’ navigation patterns and personal profiles in addition to using ratings. The same complexity can be 

observed at Quora that runs a world-wide operating “question-and-answer” website (Amatriain and Agarwal 

2016). The data that its RS handles is often textual and presents many relationships among pieces of 

information. The system can recommend answers, feeds, topics, users and related questions. Different kinds 

of users’ feedback are combined in order to better represent the long-term goals that the RS has to work for. 

Several models are used to generate recommendations, including neural networks, logistic regressions, 

random forests and matrix factorization, and they are systematically combined using ensemble methods. The 

                                                 
1 As stated by Wikipedia at en.wikipedia.org/wiki/Netflix 
2 Adapted from AMATRIAIN, X. & AGARWAL, D. 2016. "Tutorial: Lessons Learned from Building Real-life Recommender 
Systems."  10th ACM Conference on Recommender Systems, Boston, Massachusetts, USA. ACM, 433-433.  

Recommendation  
Problem 1 

Recommendation  
Problem 2 

Recommendation  
Problem P 

Method /  
Algorithm 1 

Method / 
Algorithm 2 

Method / 
Algorithm M 

…  … 

Output type 1 

Output type 2 

Output type N 

… 



performance metrics Quora uses to assess the RS overall quality goes beyond accuracy-based metrics and 

includes truthfulness, reusability, explanations, format and user retention. In addition, people in companies 

constantly interact with customers in order to understand whether recommendation methods and outputs 

work properly and can be improved. They rely heavily on controlled experiments with different groups of 

customers exposed to different treatment conditions (i.e., A/B test) and on measuring several user-centric 

performance metrics that are used to improve the design of these methods (Amatriain and Agarwal 2016; 

Gomez-Uribe and Hunt 2015), as Figure 2Figure 2 describes.  

In summary, the key assumption of this paper is that there are many different types of recommendations 

that an RS can generate, and each of these types is appropriate in some and less appropriate in other 

conditions. In this paper, we introduce and explain these conditions and focus on describing a method to 

assess which types of recommendations are the most appropriate for the specific conditions.  

 
Figure 2. Design, implementation and test of recommendation methods and outputs. 

This paper also presents a framework that is based on the three concepts depicted in Figure 3. A 

“recommendation system selection strategy” (RSST) is a complex managerial decision that includes the 

way a company organizes the data about users, how recommendations are generated, and how they are 

delivered to the users. The “Nature of user-business interaction” is the set of conditions describing the way 

a user and a business interact through an RS and includes the characteristics of the relationship, those of the 

information exchanged, and those of the device/interface. The “Evolutionary factors” constitute those 

characteristics of the business environment that change in time and can determine a change in the nature of 

interaction and, in turn, call for a change in the RSSTes.  

 
Figure 3. A model to define recommendation strategies. 
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This paper makes the following contributions. First, it introduces the concept of “recommendation 

system selection strategy” and classifies these strategies. Second, it presents a framework to guide the 

decision of which strategies should be adopted based on the nature of interactions with its users. Third, the 

paper presents four case studies illustrating how the described framework works in practice.  

2. PRIOR WORK 

In order to introduce a “recommendation system selection strategy” and put it into the context of prior 

work, we need to identify the appropriate criteria of classification of various approaches to RSes. To do this, 

we revisit the classical mapping function  

R: Data  Outcomes (1) 

that generates Outcomes, i.e., items that can be recommended to the users, by processing Data, such as 

ratings, that reveal users’ preferences of items (Adomavicius and Tuzhilin 2005). For the classical rating-

based collaborative filtering (CF) approaches, Data in (1) is a set of ratings provided by users to items that 

are typically organized in a 2D matrix of “Users x Items”. The matrix is very sparse. The goal of the 

function R is to predict the unknown ratings. Ratings can be explicitly provided by the user or implicitly 

derived from the user data (Oard and Kim 1998). Researchers have studied how to use implicit ratings (Fang 

and Si 2012) and how to model user-generated content (Garcia Esparza et al. 2011). Several non-rating-

based approaches have been proposed that generate recommendations not from the ratings but from other 

types of data such as users’ reviews or users’ purchases (Chen et al. 2015). Semantic-based techniques have 

been applied in the applications with non-numerical data (Cantador and Castells 2009). The use of “tags” in 

RS has also been studied (Cantador et al. 2011). Another classification distinguished between preference-

based and behavior-based recommenders (Pu et al. 2012). The formers are those based on users’ explicitly 

stated preferences and are further distinguished into rating-based, feature-based (including case-based, 

utility-based, knowledge-based and critiquing-based) and personality-based systems. The latter are those 

based on users’ navigation or purchase behaviors. The ratings are stored in a user-item matrix which can be 

either 2D or multi-dimensional depending on whether additional information, such as context (Adomavicius 

et al. 2005; Panniello et al. 2014), is collected or not (Adomavicius and Tuzhilin 2001). Context can be 

important because it can make the behavior of a user changes. In certain applications considering this 

dimension can significantly affect the quality of recommendations (Panniello et al. 2016a).  



The function R in (1) can be broadly assumed to be an algorithm used to generate the recommendations. 

Several classifications of these algorithms have been proposed (Adomavicius and Tuzhilin 2005; Resnick 

and Varian 1997), including that of content-based, collaborative filtering and hybrid trichotomy (Resnick 

and Varian 1997). A number of recent studies have incorporated firm-specific measures in the design of 

recommendation algorithms such as profit and inventory efficiency (Hosanagar et al. 2008), surplus value 

(Ghose et al. 2012), item popularity (Fleder and Hosanagar 2009), prices, valuations, saturation effects and 

competition amongst products (Lu et al. 2014), profitability (Iwata et al. 2008), cross-selling effects (Chen et 

al. 2008), reduction of energy consumption (Ge et al. 2010). Recommendations can be generated via 

querying and search or via preference elicitation and estimation (Dzyabura and Tuzhilin 2013). Some 

authors (Jannach and Adomavicius 2016) proposed a framework of recommendation goals and purpose 

based on a general distinction between consumer-centric and provider-centric viewpoint.  

The Outcome of an RS is the list of items which the user is predicted to like. The outcomes can be 

classified based on the goal an RS is designed for, such as recommending good items, optimizing utility and 

predicting ratings (Herlocker et al. 2004). The first category includes two tasks, recommending “all good 

items” items and recommending the “top-k items” (Gunawardana and Shani 2009). In the first case, the list 

of recommended items contains all the items predicted as relevant to the user. In the second case, the 

recommendable items are ranked by the predicted score and the list includes only the top-k items. The other 

two categories are based on models which try to optimize a utility function or to predict a rating for all the 

items in the dataset. The output can also explain the reasons why those recommended products were 

suggested (Tintarev and Masthoff 2015). Recent research has proposed a way to rearrange the list of 

recommended items in order to make the less popular items appearing higher in the list, thus promoting 

items from the Long Tail (Park and Tuzhilin 2008).  

The topic of adopting the right type of recommendation has been studied by researchers mainly from the 

perspective of choosing the right performance metric and an algorithm that maximizes it. All of these studies 

have faced the problem from a machine learning performance perspective and only looking at technology 

(Cacheda et al. 2011; Lops et al. 2011). They have not faced it from a business perspective and, in turn, do 

not explain dramatic evolutions that these systems have undergone over time. For instance, both 

collaborative filtering and content-based recommendation algorithms were reviewed and compared to each 



other in this light (Cacheda et al. 2011; Lops et al. 2011). In general, the authors of these studies review the 

metrics to evaluate a RS, highlight weaknesses and strengths of some of the existing recommendation 

algorithms, and open the way for new approaches. Only few works have tried to identify specific 

recommendation strategies for specific conditions, but none of these works has proposed a general 

taxonomy and a framework to associate types of recommendations to specific setting (Gunawardana and 

Shani 2015; Hernández del Olmo and Gaudioso 2008). As a result, this remains an open issue that 

researchers are challenged to tackle. Recently, Jugovac and Jannach (2017) reviewed the existing literature 

on user interaction aspects in recommender systems. Some interesting insights about recommendation 

strategies were proposed but they were only focused on the human-computer interaction aspects and the 

authors argued that “the intended utility of the recommender should be kept in mind when designing the user 

interaction mechanisms for the system … this might require the consideration of domain-specific and 

application-specific solutions”. Our research is an attempt to fill this gap in the literature by proposing a 

framework to associate types of recommendations with the characteristics of the user-business interaction.  

3. RECOMMENDATION STRATEGIES 

Based on the definition of RS presented in the previous section, we identify the following three 

classification criteria differentiating various types of RSes: Centricity, Dimensions and Delivery. Centricity 

refers to the design focus of the recommendation algorithm, Dimensions to the way rating data is structured, 

and Delivery to the way the recommendations are presented. The first criterion Centricity refers to the way 

function R is designed. It can be designed to match either users’ utility (“user-centric”) or the utility of 

different actors, including the business itself (“non-user-centric”). Most of the RS research focused on 

maximizing user’s utility and on making recommended items relevant for the user. Further, researchers 

combined relevance with other characteristics to increase users’ interest (Than and Ha 2014), such as 

enhancing diversity of recommended items to make users discover new relevant items they did not know 

before (Zhang et al. 2012). We call this type of RSes “user-centric” because the design is centered on the 

user side. The alternative “non-user-centric” approach includes both “business-centric” methods (Lu et al. 

2014) and the designs that focus on the goals of various third parties (Abdollahpouri et al. 2017; 

Adomavicius et al. 2005; Hosanagar et al. 2008; Panniello et al. 2016b). As an example of such a non-user-



centric method, LinkedIn can recommend groups of users to advertisers where the RS design is focused not 

on the users or business, but on advertisers.  

The second criterion Dimensions refers to the way ratings data is structured which can be done with a 

traditional 2-dimensional User x Item matrix where element (i,j) represents the rating that user i provided for 

item j. Estimation of unknown ratings can be done using numerous CF methods (Ricci et al. 2015). 

Alternatively, the ratings data can be structured using additional dimensions that can define other aspects of 

the recommendation process, including contextual, social and other aspects. For example, Adomavicius and 

Tuzhilin (2001) proposed the multi-dimensional (MD) “context-aware” (CARS) approach that represents the 

ratings data as a multidimensional cube (tensor) having dimensions User × Item × Dimension(k) × 

Dimension(h) ×… (Adomavicius et al. 2005). The additional dimensions can represent situations that may 

affect users’ ratings for an item, such as user’s location, intent of purchase, mood, time, and other contextual 

factors. The multidimensional (MD) approach can be generalized beyond context because any factor may be 

used as an additional dimension of the ratings cube if ratings vary with that factor, such as the factor 

specifying if the user is in an early or a late stage of a purchasing process (Xu et al. 2014), or who shares the 

experience with the user (e.g., social network or a household). Table 2 shows possible examples of 2D and 

MD RSes.  

The third criterion Delivery refers to the way the recommendation output is delivered to the users either 

as a recommendation list or in the form of a complex interface that one can browse and navigate. We call the 

list-based method “fix/static” and the browsing-based method “navigational/dynamic”. Once the data is 

processed by function R and the items to be recommended are ordered based on their estimated relevance, 

the most relevant items are presented to the user. The two most popular output methods include the “finding 

all the good items” approach that delivers those items with a score above a certain threshold level, and the 

“top-k” method that outputs only the most relevant k items. An alternative approach may sometimes also 

deliver low-scored items in those cases when the risk of annoying users with “bad” recommendation is 

minimal and when the users want to see something different (McNee et al. 2006). This happens when the 

overall number of items is small (e.g., recommending movies by a certain director) or when users’ tastes 

change quickly. Another example is delivering a list of “items recommended to you by other people”. In this 

case, users may want to know both the products their friends or a celebrity would recommend and those they 



would “not” recommend. The two main tasks in this case include delivering only those items which the user 

has never seen before and delivering all the items (both seen and unseen). The first task is useful for the 

applications where products are normally bought only once (e.g., books), while the second task may be used 

for repetitive purchases (e.g., grocery). As specified in Table 1, each of the aforementioned criteria assumes 

two values, and the Cartesian product of these values produces eight possible combinations. We associate a 

particular recommendation system selection strategy (RSST) with each of these eight possible combinations, 

resulting in the following recommendation strategies in our framework: 

1. User-centric, 2D, Fix/static 

2. User-centric, 2D, Navigational/Dynamic 

3. Non-user-centric, 2D, Fix/static 

4. Non-user-centric, 2D, Navigational/Dynamic 

5. User-centric, MD, Fix/static 

6. User-centric, MD, Navigational/Dynamic 

7. Non-user-centric, MD, Fix/static 

8. Non-user-centric, MD, Navigational/Dynamic 

Table 1. Taxonomy of recommendation strategies. 

RS component Criterion Classification of the approach 

R function Centricity User-centric vs. Non-user-centric 

Data Dimensions 2-dimensional vs. Multi-dimensional 

Outcomes Delivery Fix/static vs. Navigational/Dynamic 

Table 2 shows examples of RSes classified by centricity, dimensions and delivery. Once the types of 

RSes are classified, the second step is to discuss their appropriateness with respect to the business conditions 

that depend mainly on the nature of user-business interactions. In particular, each of the criteria described in 

this section is driven by one of the three characteristics of the nature of user-business interaction (see 

Section 4) following the framework we propose (see Section 5). 

Table 2. Examples of RSes classified by centricity, dimensions and delivery. 

User-centric RSes (goals) Non-user-centric RSes’ goals 

Increasing relevance and/or diversity 

Increasing trust 

Improving customer experience 

Improving customer satisfaction 

Increasing profit 

Preventing churn, increasing retention 

Increasing word of mouth 

Increasing revenue from advertising 

2-dimension RSes Multi-dimension RSes 

Content-based 

Collaborative-filtering 

Hybrid 

Context-awareness  

Type of activity (browsing, buying…) and feedback (textual, ratings…) 

Household and Social networks  

Fixed/Static RSes Navigational/Dynamic RSes 

Top k recommendations 

All items with positive score 

Deliver all recommended items never seen before 

User interface for browsing all items ranked by score 



4. NATURE OF THE INTERACTION BETWEEN USER AND BUSINESS 

A large part of the research investigating factors affecting performance of an RS is based on the idea that 

the features related to users’ experience are the most important ones (Pu et al. 2012). For instance, the ability 

to help the users to decide, compare, discover and explore (Meyer et al. 2012) and the stages in an RS life 

cycle (Konstan and Riedl 2012) were identified as particularly important. Our approach is based on the idea 

that a recommendation system selection strategy (RSST) has to fit the characteristics of the interaction 

between a user and a business. This interaction can change, even in the short run, and the challenge for 

companies is to promptly change their RS strategies. Based on the literature discussed in the rest of the 

section, we identified three main characteristics of a user-business interaction which make an RSST 

appropriate or not: (a) “maturity” of the relationship, (b) its “complexity,” and (c) the “technological 

enablers” facilitating the interaction.  

Maturity. Factors related to user experiences with an RS, such as familiarity and trust, evolve during the 

RS life cycle, and this evolution can be measured by the “maturity” of the relationship between the user and 

the business. Much research has demonstrated the influence of users’ perceptions, such as trust, familiarity 

and ease of use, on the user decision to follow or not RS recommendations (Cho and Sagynov 2015; Pu et al. 

2011). Further, credibility, objectivity and transparency affect the adoption of an RS which influences 

shoppers only when it is perceived to be objective and credible (Pathak et al. 2010). Other users’ perceptions 

affect the adoption of an RS, such as privacy (Lee et al. 2011), familiarity (Cooke et al. 2002), risk, 

usefulness and ease of use (Gefen et al. 2003), attitude (Wang and Benbasat 2007), personal characteristics 

(Komiak and Benbasat 2006; Xiao and Benbasat 2007). These perceptions change over time and evolve 

according to the life cycle model (Jiang et al. 2015; Konstan 2011). Several studies showed that 

recommendations have to change as maturity and familiarity change along the RS life cycle (Mukherjee et 

al. 2015; Wang 2010; Zheng et al. 2013). Based on this research, we maintain that RSSTes should change 

when maturity of an RS changes. When an RS is initially introduced in a business application, maturity is 

minimal. Users may be unfamiliar with the application, and they may have doubts about usefulness, 

credibility and the ease of use of the system. Further, the underlying RS technologies may exhibit flaws, and 

users’ trust may be low. At this stage, improving trust may be the most important goal for a company, and 

the companies should design their algorithms to maximize relevance and accuracy of an RS. In the 



subsequent stages, flaws are fixed and users’ familiarity and trust in an RS increases. When maturity is high 

enough, user are willing to accept new recommendation options (Hu et al. 2013). As an example, users 

prefer to be recommended more novel and less popular items after gaining experience with an RS (Ekstrand 

et al. 2015). When maturity is high, new algorithms and interfaces can then be introduced, and the business 

can further differentiate its technology from that of competitors. 

Complexity. A user-business interaction can occur in a variety of situations, independently of the 

system’s maturity. For instance, the interaction can occur in different contexts (e.g., location, intent, mood) 

and the users’ activity can vary (e.g., browsing, buying items, providing ratings and feedback, etc.). The 

variety and diversity of these situations and activities can be measured by their complexity. The influence of 

context, such as users’ locations, their mood and intent of a purchase, on an RS performance has been 

widely demonstrated (Palmisano et al. 2008). Complexity accounts for other factors beyond context, such as 

user’s experience (Mukherjee et al. 2015), stage in a customer decision-making process (Ho and Tam 2005), 

purchase type (Simonson 2005) and frequency (Wang 2010), and social connectivity. These factors have a 

significant impact on acceptance of RSes (Mahmood et al. 2009).  

Recommendations should change depending on complexity. In a complex interaction, users have many 

touch points with the application and spend much time, effort and money. They buy often and purchase 

different product categories, evaluate several product attributes (Xu et al. 2014), perform different tasks 

(e.g., browsing, evaluating and comparing). When complexity is high, users have frequent and active 

interactions with the business, feedbacks are rich and diverse and the MD methods can produce better 

recommendations in this case. When an interaction is simple, users have infrequent touch points with the 

company and they spend very few resources. Their activities are simple and feedbacks are relatively poor. In 

these cases, adding new dimensions to the User x Item matrix is very hard, if not impossible, because the 

sparsity of a MD matrix would make recommendations inaccurate.  

Technological enablers. Research has largely demonstrated the effect of the interface-related factors on 

the acceptance of an RS, such as the way items are presented and organized (Knijnenburg et al. 2012), the 

way they are ordered (Diehl et al. 2003) and their number (Liang et al. 2007). Explanation of 

recommendations has a significant effect (Cramer et al. 2008), as well as the possibility of providing 

feedbacks (Pu et al. 2012). Further, the effectiveness of recommendations depends on the device and its 



interface properties (Gavalas et al. 2014). Recommendations may be delivered via different interfaces by 

which users can view the items, organize them, and provide various kinds of feedback. The interfaces’ 

properties vary depending on the technological enabler (Konstan 2011). For instance, if recommendations 

are delivered to a desktop, many items can be displayed, and the user may browse them or search by 

keywords and provide feedback. If recommendations are delivered via an emailed newsletter, only few items 

can be displayed with the very basic information, and users may provide little feedback. On the other end, a 

message texted to a user’s smartphone may just alert him/her on the possibility of getting recommendations.  

In summary, the nature of interactions between users and businesses can be characterized by a certain 

degree of maturity, complexity and technological enablers. The combination of these factors determines the 

most appropriate RSST, and Section 5 describes how this association is done in our framework. 

5. RECOMMENDATION STRATEGIES: A FRAMEWORK 

We propose the following framework capturing various recommendation strategies for particular types 

of user-business interactions that is characterized by a 3-dimensional space defined by “maturity”, 

“complexity” and “technological enablers” dimensions introduced in Section 4. For the sake of clarity, each 

dimension is represented by only two values, i.e. immature vs. mature user-business relationships, simple vs. 

complex user-business interactions, basic vs. advanced technological enablers. For instance, if the 

relationship is immature, the interaction is simple, and technological enablers are basic, then the nature of 

the interaction is classified at the origin of the plot, corresponding to the cube labeled “A” in Figure 4Figure 

4 corresponding to the case when users are not familiar with the RS, interactions are infrequent, and users 

connect via a basic device. As another example, if maturity is high, the interaction is complex and the 

technological enablers are advanced, the user-business interaction is defined by the cube labeled “H” in 

Figure 4Figure 4. In this case, users’ trust is high, touch points are frequent and devices are advanced. We 

next discuss which RSST should be adopted for each of the eight cubes (A) through (H) in Figure 4.  

The “maturity” of the relationship determines the RSST “Centricity”. As we argued above, when 

maturity is low, the technology may have flaws, users may be unfamiliar with the application, they may 

have doubts about the RS, and their trust in it may be low. In this case, companies should adopt a user-

centric RSST and design their algorithms to maximize relevance and usefulness of recommendations. This 

typically occurs in the initial stage of a recommender life cycle, such as when an RS is recently introduced 



in the application, when new users start interacting with it, or when the company is targeting a new segment 

of users. Once the relationship becomes more mature, users are willing to accept non-user-centric strategies, 

including exploring less popular items and companies differentiating their algorithms from those of the 

competitors, as discussed in Section 4. Therefore, non-user-centric RSSTes can be adopted when the life 

cycle reaches the maturity stage. All this means that a business may use both user-centric and non-user-

centric RSSTes at the same time in certain cases, e.g., a non-user-centric RSST for customers who have an 

old relationship with the company while a user-centric RSST for new users.  

 
Figure 4. A framework of recommendation strategy. 

The “complexity” of the user-business interactions determines the RSST “Dimensions” criterion that can 

be Two- or Multi-dimensional depending on certain settings discussed in Section 4. We define an interaction 

to be simple when users interact infrequently, spend little time on the Website, browse few categories and 

provide no feedback. In this case using multi-dimensional approach is hard, if not impossible, because 

sparsity of the multi-dimensional ratings cube would make recommendations inaccurate. Therefore, the two-

dimensional (2D) RSSTes are more appropriate when user interactions are simple. Similarly, we define an 

interaction to be complex when users connect often, spend much time on the Website, buy different product 

categories and provide rich feedback. For complex and frequent interactions, businesses can gather enough 

data to accurately learn users’ behavior in various contextual and other settings. For instance, customers may 
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spend little on weekdays and much on weekends, and they may prefer classic novels in the winter and 

detective stories in the summer. It has been demonstrated that sparsity is offset by data homogeneity in this 

case (Panniello et al. 2014). Based on these observations, we can conclude that multi-dimensional (MD) 

RSSTes are appropriate when user-business interactions are complex. Moreover, companies may have 

simple interactions with some segments of the users and complex interactions with other segments at the 

same time. As an example, an Internet-connected TV may be tuned on animation movies in certain hours of 

the day when children watch TV, and on a variety of shows and different movie genres in other hours when 

parents watch. Therefore, the application can learn little about children preferences and only adopt a 2D 

content-based RS in certain hours and days of the week, while it can learn much about parents and use an 

MD RSST at these times when parents connect.  

The “technological enablers” by which users interact with the business determines the RSST “Delivery” 

criterion (see Table 1). An interaction is basic if it occurs through the interface that bounds a user’s activity 

to the simplest operations, such as reading or watching basic information with the limited possibility of the 

feedback. In such case, the user is unlikely to browse a long recommendation list, and may be attracted only 

to a small piece of information. This makes a fixed/static RSST (e.g., top-1) to be more appropriate. An 

interaction is advanced if it occurs through the interface that provides the user with ability of both choosing 

how to browse extensive amount(s) of information and providing rich feedback. In this case, the user can 

browse, evaluate, and compare more options, even considering the less relevant ones, ask for more 

information, look for other users’ reviews and provide suggestions to others. In this case 

navigational/dynamic RSSTes are more appropriate. As in the other case, recommendations can be delivered 

differently to the same user depending on the technological enabler. A simple “top-1” recommendation may 

be delivered to a user as a reminder via a text message, and a navigable full list of recommended items can 

be delivered to the desktop screen.  

In the next sections, we discuss four cases to demonstrate how RSSTes depend on the nature of the user-

business interactions according to our framework presented in Figure 4Figure 4.  

5.1. EVOLUTIONARY FACTORS IN THE USER-BUSINESS INTERACTION  

The nature of the interaction between a user and a business can change because of factors that are 

external to them. Daft (1992) defined the external environment as the set of factors which have no direct 



influence on an organization daily activities but can indirectly affect them. These factors comprise evolution 

of technology, industry structure (e.g., competitors, suppliers, financial system) and societal trends (e.g., 

culture, economic conditions, governmental policies). This definition has been used widely across different 

areas, such as strategy (Porter 1979), innovation (Tornatzky et al. 1990), e-business (Zhu and Kraemer 

2002). Therefore, we adopt it for our case. Evolution of technology can modify the nature of user-business 

interaction by making new technology enablers available with better interfaces. For instance, the evolution 

of mobile devices have suddenly increased the possibility of users to interact with TV broadcasters (Google 

2012). An industry structure can also modify the interaction. For instance, the entry of a new player 

delivering sophisticated recommendations can make users’ trust in the established companies decrease 

(Schafer et al. 2001). Finally, societal trends can affect the interaction between users and businesses either 

positively or negatively (Ioanăs and Stoica 2014). For instance, interactions may be more complex during a 

positive economic cycle when consumers increase their transactions and are willing to be influenced by 

people’s advice in their social network (Lu et al. 2014).  

We want to point out that we do not investigate if and how these evolutionary factors affect the nature of 

user-business interaction for the sake of brevity and since it is not the main goal of this paper. Our goal is to 

demonstrate that the recommendation system selection strategy depends on the current business condition 

and we also propose a framework for this strategy selection. We just want to point out that some factors (i.e., 

evolutionary factors) may lead to changes in the business condition and, in turn, on the recommendation 

strategy but we do not want to explore what these factors are and how do they affect the business condition. 

Therefore, in the rest of the paper and especially in the case studies discussion, we will not further 

investigate about the evolutionary factors. 

6. CASE STUDY 1: THE NETFLIX RECOMMENDER SYSTEM 

As was pointed out in Section 1, Netflix recommendation engine is of strategic importance to the 

company because it influences users’ choice in about 80% of streaming cases. Further, recommendations 

delivered by Netflix are not just the output of an algorithm but “rather a collection of different algorithms 

serving different use cases” (Gomez-Uribe and Hunt 2015) that are activated depending on various 

interaction settings between a user and the Netflix RS. Further, the Netflix RS has evolved over time. When 

Netflix was shipping DVDs, the company relied on a simple 2D algorithm designed to predict users’ ratings 



because “a star rating was the main feedback” to make an RS work at that time (Gomez-Uribe and Hunt 

2015). In 2006, the Netflix Prize was launched in order to improve rating predictions. When the main 

business became the Internet TV, interactions between the company and its users became more complex, 

Netflix offers became richer, the customers became more familiar with the RS, and the company could rely 

on “vast amounts of data that describe what each Netflix member watches, how each member watches…, 

the place in the product in which each video was discovered” and so on (Gomez-Uribe and Hunt 2015). It 

became clear that the RS had to be improved. As a consequence, Netflix introduced social recommendations 

in 20113 and a Context-Aware RS in 2012. A 2012 blog reported that Netflix “needs to take into account 

factors such as context, title popularity, interest, evidence, novelty, diversity, and freshness” and “supporting 

all the different contexts in which we want to make recommendations requires a range of algorithms that are 

tuned to the needs of those contexts”4. In 2013, Netflix introduced the possibility to personalize 

recommendations for the household and not only for the individual users5. Evolution of the Netflix RS 

shows that the company has changed the way recommendations are generated and delivered in response to 

changes in the users’ needs, the way they interact with the business, and the users’ familiarity with the 

system. These changes do not depend just on the availability of more sophisticated algorithms. They are part 

of a deliberate strategy according to which recommendations are tuned to the specific ways users interact 

with the business. In the next paragraphs we show how this strategy can be explained by our framework (see 

examples in Figure 5Figure 5).  

Centricity and maturity. The Netflix case shows a variety of approaches to centricity, including those 

of user- and non-user-centered recommendations. Referring to the first approach, Netflix 2D algorithms are 

mainly designed to increase relevance and discovery. The construction of every recommendation page takes 

“into account the relevance of each row as well as the diversity of the page” and in certain cases the design 

tries to optimize relevance and diversity (Gomez-Uribe and Hunt 2015). Cube “A” in Figure 5Figure 5 

provides an example of the situation in which Neflix uses a user-centered RSST. Relevance and diversity are 

not the only user-centered goals, customer experience is another. For instance, Gomez-Uribe and Hunt 

                                                 
3 http://blog.netflix.com/2011/09/watch-this-now-netflix-facebook.html 
4 http://techblog.netflix.com/2012/04/netflix-recommendations-beyond-5-stars.html 
5http://www.techhive.com/article/2024221/netflix-adds-personalized-profiles-with-recommendations-for-your-entire-
household.html 



(2015) state that the Netflix “algorithm does not use a template, thus is freer to optimize the experience”. 

The Netflix RS also deploys several non-user-centered approaches: some algorithms are designed to 

increase retention rates, prevent customer churn, improve users’ engagement, and increase revenues and 

viewing spread. Again Gomez-Uribe and Hunt (2015) state that “the main measurement target of changes to 

our recommendation algorithms is to improve member retention”, and “our recommender system helps us 

win moments of truth: when a member starts a session, and we help that member find something engaging 

within a few seconds, preventing abandonment of our service”. Further, the authors state that “maximizing 

revenue through product changes is fairly equivalent to maximizing the value that members derive” from 

Netflix service, implying that personalization can help to increase revenues. Another important business 

metric for the Netflix RS is how spread video viewing is across the catalog (Gomez-Uribe and Hunt 2015).  

 
 
Figure 5. How the recommendations strategies in Netflix change depending on the settings.  
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interacting with experienced members, the algorithms are designed to improve loyalty and word-of-mouth, 

according to a non-user-centric approach: “all members with an improved experience … may be more 

enthusiastic when describing Netflix to their friends, strongly influencing new subscriber acquisition 

through word-of-mouth effects” Gomez-Uribe and Hunt (2015) (cube “C” in Figure 5Figure 5). 

Dimensions and complexity. Beyond the 2D content-based and collaborative filtering RSes, Netflix 

incorporates several dimensions into design of its RS algorithms, including the contextual dimension. For 

example, adding such contextual information as the time of the day and location improves performance of 

Netflix recommendation algorithms up to 3% according to the CEO of Netflix6. The household is another 

important contextual variable since “most members have different moods from session to session, and many 

accounts are shared by more than one member of a household” (Gomez-Uribe and Hunt 2015). When 

recommending movie to a child, a good algorithm suggests seeing movies already seen in the past with high 

ratings because children love to see the same movie several times. On the contrary, when recommending 

movie to an adult, a different algorithm suggests seeing only the movies never seen before by the person.  

The choice of a 2D versus an MD RS depends on the complexity of the user-business interaction. For 

instance, with new users and with users that watch movies only occasionally, Netflix uses 2D RSSTes based 

only on the ratings provided by users. They may even bias recommendations towards popularity-based 

items. As the complexity of the relationship increases, Netflix starts using MD recommendations (cubes “B” 

and “D” in Figure 5Figure 5). Since all new members are offered a one-month-free trial, it is easy to 

recognize this kind of RSST by registering to the Netflix service: after few weeks of usage, the initial simple 

recommendations “fade away” once a member has enough data. Also, when the activity level of the member 

drops, recommendations become popularity-biased again.  

Delivery and Technological enablers. The way recommendations are personalized and organized for 

the users depends also on the device they are using to interact with Netflix. Recommendations are organized 

in homepages and rows. The number of rows on each page and their length (i.e., number of recommended 

items) as well as their position on the homepage “vary somewhat across devices because of hardware and 

user experience considerations” (Gomez-Uribe and Hunt 2015). Recommendations are navigational in some 

                                                 
6 See the interview with Reed Hastings of Netflix at www.youtube.com/watch?v=8FJ5DBLSFe4&feature=youtu.be 



cases (e.g., when using a laptop) whereas fixed in other cases (e.g., when using a smartphone). The most 

relevant items are put at the very first positions when users are delivered fixed recommendations while these 

are mixed with less relevant ones when receiving navigational recommendations (cube “E” in Figure 

5Figure 5).  

In summary, Netflix changes the way recommendations are generated and delivered depending on the 

nature of the interaction with the user in a way that can be explained by our framework. They are designed 

for different goals (e.g. relevance, diversity, WOM) depending on maturity. Complexity (e.g. duration of the 

relationship) affects the amount of data Netflix can use to define multiple dimensions in its RS. The device a 

user is connected with makes the recommendation output changes in terms of its organization and layout. 

For the sake of brevity and clarity, we only described four fixed and one navigational strategy starting from 

case A and moving toward each dimension at a time in Figure 5. However, Netflix also varies its 

recommendation output depending on simultaneous variations of more than one single dimension (namely 

cube G, H and F). For example, as the complexity and maturity of the relationship increase and users decide 

to receive navigational recommendations (e.g., connecting via laptop or via smart TV), the 

recommendations are generated using a non-user (e.g., aiming at preventing churn and increasing retention 

or viewing spread) multidimensional (e.g., taking into account context and household profiles) navigational 

(e.g., longer rows and more titles shown) recommendation strategy (i.e., cube H). Similarly, if other 

combinations of changes in the three dimensions of the relationship happen, recommendations are generated 

using other strategies (i.e., cube F and G). 

7. CASE STUDY 2: THE SPOTIFY RECOMMENDER SYSTEM 

Spotify was launched on 2008 as a music streaming platform and it then added the radio, podcast and 

video streaming services. It is available in many countries and on all the devices (laptops, tablets, 

smartphones). Songs can be searched by several different parameters such as artist, album, genre, playlist or 

record label. Users can create and share their own playlist by accessing to more than 30 million songs. Due 

to this huge collection of songs, Spotify integrated a RS into its platform since the beginning. The first RSST 

used when the system was at an early stage was user-based, 2-dimensional and navigational7, represented by 

                                                 
7 http://benanne.github.io/2014/08/05/spotify-cnns.html 



cube “E” in Figure 6. The main aim at that time was to help users retrieving relevant songs by using only the 

few data available. After few years, the complexity of the interaction between Spotify and its customers 

increased. Users increased their usage of the service in terms of access over time and time spent on it and 

started providing richer feedback such as ratings to listened songs (explicit in the form of “thumb up” or 

“thumb down”, implicit in the form of listening time) or consumption information (such as mood or activity 

done while listening music via sensors installed on their mobile devices). The increase in complexity is 

witnessed by a session at Venture Beat’s Mobile Summit in 2015, when Spotify vice president of North 

American advertising Brian Benedik said that “thanks to its requirement that every user — paying or non-

paying — sign in to use the service,” Spotify collects an “enormous amount of data on what people are 

listening to, where, and in what context. It really gives us insight into what these people are doing.” During 

the same year during a press conference with Billboard the CEO Daniel Ek stated that “People don’t look at 

things like hip-hop or country anymore — they are looking at things based on events and activities…We 

need to be able to deliver the right music based on who we are, how we’re feeling and what we’re doing, 

day-by-day.”  He also stated that “if we truly want Spotify to be the soundtrack of our lives, we need it to be 

able to deliver the right music based on who we are, what we’re doing, and how we’re feeling”. As a 

consequence, a multi-dimensional RS was introduced in order to suggest playlists for different activities, 

such as workout at gym, sleeping or specific moods8. This kind of MD-User-Navigational RSST is 

represented by cube “F” in Figure 6. An additional and very recent evolution of the Spotify’s RS happened 

in May 2016 when Spotify introduced the sponsored playlists9. An example of this strategy is the Branded 

Playlist which is sponsored by a particular brand. The RSST is “Non-user-2D-Navigational” (cube “G” in 

Figure 6). Finally, the multi-dimensional RS is combined with the sponsored playlist to generate 

personalized contextual advertising services based on recommendations of ads (such as Branded Moments, 

Sponsored Sessions, Video Takeovers, Audio, Display, Overlay, Homepage Takeovers, Branded Playlists, 

and Advertiser Pages) 10.  Figure 6 shows how Spotify started deploying MD and Non-user RSSTes when 

the interaction with its users became complex and mature enough.  

 

                                                 
8 https://spotifyforbrands.com/en-US/audiences/ 
9 http://adage.com/article/digital/spotify-expands-ad-formats-sponsored-playlists/304174/ 
10 https://spotifyforbrands.com/en-US/ad-experiences 



 
Figure 6. How settings and RSSTes changed over time in Spotify  

 

8. CASE STUDY 3: THE AMAZON RECOMMENDER SYSTEM 

Amazon.com started as one of the largest online bookstores, but soon diversified, selling DVDs, CDs, 

MP3 downloads/streaming, video games, electronics, apparel, furniture, food, toys, jewelry and it is a major 

provider of cloud computing services. Amazon is now the largest Internet retailer in the world as measured 

by revenue and market capitalization. Amazon has deployed recommendations since the beginning. 

Currently the company uses several types of RSSTes that we briefly review in the light of the framework in 

Figure 4.  

Delivery and Technological enablers. Recommendations are delivered to customers by both sending 

newsletters via email and displaying a variety of recommended products on a personalized home page on the 

Web site. In addition, recommendations are also shown on the application available for smartphones. 

Various types of recommendation newsletters are sent to customers. In the simplest one, only one product is 

shown, the most relevant for the user, introduced by a sentence explaining that, based on the user’s recent 

activity, Amazon believes the item could be interesting. The user can click on the item and be directed to the 

product page on Amazon’s Web site. This kind of newsletter represents a User-2D-Fixed RSST 

corresponding to the cube “A” in Figure 7. A slightly more advanced newsletter can show a list of several 

recommended items. The user can click on each item in the list and go to the item’s page or he/she can click 
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on a link at the bottom of the email and go to a Web page containing multiple recommendations. The 

smartphone app is more advanced with respect to the newsletters. The user can visualize several types of 

recommendations, such as “novelties”, “suggestions based on your interests” and “similar to items you have 

already seen”, by scrolling down the page. The most advanced kind of technological enabler is the home 

page on the Web site where recommendations can be navigated by scrolling up and down, right and left, and 

clicking on the items. This RSST is User-2D-Navigational, corresponding to the cube “E” in Figure 7.  

Dimension and complexity. Both the recommendations delivered by newsletters and those shown on 

the Web site can be organized by product categories. For instance, a newsletter can show several 

recommended items, all belonging to a product category (such as books, cables, teas…). The Amazon’s 

home page organizes recommendations on multiple rows in order to let the user navigate them. Some of 

these rows show items belonging to a specific category (such as, “recommended for you in CD and vinyl”). 

These recommendations represent multi-dimensional RSST and can be used only if the interaction between 

Amazon and a customer is complex enough. In fact, only the data pertaining one specific product category 

are used by the Amazon RS to generate relevant recommendations. These RSSTes are User-MD-fixed when 

sent via newsletter (cube “B” in Figure 7), User-MD-navigational when displayed on the Web (cube “F” in 

Figure 7).  

 
Figure 7.  The most typical recommendation strategies deployed by Amazon. 
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Centricity and maturity. Amazon may include various kinds of “sponsored items” in a recommendation 

list. These products can be easily identified by the word “sponsored” next to the symbol “i” which explains 

that those items are advertised by Amazon. These recommendations can be seen by both clicking on a 

newsletter and navigating on the Web site. In the first case the RSST is Non-user-2D-Fixed (cube “C” in 

Figure 7), while in the second case the RSST is Non-users-2D-Navigational (cube “G” in Figure 7). An 

interesting change in the Amazon recommendation strategy goes back to 2009 when the “Amazon Basics” 

products were introduced in the catalogue. “Amazon Basics” mainly included electric commodities. From 

the beginning of 2009: when a user searched for products on the Amazon website, the “Amazon Basics” 

products were shown at the beginning of the list of relevant items This change was possible because the 

relationship with customers was mature enough. The RS had been in use for long enough that most of its 

initial faults and inherent problems had been removed or reduced by further development, and users had 

become familiar with the system and found the system easy-to-use. As stated by David Martin, President of 

Interbrand New York, “Amazon has managed their brand into the role of a ‘confidence’ brand. Loyalists 

think of the brand first for sourcing a wide variety of products, especially electronics. It’s logical to leverage 

this ‘confidence’ to stand apart in the commodity segment of everyday electronics”. This improvement in 

the maturity of the relationship with customers allowed Amazon to change its strategy thus boosting its 

profits, strengthening its position with suppliers, enhancing the brand, and providing more value to the 

customer. In fact, as stated by Mark Ritson, visiting Associate Professor of Marketing at MIT Sloan School 

of Management and brand consultant to LVMH and Ericsson “low supply costs will ensure that Amazon 

will likely make more money per product on their line than from selling other suppliers’ products.” This 

shows how Amazon changed its RSST when the setting changed. Following our framework in Figure 7 this 

change happened around 2009 when Amazon added “non-user” RSST moving from A to C and from E to G. 

Currently Amazon makes use of both user-centric and non-user-centric RSSTes. According to Fig. 1, the 

company does not just employ one recommendation algorithm but rather a complex set of recommendations 

strategies which have to deal with different problems and customers. The number of Amazon’s customers is 

so high that the company has to deal with both customers who have a mature relationship with the provider 

and those who do not. Moreover, Amazon sells a huge number of different product categories characterized 

by remarkably different types of purchasing behavior. Therefore, even the same customer who has 



developed a mature relationship when buying certain product categories may show the behavior of an 

immature customer when buying for the first time a different category. This requires the use of both user-

centric (A and E in Fig. 7) and non-user-centric RSSTes (C and G in Fig. 7) at the same time. 9. CASE 

STUDY 4: FROM USER-CENTRIC TO NON-USER-CENTRIC RSST 

The last case study presents a live controlled experiment performed with a European company selling 

online comic books and related products, such as DVDs, stickers, and T-shirts. The company sent a weekly 

non-personalized newsletter to approximately 23,000 customers and agreed to send personalized 

recommendations of comic books via e-mail to a sample of this customer base as a part of our project. Upon 

the receipt of the personalized newsletter, the study participants were required to read it, click on a link, and 

rate each recommended item. More details about this study (i.e., number of customers involved into the 

experiment, how many recommendations were sent, etc.), where the authors followed the “user-centric, 2D, 

fixed” and the “non-user-centric, 2D, fixed” RSSTes for 9 weeks, can be found in Panniello et al. (2016b) 

and Panniello et al. (2016a) . In this section we will demonstrate that the appropriateness of these two 

strategies changes when maturity changes, i.e., a user-centric RSST is more appropriate when the user-

business interactions are immature, and a non-user-centric RSST is more appropriate when these interactions 

are mature.  

Recommendation Strategies. In Panniello et al. (2016b), the authors used a content-based RS to deliver 

user-centric recommendations and a profit-maximizing RS of the type described by Hosanagar et al. (2008) 

to deliver non-user-centric recommendations. In the former RS, recommendations focus exclusively on 

being relevant to the users, while in the latter the algorithm incorporates the item’s unit profit (together with 

relevance) to generate and deliver recommendations. The user-centric content-based 2D algorithm described 

in Panniello et al. (2016b) recommends top-k items that are similar to the ones that users preferred in the 

past. It computes rating u(i,s) of item s for user i based on the ratings u(i,sj) assigned by user i to items sj  S 

that are similar to item s (Adomavicius and Tuzhilin 2005). In summary, this method follows the “user-

centric, 2D, fixed” RSST strategy.  

For the non-user-centric RSST, the authors chose a profit-maximizing RS described in Panniello et al. 

(2016b) and resembling the method presented in Hosanagar et al. (2008), the key idea being that the firm 

should harvest for profitability when the system has high reputation, and restore reputation (i.e., only 



maximize relevance) when the reputation is low. More specifically, the authors assume in their method that:  

• If the average rating provided by the user after reading the last newsletter is above a threshold (2.5 on a 0-

5 scale in our case), or if the user purchased at least one recommended item during the last week, then 

they assume the system reputation is high and recommend the item with the highest unit profit. 

• If the average rating provided by the user the last time is below the threshold and the user did not 

purchase the recommended item last time, then they assume that the reputation of the system is low and 

they recommend the item with the highest relevance.  

• If a user has not received any recommendations previously, then they toss a fair coin to recommend either 

the most relevant item or the item with the highest unit profit.  

The authors use a 2D RS and the “top-k” method and thus follow the “non-user-centric, 2D, fixed” 

RSST.  

Nature of User-Business Interaction. The company involved in the study had never sent personalized 

recommendations to its customers and, therefore, the authors endeavor constitutes the initial stage in a RS 

life cycle. In this early stage, the users are not familiar with the system, may have doubts about its value, and 

may expect flaws. This means that the user-business relationship is immature in week 1. In addition, the 

interaction is simple and the technological enablers basic. In fact, the users participating in the study where 

only requested to read the recommendations and rate them were not asked to perform any other kind of 

activity (e.g., browsing or buying), and the contextual information wasn’t included. The interaction occurred 

via emailed newsletter, displaying only the top-9 items. The list was not navigable, and the users could only 

provide one type of feedback. Thus, according to Figure 4, the user-business interaction at the beginning of 

the experiment (week 1) is immature, simple, and basic, corresponding to the cube labelled “A”.  

The nature of interaction changed in week 9 only with respect to “maturity” when users received 

recommendations for 9 weeks and became familiar with them. Note that the average rating users provided to 

the recommendations from week 1 to 9 increased as the RS learned users’ preferences (from 3 to 3.5 on the 

[0,5] scale (Panniello et al. 2016b)). Furthermore, the recommendation accuracy, as measured by the 

precision measure 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑁 𝑁⁄ , where NREC is the number of the items recommended to the 

user and NRLV is the number of those items that proved “relevant” for the user (Herlocker et al. 2004), where 

“relevant” means that users rated it as 3, 4 or 5 on the [0, 5] scale, has also increased from week 1 to 9, as 



shown in Figure 811. On the contrary, neither the technology enablers nor the complexity varied 

significantly. The users’ activity did not increase, the type of activity did not change, the amount of 

information exchanged remained the same, and the interaction continued to occur via the same personalized 

newsletter.  

 
Figure 8. Precision over time of profit-maximizing and content-based recommendation strategies. 

In conclusion, following our framework, the settings moved from “A” to “C” (see Figure 4Figure 4) due 

to the increase in maturity during the study.  

Discussion. In order to study which one of the two RSSTes are more appropriate in the two different 

settings A and C (in Figure 4), it was measured the recommendation accuracy of the two RSSTes using 

Precision measure over the period of 9 weeks, as explained above. Figure 8 presents Precision of the 

content-based (user-centric) vs. profit-maximizing (non-user-centric) strategies over 9 weeks and shows that 

the best performing RSST changes over time: the user-centric, 2D, fixed RSST outperforms the non-user-

centric, 2D, fixed RSST from week 1 to week 7 and vice versa for weeks 8 and 9, and these differences are 

significant (Panniello et al. 2016b). This result is consistent with the framework discussed in Section 5: the 

user-centric RSST is appropriate when the maturity of user-business relationship is low, i.e., corresponding 

to the “A” cube in Figure 4 and the non-user-centric RSST is appropriate when maturity is higher. After 9 

weeks of interactions with the RS, users’ familiarity with the system is significantly higher, assuming that it 

delivers credible recommendations to them. Therefore, the user-business interaction is significantly more 

mature in week 9, and the setting moved from cube “A” to “C” (in Figure 9Figure 9). The best strategy for 

the company in this new setting is to use a non-user-centric RSST, such as the profit-maximizing RS. We 

can assume that the customers’ behavior changed due to the maturity of user-business interaction and, in 

particular, that the maturity increased over time since Panniello et al. (2016b) statistically demonstrated that 

                                                 
11 The authors measured only precision because of the missing ratings for the unseen items necessary to compute recall and 

F-measure. 
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the customers’ trust was high at the end of the experiment (i.e., week 9). In addition, we can claim that the 

reason why users rated this non-user-centric RSST higher than the user-centric one is the fact that it is the 

best one in balancing recommendations’ accuracy and diversity with customers’ trust which, once becoming 

familiar with the RS, becomes a relevant aspect to take into account. This point was also statistically 

demonstrated by Panniello et al. (2016b). 

 

Figure 9. How settings and RSSTes changed over time in case study 4. 

10. CONCLUSIONS 

The main contribution of this paper lies in introducing the concept of “recommendation system selection 

strategy” (RSST), presenting a framework to associate each RSST with the nature of the user-business 

interaction, and in supporting the proposed framework with empirical evidence in the form of four case 

studies. A RSST constitutes a complex managerial decision, including the way a company chooses to 

organize and process the data about users, the way this data is organized in order to generate 

recommendations, and the way these recommendations are delivered. By classifying the approaches to RS 

design based on three criteria, “centricity”, “dimensions” and “delivery”, we defined eight possible RSSTes. 

Then, we argued that a particular RSST is appropriate if it fits the characteristics of the interaction between a 

user and a business, such as relationship maturity, interaction complexity and technological enablers. The 

framework we propose is the 3-dimensional space defined by maturity, complexity and technological 
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enablers. Each of the eight RSSTes fits a portion of this space. These results have also some relevant 

implications for practitioners. Companies deploying RSes in their business applications should carefully 

evaluate the characteristics of the interaction with the users and, as a consequence, choose the appropriate 

RSST to adopt. In addition, they should also continuously monitor their business conditions in order to 

timely react to any change by adopting a RSST which is consistent with the new conditions. We also 

discussed four case studies to demonstrate how RSST depends on the nature of the user-business interaction 

according to our framework. The first three cases demonstrate how Netflix, Amazon and Spotify modified 

their RSST over time according to the presented framework. The last case is a live controlled study that 

shows that the RSST centricity depends on the maturity of the relationship. The main limitation of this paper 

is that the supporting evidence is restricted to only these four case studies, and therefore we plan to enhance 

our study by providing additional empirical evidences in the future. In addition, another important limitation 

is pertaining to the binary values we set for each dimension in our framework. We plan to enhance our 

framework by considering also additional values for the three dimensions of the proposed framework in 

order to cover a broader set of business conditions. Finally, we plan to explore what are the main 

evolutionary factors and how do they affect the business conditions.  
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