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The advance of nanotechnologies recently promoted the development of nano-
devices enabling promising applications in different fields. Given the restricted
size of nano-devices, the scientific literature introduced two novel communication
paradigms for their interaction: terahertz band communications and molecular com-
munications. However, the design of long-lasting transmission schemes (i.e., sup-
ported by renewable energy sources) in this context still represents an open re-
search topic. In the last years, piezoelectric nanogenerators emerged as a turning
point in the design of energy-aware and energy harvesting transmission schemes
at the nanoscale. Accordingly, this thesis considers their adoption in electromag-
netic communications in the terahertz band and in diffusion-based molecular com-
munications, proposing power control strategies based on feedback control theory.
Here, the transmission power is dynamically set proportionally to the available en-
ergy budget by using a closed-loop control scheme. Furthermore, concerning the
diffusion-based molecular communications, this thesis proposes a novel methodol-
ogy for optimally tuning the number of molecules to release on a per-frame basis,
while guaranteeing the simplicity of the transmission process, energy constraints
and target Bit Error Rate values. To this end, the thesis also formulates an optimiza-
tion problem willing to minimize an objective function depending on the available
energy budget and the number of enqueued packets. Computer simulations are
used to validate the formulated analytical models, depict the behavior of the pro-
posed approaches in conceivable scenarios, and demonstrate the unique ability of
the conceived approaches to ensure the expected performance level.
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Introduction

Nowadays, the innovation process triggered by nanotechnologies is boosting the
development of integrated devices with size ranging from one to a few hundred
of nanometers. These nano-devices are particularly interesting for Information
and Communications Technology (ICT), biomedical, industrial and military ap-
plications, promoting the revolutionary evolution of the Internet of Things (IoT)
paradigm towards the Internet of Nano-Things (IoNT). Given the restricted size
of involved nano-antennas, the interaction among nano-devices, allowing the ex-
pansion of their capabilities, cannot be supported by traditional communication
paradigms. Accordingly, the scientific literature proposed two innovative commu-
nication paradigms: electromagnetic communications, exploiting electromagnetic
waves in the terahertz band due to the relationship between the wavelength and the
wave frequency; molecular communications, encoding the information messages in
specific properties of molecules.

In this context, nano-devices are required to transmit information without ex-
ceeding their available energy budget and preserving energy for successive com-
munications (i.e., long-lasting communications). While the communication proce-
dure (i.e., the generation, release, and reception of molecules or the transmission
and reception of electromagnetic waves) cause a non-negligible amount of energy
consumption, nano-devices can exploit a limited energy budget available within
battery with restricted size. Accordingly, it is of paramount importance to con-
ceive advanced techniques offering long-lasting communication capabilities at the
nanoscale. On the one hand, nano-devices can operate as self-sustaining devices
by retrieving energy from their surrounding. Though the scientific literature on
harvesting-communication systems at the macroscale is significantly large and em-
braces many methodologies applicable to heterogeneous communication technolo-
gies and application domains, traditional approaches (e.g., those leveraging solar,
wind, and thermal energy) seem to be inefficient at nanoscales. Here, it is prefer-
able to use different energy harvesting models, based on mechanical and chemi-
cal sources, such as piezoelectric nanogenerators made up by Zinc Oxide (ZnO)
nanowires which harvest energy from external vibrations (e.g., the human heart-
beat in in-vivo applications). On the other hand, some interesting energy-aware
communication mechanisms are proposed for nanoscale scenarios. With reference
to molecular communications, the most promising solution is the molecule harvest-
ing concept, according to which the energy cost due to the generation of molecules
can be reduced by retrieving chemical material from the surrounding environment.
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Considering terahertz band communications, instead, energy-aware transmission
schemes usually manage the transmission time, the data dissemination, and the
channel access. However, the information about the available energy budget has
never been exploited for conceiving power control mechanisms in nanoscale wire-
less communication systems.

Under these premises, this thesis mostly investigates the joint integration of
energy-harvesting mechanisms and energy-aware transmission schemes aiming at
sustaining long-lasting wireless communications at the nanoscale. Here, the har-
vesting process is based on ZnO-based piezoelectric nanogenerators, while the dis-
charging process strongly depends on the considered communication procedure.
The resulting transmission power is properly tuned by simultaneously considering
harvesting and discharging processes. A detailed description of the chapters consti-
tuting the thesis is provided in what follows.

Chapter 1 mainly discusses the many facets of the IoNT. Specifically, it gives an
overview of the main existing transmission, propagation, and reception models for
molecular communications and the most relevant protocols used at different layer
of the protocol stack for terahertz band communications, evaluating pros and cons
of every approach. For both the communication schemes, it also presents the fun-
damental applications in different domains (e.g., medical, industrial, and environ-
mental) and the existing energy models, energy-aware transmission schemes, and
energy-harvesting techniques, highlighting their main advantages and limitations.

Chapter 2 is mainly focused on energy-aware transmission strategies for tera-
hertz band communications. Firstly, it investigates the physical transmission rates
and the communication ranges reachable in the human tissues by modeling the com-
munication channel as a non-homogeneous and dispersive stratified medium. This
system model is, then, considered for properly conceiving a power control mecha-
nism based on feedback control theory which dynamically tunes the instantaneous
transmission power according to the available energy budget.

Chapter 3, instead, proposes a feedback control approach for dynamically adapt-
ing the transmission power (i.e., the number of emitted molecules) in a diffusion-
based molecular communication scenario. In this case, the considered system model
describes the transmission, propagation, reception, harvesting and discharging pro-
cesses. The resulting control strategies are modeled with a continuous-time and a
discrete-time nonlinear state equation, thus tuning the transmission power on a per-
bit and on a per-frame basis, respectively.

Finally, Chapter 4 investigates an optimization problem for diffusion-based
molecular communication system. To this end, it firstly proposes an analytical ex-
pression of the mean and variance of the noise at the output of the reception pro-
cedure in order to properly formulate the Bit Error Rate (BER). Then, it presents a
novel optimization problem which selects the transmission power (i.e., the number
of emitted molecules) on a per-frame basis minimizing the probability that the en-
ergy budget goes under a target value and the number of enqueued packets, while
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satisfying energy and performance constraints.
The thesis closes with the Conclusions, summing up the main findings and draw-

ing future research directions.
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Chapter 1

Introduction to the Internet of
Nano-Things

The innovation process triggered by nanotechnology is rapidly realizing the idea to
deploy network architectures at the nanoscale, made up by integrated devices with
size ranging from one to few hundred of nanometers. These devices are able to
interact with each other, thus enabling new pioneering applications in ICT, biomed-
ical, industrial, and military domains [1]. Accordingly, the time is ready to conceive
innovative networking methodologies, protocols, and algorithms, which properly
embrace the main facets of nanoscale communication systems, while fulfilling the
requirements of enabled applications. However, at this embryonic stage of the re-
search, any activity focusing on nanoscale networking should ground its roots to
solid studies that carefully describe how the information is really exchanged be-
tween transmitter and receiver at the nanoscale. In particular, nano-devices can com-
municate by exploiting different communication paradigms like electromagnetic,
acoustic, touch or molecular communications [2], which are briefly summarized in
Table 1.1 and discussed in what follows:

• Molecular Communication. Molecular communication methods promise to en-
able data exchange among bio-inspired nano-devices [3]. Starting from nu-
merous mechanisms already presented in nature, properties of biochemi-
cal particles are used to encode and transmit information messages. Re-
leased molecules, then, propagate through an aqueous medium according to
a walkway-based (i.e., molecules follow a predefined path), a flow-based (i.e.,
molecules propagate in a guided fluid), or a diffusion-based (i.e., molecules
freely diffuse in the medium) communication [4].

• Electromagnetic Communication. Electromagnetic communications exploit tra-
ditional electromagnetic waves as information carrier, by using its properties
(such as amplitude, phase, and delay) to encode and decode the information
messages. In this context, the terahertz band can be used as the operational
frequency range for future electromagnetic nano-transceivers. This frequency
band has been recently enabled by the emerging of new graphene-based mate-
rials, like Carbon Nano-Tube (CNT) and Graphene Nano-Ribbons (GNR) [5].
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TABLE 1.1: Comparison of communication paradigms for nanonetworks.

Electromagnetic
communications

Molecular
communications

Acoustic
communications

Touch
communications

Communication
carrier

Electromagnetic
waves

Molecules Acoustic waves Transient Microbot

Signal type Electronic and optical Chemical Sound Chemical
Propagation speed Light Extremely slow Sound Slow
Media Space, cables Aqueous Fluid, solid Aqueous
Range Long distance Short distance Medium distance Medium distance

Noise source
Electromagnetic fields
and signals

Particles and molecules
in medium

Interfering sounds
Particles and molecules
in medium

Several studies already considered the biological effects of THz radiation on
the human body [6], reporting no strong evidence of hazardous side effects.

• Acoustic Communication. Acoustic communication techniques produce slight
pressure variations in the medium (fluid or solid), while satisfying the wave
equation. The behavior of acoustic waves is represented by a complex num-
ber reporting both the amplitude and phase of waves. Acoustic communica-
tions have been evaluated for in-vivo ultrasonic communications (by exam-
ining their effectiveness, power requirements and effects on nearby tissue) [7]
and opto-ultrasonic communications (by studying generation and propagation
models and analyzing hazards and design challenges in wireless body area
nanonetworks) [8], [9]. Features of acoustic communications make them par-
ticularly suitable for nano-device coordination over distances of around 100µm
when frequencies between 10 MHz and 300 MHz are used [10].

• Touch Communication. Recent progresses in nanotechnology, bioresorbable ra-
dio frequency electronics, and engineered bacteria paved the way for the re-
alization of transient microbot systems willing to accomplish tasks and, then,
dissolve in the human body [11], [12]. Touch communication paradigms ex-
ploit swarm of transient microbots as information carriers, by controlling and
tracking them through an external macro-unit [13]. Differently from the molec-
ular communication, in touch communications the transmission and reception
processes correspond to the loading and unloading of delivered drug particles
[14]. Moreover, the adoption of active information carriers allows the commu-
nication over longer distances than the molecular communication paradigm.

Since the interest of the scientific community in the last years mainly focuses on
molecular and electromagnetic communications [15], this thesis work will deeply
discuss these two communication paradigms.
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Molecular Communications Models

Reception ProcessPropagation ProcessTransmission Process

Modulation
Techniques

Coding Techniques

Walkway-Based

Flow-Based

Diffusion-Based
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Detection Schemes

Concentration

Molecule Type
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ISI-free

Hamming

Molecular
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Sampling-Based
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FIGURE 1.1: The main models used for transmission, propagation, and reception processes
in molecular communications field.

1.1 Molecular Communications

The scientific literature on molecular communication systems significantly ad-
dresses the design and evaluation of transmission, propagation, and reception pro-
cesses [16]. In what follows, it is firstly provided an overview of the main possi-
ble applications area enabled by this innovative communication paradigm. Then,
the main communication models adopted by the scientific community for molec-
ular communications are discussed, summarizing the main models used for trans-
mission, propagation, and reception process (see Figure 1.1). Finally, this Section
presents energy-harvesting and energy-aware solutions already proposed for molec-
ular communication systems.

1.1.1 Applications of Molecular Communications

The development of molecular communications enables a wide area of innovative
applications in different fields, such as medical, industrial, and environmental. Fig-
ure 1.2 summarizes the main enabled use cases which will be deeply discussed in
what follows.

Medical Applications

Among the possible applications enabled by this new communication paradigm, the
medical field in terms of diagnostic and treatment surely emerges as the most chal-
lenging and promising scenario due to the inherent bio-compatibility of molecular
communications [3], [17], [18]. Specifically, there are many biomedical applications
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Molecular Communication Applications

Environmental ApplicationsIndustrial ApplicationsMedical Applications

Cooperative Drug 
Delivery

Regenerative
Medicine

Nanosurgery

Damage Detection
and Management

Damage Repair

Bacteria and Toxicant
Detection

Plants and Animals 
Monitoring

Infectious Diseases
Defeating Systems

FIGURE 1.2: Main applications of molecular communications.

where nano-devices can sense the information but also make some actions when
needed.

• Cooperative Drug Delivery. One of the most promising applications of molec-
ular communications in nano-medicine is the drug delivery system [18]–[21],
which aims at providing localized administration of drugs only where therapy
is needed. This way, it is possible to maximize the therapeutic effect of drug
molecules, also avoiding side effects on the healthy parts of the body. In fact,
drug particles are encapsulated into small-sized natural [22], [23] or synthetic
[24] drug carriers, which are injected nearby the infectious area and spread
within the bloodstream or around the vascular vessels and interstitial barriers
to reach the target location [25]. Around the target, nano-devices can coordi-
nate their motion and control their spatial distribution in a self-organized man-
ner by exploiting a novel molecular communication paradigm, known as mo-
bile molecular communication. In this case, sender and receiver nano-devices
assume a dynamic behavior, continuously changing their position during the
communication procedure. A specific goal of this spatial control is to form a
cluster of drug carriers around the target where embedded drug molecules are
released [26].

• Regenerative Medicine. Another valuable application of molecular communi-
cations is the regenerative medicine [27]. Here, damaged tissues and organs
are directly replaced by using recruited or transplanted cells. The main pro-
cess exploited in this procedure is the cellular signaling which can be enabled
by Diffusion-based Molecular Communications (DMCs) [25]. If successful,
these technologies could provide alternative treatments for patients with or-
gan and tissue disease. In fact, the involved molecules can control the response
of cells and manage the formation of new tissues. Synthetic biology already
demonstrated the applicability of molecular communication for regenerative
medicine through pattern formation with E. coli bacteria [27], [28]. Also in
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this case, the mobile molecular communication paradigm can be studied as a
promising scheme to improve this application scenario [26].

• Nanosurgery. Molecular communications can be also used to enable a new
branch of surgery, called nanosurgery, where coordinated nano-devices or
nano-robots, with specific tasks and instruments, perform interventions di-
rectly into the patient’s body [29]. The nanosurgery, supervised by human
surgeons, can be exploited for intracellular surgeries reaching precision un-
achievable by traditional human manipulation [25]. Main conceivable inter-
ventions in this sense are: removal of microvascular obstructions; recondition-
ing of vascular endothelial cells; noninvasive tissue and organ transplantation;
reparation of damaged extracellular and intracellular structures; and replace-
ment of chromosomes inside human cells [30].

Industrial Applications

Though the medical field emerges as the most promising application scenario for
molecular communications, they can be also applied in other complex medium, such
as liquid or explosive gas environments [31]. In fact, there are lots of scenarios (e.g.,
explosive gas and underground) that are not suitable for manual operations (e.g.,
detection, management, and repairing). In this cases, nano-devices can overcome
these weaknesses and enhance the operation efficiency. Accordingly, the following
industrial applications can be considered as well for molecular communications:

• Damage Detection and Management. One of the potential applications in the in-
dustrial field is the detection and management of damage (e.g., corrosion) of
pipes or devices. In fact, like in healthcare domain, nano-robots can be ex-
ploited for monitoring the concentration of specific bio-marks. Collected data
can be, then, transmitted to a remote computer in order to predict the location
of future corrosion in the pipe or device at the early stage [31], [32].

• Damage Repair. Nano-devices and nano-robots can be equipped with sensor
and communication systems in order to remotely collaborate with high com-
putational computers and detect damage in infrastructures. At the same time,
they can exploit specific actuators and instruments to perform more complex
tasks. For example, the high computational computer can remotely control
nano-robots in order to carry out repair work, thus avoiding large-scale road-
work [31].

• Bacteria and Toxicant Detection. The quality control procedure can also be con-
sidered as an industry application enabled by molecular communications. In
this case, nano-devices can successfully detect small bacteria or toxicant sub-
stances in products distributed across the country (e.g., the water) or in the air,
also when traditional sensors fail due to their high sensitivity [31]. It is impor-
tant to note that the biocompatibility has a key role in the design of transmitter
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and receiver nano-devices. Specifically, in the last years the scientific literature
studied possible solutions for the ecological integration of nanodevices in the
environment proposing novel biocompatible materials, such as polymers, soft
organic electronics, dendrimers, and hydrogels [16].

Environmental Applications

The high sensibility of nano-devices can be also exploited for several environmental
applications:

• Plants and Animals Monitoring. Nano-devices equipped with chemical nano-
sensors can be used to detect or release chemical composites which are usually
naturally released by the plants in the air in order to attract natural predators
of dangerous insects or to regulate their blooming. Furthermore, molecular
communications can be used to manage pheromones concentration in the air,
thus controlling the behaviors of animals attract by them [31].

• Infectious Diseases Defeating Systems. Nano-networks with chemical nano-
actuators can also release the same natural volatile substances able to attract
natural predators of worms [33]. The release process can be triggered, for ex-
ample, by a command center that interacts with microscale sensor devices.

1.1.2 The Transmission Process

With reference to the transmission process, the transmitter nano-device generally en-
codes information in a physical property of molecules (such as concentration, type,
or release time). To this aim, information to be transmitted is firstly mapped to a
sequence of bits through source and channel coding in order to 1) reduce the num-
ber of bits and 2) introduce additional bits to the information, thus providing error
correction.

Modulation Techniques

Several modulation techniques have been already proposed for molecular commu-
nication systems, such as Concentration Shift Keying (CSK), On-Off Keying (OOK),
Molecular Shift Keying (MoSK), Isomer-based Ratio Shift Keying (IRSK), Pulse Po-
sition Modulation (PPM) and Release Time Shift Keying (RTSK). They exploit the
following properties of biochemical particles.

• Concentration or Number of Molecules. Binary information is encoded with the
number or concentration of released molecules. The CSK mechanism, for in-
stance, encodes the binary information through a variable number of emitted
molecules: the transmitter releases Q0 and Q1 molecules for the bit 0 and the
bit 1, respectively [34], [35]. A simpler implementation of the aforementioned
CSK approach is the OOK scheme [36]–[38]. Here, only 1-bits are encoded



1.1. Molecular Communications 13

with burst of molecules, while no biochemical entities are released for 0-bits.
These modulation schemes can be compared to the traditional amplitude shift
keying, where the message is encoded in the amplitude of the electromagnetic
waves.

• Type of Particles. The information can be also encoded through the type of the
emitted molecules as in the MoSK modulation technique [35]. In this case, a
molecule of the first type is used to transmit the bit 0, while a second type of
molecule is emitted to encode the bit 1. The work in [39] proposes a particu-
lar implementation of the MoSK modulation scheme, namely IRSK, where the
information is encoded in the ratio of isomers (i.e., molecules composed by
the same number and type of atoms placed in different orientations). These
schemes correspond to traditional frequency shift keying modulation tech-
niques.

• Release Time. The PPM transmission scheme adopts the time of release to en-
code the binary information dividing the symbol duration in two slots: the
instantaneous emission of molecules in the first slot corresponds to the trans-
mission of the bit 0, otherwise the emission in the second slot is used to encode
the bit 1 [40]. A more complex solution, namely RTSK, is studied in [41]. Here,
the information is encoded by varying the amount of time between consecu-
tive bursts of released molecules. The corresponding traditional modulation
scheme is the phase shift keying.

Among the others, PPM and RTSK solutions are extremely complex because they
require precise synchronization between transmitter and receiver. MoSK and IRSK,
instead, are strongly limited by the number of molecules that can be selectively re-
ceived. Accordingly, at the time of this writing, OOK is frequently considered by
most of the scientific contributions due to its simple implementation in constrained
communication systems available at the micro and nanoscale [16]. Figure 1.3 illus-
trates the main molecule properties that can be used for encoding a binary informa-
tion, also comparing the proposed schemes with traditional modulation techniques.

Coding Techniques

Channel codes are used to mitigate the effect of noise introduced by the channel
during molecules propagation (e.g., the Inter-Symbol Interference (ISI) effect due to
previously transmitted symbols). Usually, they insert redundancy bits useful for de-
tecting and/or correcting decoding errors. Given the limited amount of energy of
nano-devices, energy efficiency of employed channel codes represents an important
aspect to be taken into account during the design of coding techniques. Accord-
ingly, the scientific literature proposed several simple parity codes or cyclic codes
for molecular communication systems [16], instead of more advanced and compu-
tational complex codes developed for traditional communication systems, such as
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FIGURE 1.3: Possible modulation techniques.

Turbo codes [42] or Low Density Parity Check (LDPC) codes [43]. The main coding
techniques studied and evaluated for molecular communications are listed below.

• ISI-Free Coding. ISI-free coding schemes aims at avoiding the problems related
to ISI effects by simply adding a number of bits to the original frame. Specif-
ically, the encoding scheme is denoted by three parameters, that is n, k, and l.
The parameter n represents the number of bits sent for each k bit of informa-
tion, while l is the number of maximum delay time-slots that molecules can
have without causing interference. For instance, the ISI-free coding scheme
proposed in [44] is an ISI-free (4,2,1), where respectively n = 4, k = 2 and
l = 1. Consequently, this code guarantees the elimination of errors due to the
molecules arriving only in the successive time-slot.
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• Hamming Code. The Hamming code is a coding technique, belonging to linear
block codes, usually identified by two parameters (n, k), where n is the number
of bits sent for each k bit of information. In this context, M = n− k represents
the number of parity bits introduced, while the length of the message encoded
using the Hamming technique given a frame of N bits is equal to L = Nn/k.
The possible number of combinations identifying a message in the Hamming
code (n, k) and composing its dictionary is 2k. In this context, a key parameter
is the minimum distance of the code, defined as the minimum number of bits
that differ between two words belonging to the same dictionary of the Ham-
ming code (n, k). Starting from the minimum distance, in fact, it is possible
to derive the number of recognizable errors and the number of correctable er-
rors by the coding technique. The adoption of Hamming codes for molecular
communications is particularly suitable only for larger distances, while they
are energy inefficient at small communication distances due to the energy re-
quired to transmit the extra parity bits [45]. To partially solve this problem,
the scientific community studies a Hamming Minimum Energy Code (MEC),
which maintains the desired code distance to keep reliability while also mini-
mizing the energy consumption [46].

• Molecular Coding (MoCo). Differently from aforementioned schemes which are
obtained by extending existing coding techniques, few works developed novel
coding schemes properly tailored for molecular communication systems, such
as the MoCo technique [47]. In this case, the Hamming distance metric is re-
placed by the MoCo distance function: it is defined by computing the transi-
tion probability (i.e., the probability to receive the codeword x instead of the
codeword y). Accordingly, the MoCo code construction aims at finding the
codewords that maximize the minimum pairwise MoCo distance. Note that
the MoCo distance is not symmetric and, in turns, it can not be defined as a
metric. Specifically, [47] demonstrated that the (4,2) block code generated with
MoCo outperforms the equivalent Hamming code in terms of error rate. How-
ever, the generation of MoCo codes strictly depends on the channel properties
and variations. Accordingly, it requires significant computational resource at
the transmitter side and brings to a non-negligible overhead communication
due to the code synchronization procedure [16].

1.1.3 The Propagation Process

Emitted molecules propagate in the aqueous medium to reach the receiver sphere
by following a passive or an active propagation mode [19]. Passive mode concerns
molecules that randomly diffuse in all the available directions, while active mode
refers to particles that directionally propagate to specific locations. Commonly, ac-
tive mode allows information to reach far nodes, requiring, however, energy supply
and communication infrastructures. Typical examples of active transport mode are
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TABLE 1.2: Comparison between active and passive transport mode.

Propagation Mode Active Mode Passive Mode
Molecules Propagation Directional Random
Range Long Distance Short Distance
Number of Required Molecules Small High
Communication Infrastructure Required Not Required
Energy Supply Required Not Required
Average Transmission Delay Low High and Highly Dynamic

the walkway-based propagation and the flow-based propagation. Passive mode, in-
stead, is particularly suitable when a molecular communication infrastructure is not
available and the amount of energy is strongly limited (i.e., it does not require en-
ergy supply). However, with passive mode emitted particles randomly diffuse in the
medium, thus requiring a large number of molecules to reach quite far destinations
[48]. The most widespread passive transport method for molecular communications
is the diffusion-based propagation scheme. Table 1.2 summarizes the main differ-
ences between active and passive transport mode.

Walkway-Based Propagation

In the walkway-based architectures, molecules connect transmitter and receiver
through pre-defined pathways by using carrier substances, such as molecular mo-
tors [49], [50]. A molecular motor is a protein or protein complex that transforms
chemical energy (e.g., ATP hydrolysis) to change the position or structure of the
molecular motor. In this model, the information molecules are bind to the molecu-
lar motor which, using chemical energy, guides molecules to the receiver [51]. Al-
ternatively, information molecules can be transported by bacterial motors [52]: ac-
cording to chemical concentrations in the surrounding environment, bacteria move
directionally and exchange information through the conjunction process [53]. Typ-
ically, walkway-based communications allow information molecules to be trans-
ported over longer distance than the traditional diffusion-based communications.
Furthermore, they provide a communication mechanism with a very high reliability
even when the number of information molecules is small. On the other hand, this
architecture requires high level of chemical energy to be consumed and complex
communication infrastructures [49].

Flow-Based Propagation

In the flow-based architectures, molecules diffuse in the aqueous medium by follow-
ing guided and predictable flows [49]. Specifically, nano-devices can exploit existing
flows in biological systems. In this case, since biological systems naturally operate at
the nanoscale, it is simpler to guarantee the bio-compatibility of the communication
process. An example of this propagation paradigm is the hormonal communica-
tion through the blood streams inside the human body. The flow-based propagation
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can also be realized by using carrier entities whose motion can be constrained along
specific paths. In this case, information molecules pass through existing gap junc-
tions, inspired from inter-cellular communication in nature. For instance, one type
of cell-cell communication, widely used by multi-cellular organisms, is the calcium
signaling [54]. Here, the information is encoded through changes in the concentra-
tion of calcium ions (Ca2+). The increased Ca2+ concentration propagates cell to cell
using gap junctions that directly connect the interior of one cell and that of another.
This mechanism allows coordinated actions between adjacent cells. Specifically, the
system is composed of a transmitting pair (i.e., source and destination devices) and
an Inter-cellular Calcium Waves (ICW)-capable intermediary cells [55]. The trans-
mitter nano-device encodes the information with an ICW stimulating the closest in-
termediary cell. Then, the calcium signal propagates through the intermediary and
adjacent cells through existing gap-junctions until the destination device is reached
[56]. Calcium signaling allows to interconnect adjacent cells with a high communi-
cation speed and long operational range in a bio-compatible manner. However, it
is feasible only when a pre-defined path or flow exists between the transmitter and
receiver nano-device.

Diffusion-Based Propagation

DMC is one of the fundamental communication mechanisms used by biological
systems. It is based on passive transport mode: here, molecules released by the
transmitter passively propagate via random motion, namely Brownian motion. Dif-
ferently from other approaches based on walkway-based and flow-based transport
mechanisms, DMC allows molecules to randomly diffuse in all the available direc-
tions, instead of moving alongside specific paths [57], [58]. Therefore, though DMC
systems require a large number of molecules to reach far destinations, they are par-
ticularly suitable when the available energy is low and/or biological communication
infrastructures (i.e., gap junctions or molecular motors) are not available [4]. An ex-
ample of DMC system in nature is quorum sensing, that is a communication mech-
anism for bacterial cells. In quorum sensing, bacterial cells release and detect an au-
toinducer into the environment in order to estimate the number of nearby bacteria
[53]. When the estimated concentration of bacteria in the environment is sufficiently
high, the bacteria start transcribing DNA to perform group functions (e.g., generate
luminescence) [59].

1.1.4 The Reception Process

Molecules reaching the destination nano-devices are, finally, received and detected
by the receiver. It is usually described as a spherical device which captures propa-
gating molecules in different ways. Specifically, Figure 1.4 depicts the main receiver
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Passive Receiver Absorbing Receiver Reactive Receiver

FIGURE 1.4: Three main receiver models.

models studied by the scientific community, known as passive, absorbing, or reac-
tive receiver. Finally, received molecules are converted in a binary signal according
to one of the detection techniques described in the following.

Receiver Models

The receiver is usually described as a spherical device which captures propagating
molecules in different ways (see Figure 1.4):

• Passive Receiver. Most of the current scientific literature, like [60]–[63], models
the receiver sphere as an ideal device, namely passive receiver. In this case,
the receiver simply counts the number of molecules reaching the destination
volume, while ignoring the impact of biochemical reactions implemented at
the receiver side. Though this scheme allows to guarantee the simplicity of the
considered system model by only focusing on the transport of molecular mes-
sages to the receiver location, its physical correspondence is highly doubtful
[16].

• Absorbing Receiver. The works discussed in [64]–[67] introduce a more com-
plex receiver model, namely absorbing receiver. Here, the receiver surface is
supposed to be completely covered by hypothetical receptors. Any molecule
that hits the surface of the nano-device at the destination side can be absorbed
and degraded by the receptors. Then, the received molecules are removed
by the medium and do not interfere with successive transmissions. Even if
the physical correspondence of this model with actual molecules receivers is
questionable, it is widely adopted by the scientific community due to the ob-
tained upper performance limits [16]. However, ignoring the ligand-receptor
reactions, which often leads to further model complexities, stands as a major
drawback of these two approaches.
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• Reactive Receiver. Another modeling approach, discussed in [37], [68]–[70],
takes into account a more realistic reception process, based on the ligand-
receptor mechanism. Here, the transmitted molecules (i.e., ligands) can re-
versibly react with a limited number of proteins placed on the receiver sur-
face (i.e., receptors). The resulting reception mechanism is modeled through a
second-order reversible reaction and provides a satisfactory representation of
what happens in nature, with the possibility to extract punctual information
related to the actual sampling time instants.

Though the ligand-receptor model is more realistic than the others approaches,
most of the scientific contributions still consider the passive or the absorbing receiver
in their system models due to their simplicity [16].

Detection Techniques

Besides the reception process, several detection methods can be used to evaluate the
received signal. All these available approaches can be divided in two main cate-
gories, namely sampling-based and energy-based detection schemes [71]:

• Sampling-Based Detection Scheme. The sampling-based approach, described in
[37], [72]–[75], considers the instantaneous number of molecules received by
the destination nano-device. The work in [37] employs a Maximum Likeli-
hood (ML) detection method for a ligand-receptor receiver. The receptor oc-
cupation ratio is used as a measure of the received signal, tackling also the
problem of the receptor saturation. At the same time, by taking into account
a ligand-receptor receiver, the number of received molecules in a time slot can
be computed as the difference between the number of bounds at the end and
the one at the beginning of the symbol duration [72]. The obtained number
of molecules can be, then, compared with a fixed threshold to evaluate the
received bit. In [73], a M-ary CSK-based system is formulated by consider-
ing an optimum receiver, where the Maximum a posteriori Probability (MAP)
and ML detectors are taken into account as possible approaches. Similarly, the
work in [74] considers a sequence detection approach based on the MAP and
ML criteria. Here, a sub-optimal linear equalizer (i.e., Minimum Mean-Square
Error) and a decision-feedback equalizer are proposed to reduce the complex-
ity and improve the performance of the system, respectively. Sampling-based
detection without any knowledge of the system model and channel conditions
can be also performed by exploiting the potential of artificial neural network
methods in the presence of ISI [75].

• Energy-Based Detection Scheme. The energy-based detection, investigated in
[76]–[78], computes the total amount of molecules absorbed by the receiver
during a given time interval, usually equal to the symbol duration. The paper
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TABLE 1.3: Comparison between Contributions Focusing on Micro and Nanoscale Scenarios

Contributions
Communication Scenarios Energy Harvesting

Total Energy
Consumption

Energy-Aware
Neural Terahertz DMC

Molecule
Harvesting

Chemical Piezoelectric

[39], [45], [79]
[80], [81]

X X

[82]–[84] X
[85]–[93] X
[94]–[98] X X X X

[99], [100] X X X X
[101]–[105] X X X

in [76] describes a strength-based signal detector, where the receiver accumu-
lates molecules during the entire symbol duration, produces a test statistic and
compares the computed strength to a fixed threshold. On the contrary, the
works in [77], [78] propose an adaptive-threshold detection approach where
the value of the threshold is computed in each time slot depending on the pre-
vious received bits, considering a variable memory length and the only ISI as
noise contribution.

Among the available detector schemes, most of the current scientific literature
used the amplitude-based one during the system modeling [16].

1.1.5 Energy-Aware Molecular Communications and Energy-Harvesting
Schemes

At micro and nanoscale, devices can perform simple tasks by leveraging a limited
amount of energy due to restricted battery size [4]. Therefore, given that the local
generation and release of molecules (i.e., hormones, pheromones, proteins, DNA,
and RNA) cause a non-negligible amount of energy consumption, the energy issue
is a key aspect that should be taken into account during the design of DMC systems
[16]. Table 1.3 summarizes the existing works focusing on the energy issue at the
micro and nanoscale, which are deeply discussed in what follows.

Energy Models for Diffusion-based Molecular Communications

Models able to quantify the amount of energy consumed during the transmission
process in DMCs have been already provided by the scientific literature. As a start-
ing point, the energy required to synthesize, carry and emit information molecules
at the transmitter side can be evaluated by considering the basic eukaryotic cells as
perfect models for bio-inspired nanodevices [39], [79]. Unlike the active transmis-
sion (i.e., molecular motors), DMCs do not demand any additional external energy
for delivering the information molecules [80]. Moreover, besides the modulation
process, the transmitter can encode and decode binary information to improve the
performance of the communication system. In this case, the transmitter needs a
further amount of energy to generate and emit parity check bits [45], [81]. However,
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given the limited battery size of these nanodevices, the developing of advanced tech-
niques able to guarantee long-lasting communication capabilities at both micro and
nanoscales is of paramount importance.

Energy-Harvesting Techniques at the Nanoscale

Nowadays, the scientific literature on energy harvesting methodologies at macro-
scale is flourishing and envisages the possibility to retrieve electrical energy from
different sources to supply communicating nodes. Accordingly, many types of en-
ergy harvesting schemes have been considered, like solar, thermal, piezoelectric,
wind, and hydroelectric [106]–[109]. Nevertheless, the amount of harvested energy
is strictly correlated with the application case and the time spent for the harvesting
process. Then, while traditional mechanisms (e.g., solar, thermal, and wind energy
harvesting methods) are inefficient in micro and nanoscale scenarios, other energy
harvesting models have been successfully introduced in this field, including me-
chanical and chemical sources [110]–[112]. The chemical and biochemical energies,
evaluated in [82]–[84], can be harvested by enzymatic fuel cells (i.e., biofuel cells),
where enzymes are used as cathode, anode, or both, instead of traditional metals
to make this technology compliant with the micro and nanoscale constraints. The
biofuel (e.g, glucose, hydrogen or methanol) is oxidized at the anode side releas-
ing electrons which are driven through an electrical circuit toward the cathode side.
Accordingly, the chemical energy of the biofuel is converted into electrical one. At
the same time, the amount of energy required by the nanodevices can be also har-
vested by mechanical sources (e.g., from vibrations or motions). In this context,
piezoelectric nanogenerators composed by lead zirconate titanate (PZT) [92], [93]
or ZnO [85]–[91] nanowires are the most promising energy harvesting techniques at
the micro and nanoscale. Here, the vibrations or motions existing in the surrounding
environment bent or compress the nanowires generating an electric current at their
ends which charges an ultra-nanocapacitor [113], [114]. The sources compressing
the nanowires can have a wide range of frequencies depending on the considered
application scenario (i.e., 1 Hz for the human heartbeat) [87].

Some contributions already envisaged the adoption of piezoelectric nanogener-
ators to feed nanodevices willing to communicate through electromagnetic waves
in wireless nano-sensors networks at the Terahertz band [94]–[98] or to selectively
stimulate periphel nerves in the human body through light signals [99], [100].

Regarding the DMC scenario, preliminary attempts in this direction have been
investigated in [101]–[105]. The work in [101] presents DIRECT, a networking model
where the system resources are considered as discrete elements (i.e., molecules). Dif-
ferently from the electromagnetic case, molecules diffuse in the medium without
physical attenuation and, consequently, they can be completely reused. Based on
this premise, the work [102] introduces the molecule harvesting concept, accord-
ing to which the energy cost due to the generation of molecules can be reduced
by retrieving chemical material from the surrounding environment. The received
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molecules can be stored in a reservoir in order to be reused during subsequent trans-
mission processes. The work [103] considers the capacity degradation due to the
limited molecule production at the transmitter side. Here, the state of the transmit-
ter (i.e., the number of molecules available in the reservoir) is updated according to
the number of released and captured molecules in the previous time slot. An ad-
ditional energy saving can be achieved by exploiting relay nodes, as described in
[104] and [105]. In these works, a simultaneous molecular information and energy
transfer (SMIET) system is presented, reducing the synthesis cost by recovering the
information molecules from the environment and adopting a two-hop molecular
communication system. Unfortunately, none of the works presented in [101]–[105]
consider all the energy needs related to the communication process and the actual
energy budget available within nano-devices, as explicitly highlighted in [105].

1.2 Terahertz-Band Communications at the Nanoscale

The interaction among nano-devices can be also enabled by nanoscale wireless com-
munications in the terahertz band [115]. In the last years, in fact, the introduction
of graphene-based nanoantennas generating electromagnetic waves in the terahertz
band (i.e., from 0.1 to 10 THz) made the communication feasible at the nanoscale
and in human tissues [116]. For this reason, the scientific community is nowadays
targeting terahertz band communications providing several studies on the different
layers of the protocol stack [117], as well as the possible channel models, the energy-
harvesting solutions, and the possible enabled application areas [118].

Fig. 1.5 summarizes the main protocols used at the network, link, and physi-
cal layer in terahertz band communications at the nanoscale which will be deeply
discussed in what follows.

1.2.1 Applications of Terahertz-Band Communications at the Nanoscale

Terahertz band communications at the nanoscale enable a plethora of novel appli-
cation domains. Among the others, this Section considers the most promising fields
categorized as software-defined metamaterials, wireless robotic materials, in-body
communications, and on-chip communications [117].

Software-Defined Metamaterials

The propagation of electromagnetic waves, especially in high frequency scenar-
ios, strongly suffers from absorption losses due to obstacles in the communication
medium. To overcome these issues, the scientific literature is focusing on the de-
velopment of manufactured structures able to control the behavior of electromag-
netic waves, i.e., metamaterials and metasurfaces [119]. These outstanding mate-
rials are composed of periodic array of subwavelength elements, called unit cells,
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FIGURE 1.5: The main protocols used at different layer of the protocol stack for terahertz
band communications at the nanoscale.

which can be dynamically reconfigured in order to realize programmable metama-
terials (i.e., software-defined metamaterials) [120]. Software-defined metamaterials
are largely adopted in wireless communications for realizing intelligent reflecting
surfaces [121], developing simplified architectures [122], or supporting holographic
imaging [123]. The reprogramming is managed by communication network of con-
trollers where each controller handles associated unit cells. Given the limited di-
mensions of controllers, terahertz band communications appears as a promising
paradigm to support the interaction between controllers and associated unit cells
[124].

Wireless Robotic Materials

Differently from software-defined metamaterials, wireless robotic materials are ex-
pected to support innovative multi-functional and programmable composites able
to dynamically adapt their physical properties based on information collected from
the surrounding environment [125]. Specifically, wireless robotic materials are sug-
gested for realizing airfoils tuning their aerodynamic profile, vehicles able to camou-
flage themselves, bridges which detect and repair damage, robotic skins and pros-
thetics with a realistic sense of touch [125], tactile sensing skin, and nanodevices
reproducing patterns for camouflage [126]. In this context, the network is expected
to completely cover the object (e.g., the vehicle or the human body) in a dense way.
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Accordingly, terahertz band communications emerges as a promising paradigm for
the communication of size-limited elements of robotic materials [126].

In-Body Communications

The most promising application scenarios for nano-devices is, without any doubt,
the biomedical field. In fact, nano-devices can be implanted, ingested, or worn by
humans in order to realize drug-delivering and advanced immune systems, biohy-
brid implant solutions, pervasive health monitoring, and genetic engineering [2].
Usually, these mobile nano-devices are able to reach small regions of the human
body in a bio-compatible way in order to perform sensing (e.g., early detection of
malicious agents such as viruses, bacteria, or cancer cells) and actuation (e.g., release
specific treatments according to the targeted drug delivery mechanism) operations
[17]. Given the size limitations and the high expected number of involved medical
nano-devices, the communication among them and with outside-world controllers
is enabled by terahertz band communications [117].

On-Chip Communications

In the last decade, processors performance has been enhanced by means of more
cores integrated within the same chip. To provide interconnection on the same chip,
the scientific literature widely studied the so-called Networks-on-Chips (NoCs)
scheme by considering initially wired connections and, then, Wireless NoC (WNoC)
in order to avoid undesired delays, power requirements, and area overhead [127]. In
fact, WNoCs allows to reduce the propagation delay, enhance the reconfigurability,
and improve the scalability in terms of delay, throughput, and energy consumption
[128]. Furthermore, nanoscale WNoCs have been recently proposed by exploiting
graphene-based nano-antennas. In this context, the inter-core communication is en-
abled by electromagnetic waves in the terahertz band [117], [129].

1.2.2 The Network Layer

The definition of routing and forwarding protocols is essential for achieving the
communication between nodes belonging to the same nano-network [130]. How-
ever, given the limited capabilities of nano-devices in terms of memory, channel,
and energy, traditional routing and forwarding protocols cannot be applied to nano-
networks, thus needing for simple, scalable, and optimized protocols [131].

Relaying and Forwarding Protocols

In nano-networks, each node or only a subset of them should be equipped with
relaying and forwarding functionalities in order to successful transmit packets be-
tween no-adjacent nodes. Specifically, the main relaying and forwarding schemes
deployed for terahertz-band communications at the nanoscale are discussed below.
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FIGURE 1.6: Amplify-and-Forward and Decode-and-Forward relaying schemes.

• Amplify-and-Forward. Amplify-and-Forward is a simple cooperative strategy
for ad-hoc networks with critical power constraints, thus resulting as an opti-
mal solution for terahertz band communications at the nanoscale. Specifically,
it involves non-regenerative repeater which simply amplifies the received sig-
nal in the analogue domain at the relays without further signal processing.
Accordingly, relay nodes has only to simply amplify the received signal before
re-transmitting it [132].

• Decode-and-Forward. Decode-and-Forward schemes are rooted in the commu-
nication principle of regenerative repeaters. In this case, the relay node must
perform a more complex operation by decoding (demodulating) the signal re-
ceived from the source node before forwarding the encoded (modulated) sig-
nal to the destination nano-device. Though this strategy requires more effort
from the transmitter nano-device, the noise effect due to the propagation in
the channel is strongly reduced, thus further improving the communication
performance in terms of Signal to Noise Ratio (SNR) [132].

Figure 1.6 depicts the amplify-and-forward and decode-and-forward relaying
schemes.

Routing Protocols

The scientific community widely explored innovative routing protocols completely
feasible with energy, memory, and computational constrained scenarios. Specifi-
cally, the main routing protocols proposed for terahertz-band communications are
summarized in what follows.

• Flooding-Based Routing Scheme. The flooding-based routing scheme is the most
straightforward communication protocol. Here, the received packet is uncon-
ditionally retransmitted to all the involved nodes in the nano-network without
any constraint [131]. Though this strategy is advantageous due to its simplicity,
reliability through redundant transmissions, and lack of topology-dependent
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initialization, it is highly inefficient because unmodified flooding involves a
high number of redundant transmissions [117]. However, reducing the num-
ber of packet retransmissions and providing efficient networking and appli-
cation services is still an open issue. To provide an initial solution to this
problem, some works proposed an adaptive flooding scheme where wireless
nano-nodes can deactivate themselves based on some performance levels (e.g.,
signal to interference ratio, number of available resources) [133], [134].

• Probabilistic-Based Routing Scheme. To preserve the communication efficiency,
some works propose probabilistic-based routing strategies to forward incom-
ing packets in 2D [135] or 3D topologies [136], [137]. The probabilistic routing
scheme can consider the energy harvesting process of nano-devices [135], [136]
or not [137]. Furthermore, the suggested routing protocol can be either single
hop or multi-hop [135]. In each hop, the nano-sensor itself or a nano-controller
takes a forwarding decision based on a probability value which can be com-
puted considering energy savings through multi-hop transmission [135], [136]
or generating a random value to be compared with a fixed threshold [137].
Though this approach avoids the high number of redundant transmission
highlighted in the flooding scheme, it has a complexity which drastically in-
creases with the number of hops. Furthermore, the computation of periodic
forward probability increases the processing overhead [131].

• Cluster-Based Routing Scheme. As a means of reducing the complexity at the
nano-controller and the computation overhead at each nano-sensor, the sci-
entific community proposes a novel solution, known as cluster-based routing
scheme [131]. In this case, all the collected data is sent to a nano-controller
which manages the forwarding behavior of the whole cluster. The cluster is
composed of a cluster coordinator, cluster members, and cooperative relays
[138], [139]. Specifically, each nano-node verifies the amount of available en-
ergy and, accordingly, participate or not in forming the cluster. Periodically, it
is defined the coordinator choosing among all the nano-nodes constituting the
cluster. Some works, like [140], [141], introduce an energy model to the routing
process by joining the energy harvesting and consumption. Other works also
consider a dynamic scenario where mobile nano-nodes periodically select the
appropriate nano-controller when they have data to send [142]. This decision
is based on the distance from the nano-controller, the residual energy, and the
traffic load of the nano-controller. However, the cluster-based routing schemes
present some main weaknesses: 1) since all the collected data is transmitted to
a single nano-controller, the energy of this nano-controller will expire quickly;
2) the computation complexity at each nano-sensor can be excessive; 3) the
overhead generated by cluster creation strongly increases when nano-sensors
move [131].
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• Node Classification-Based Routing Scheme. With the aim of improving commu-
nication performance and decreasing the number of packet re-transmissions,
many works of the state of the art propose to limit the number of forwarding
nano-sensors. Specifically, they conceived a new routing protocol, named node
classification-based routing scheme, where each nano-node classifies itself as a
retransmitter (i.e., the node forwards incoming packets) or a simple user node
(i.e., the node only receives packets without any re-transmission) [133], [134],
[143]. The self-classification can be performed by each nano-node based on
its signal to interference ratio level [133], the local packet reception statistics
[134], or past statistics of packet reception [143]. Though this scheme reduces
the number of re-transmitted packets, there is no defined path for the data
packet. Accordingly, each retransmitter node receiving a packets blindly for-
wards it, thus generating high level of broadcast exchange packets overhead
[131].

• Hop Count-Based Routing Scheme. Data packets can also be re-transmitted based
on the number of hops between transmitter and receiver nano-devices. Usu-
ally, it can be done by following two phases: the first one, named setup or
addressing phase, is used to retrieve the number of hops between each node
and four anchor nodes; the second one, named operation phase, distributes
the packets across the shortest path [144]. The same routing scheme is used
also for 3D scenarios [145], [146] and over curvilinear paths [147]. Though the
proposed schemes allow reducing the number of hops during the communica-
tion procedure, they do not apply sleeping techniques and do not consider any
energy harvesting scheme or energy consumption model. Furthermore, they
still suffer from high computation and memory overheads [131].

• Wake Up-Based Routing Scheme. The energy of nano-devices can be preserved
by posing them in a sleep state in appropriate time instant. Exploiting this
ability of nano-devices to change their state from active to sleep, the scientific
community proposed an innovative routing scheme, called wake up-based
routing scheme. Here, a central rotating entity can be used to periodically
select a nano-device and change its state [131]. Other works also consider an
energy-harvesting scheme based on a piezoelectric system [148], [149]. In this
case, when a data packet must be sent, a nano-controller transmit a broadcast
activation message and select the nano-sensors in its activation area to be acti-
vated based on the current amount of available energy. To avoid high delays
and waste of energy due to activated and not selected nano-sensors, nano-
devices can be gradually activated only if their energy is within a given range
of values [150].
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TABLE 1.4: Classification of existing link layer protocols.

Contributions Network Topology Channel Access Initial Access
[154] Centralized - Transmitter Initiated
[155], [156] Centralized Scheduled (TDMA) Transmitter Initiated
[157] Centralized Random (CSMA) Transmitter Initiated
[158] Centralized - Receiver Initiated
[159] Distributed Random (CSMA) Transmitter Initiated
[152], [160]–[162] Distributed Scheduled (TDMA) Transmitter Initiated
[163]–[165] Distributed Scheduled (TDMA) Receiver Initiated
[142], [166], [167] Clustered Scheduled (TDMA) Transmitter Initiated
[168], [169] Distributed Random Transmitter Initiated
[170] Clustered Scheduled (FTDMA) Transmitter Initiated
[171] Distributed Scheduled (FTDMA) Transmitter Initiated
[134] Distributed - Transmitter Initiated
[172] Centralized/Distributed Random (CSMA) Receiver Initiated
[173] Distributed Random (CSMA) Receiver Initiated

1.2.3 The Link Layer

The link layer protocols can be classified in two different sub-layers based on their
main functionalities: the Media Access Control (MAC) sub-layer, aimed at coordi-
nating the access to the channel in case of concurrent transmissions; the Logical Link
Control (LLC) sub-layer, used for recovering lost bits during transmission and prop-
agation processes [117]. Due to restricted capabilities of nano-devices in terms of
computation complexity and energy budget, traditional MAC and LLC protocols
cannot be directly applied to terahertz-band nano-networks [151], [152]. Accord-
ingly, the scientific community proposed several new link layer protocols in the
last decade [153]. In what follows, they are analyzed by considering the networks
topologies, the channel access mechanisms, and the initial access mechanisms (see
Table 1.4).

Network Topologies for MAC Protocols

Existing MAC protocols can be firstly categorized according to their network topol-
ogy. Different network topologies, denoted below as centralized, clustered, and dis-
tributed, are properly conceived for different application scenarios.

• Centralized Topology. In the centralized topology, the coordination among in-
volved nano-devices is provided by a central node, like a controller or an ac-
cess point. Due to limited energy and computational capabilities of traditional
nano-devices, this topology is particularly feasible for nanoscale applications
[154]–[157]. In this case, nano-sensors simply send collected information to a
controller, usually capable of performing heavy computation, scheduling and
transmission tasks, thus preserving their limited energy budget [158]. Though
the reduced energy consumption of the centralized approach, it presents sev-
eral issues in terms of complexity, scalability, and delivery latency [117].
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• Distributed Topology. To strongly reduce the network complexity and the com-
munication latency, the scientific community on nano-networks also proposed
several distributed topologies. In this case, each node autonomously and lo-
cally determines its optimal transmission time in order to maximize the traffic
rate while guaranteeing delivery deadlines [159] or to maximize the ratio be-
tween the transmission time and the energy harvesting time [160]. However,
in this approach each node must be aware of environment and physical layer
conditions in order to manage itself, also requiring higher computational ca-
pabilities [163], [164].

• Clustered Topology. The cluster-based topology provides a trade-off between
centralized and distributed networks. In clustered topology, in fact, a lim-
ited number of nodes forms a group and elects a cluster head which man-
ages the cluster behavior and transmits collected information to external gate-
ways [153]. The cluster head can be a nano-device with higher computational
and energy capabilities, responsible for assigning transmission and harvesting
slots to nano-devices based on their energy budget [166] or managing inter and
intra-cluster communications in dense nano-networks [142], [167].

Channel Access Mechanisms

In nano-networks, the scientific literature mainly focuses on channel access protocols
based on random or scheduled mechanisms, thus guaranteeing the strict constraints
of nano-devices. These two approaches are discussed below.

• Random Channel Access. In random channel access, each node transmit infor-
mation when it is needed in a random way without waiting. The very short
duration of transmitted pulse in terahertz band communications, in fact, dras-
tically reduces the probability of having collisions [153]. Accordingly, several
works propose different random access schemes, such as carrier sensing-based
protocols (e.g., slotted Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) [157], [159]), Aloha-based channel access schemes (e.g., Smart-
MAC) [168], or random channel access with multiple radios [169]. However,
these mechanisms are not suitable for applications in which higher number of
nano-nodes are used. In fact, when the number of nodes is higher, random
access schemes can pose several challenges including collisions, transmission
delays, and higher energy consumption which cannot be satisfied by the lim-
ited sensing, computation, battery and memory capacity of nano-devices [153].

• Scheduled Channel Access. Scheduled channel access mechanisms aim at solv-
ing the energy issue by designing in advance the channel slots at the cost of
high synchronization overhead and, thus, high latency and low throughput
[153]. Specifically, two main scheduled approaches are developed for nano-
networks: the Time Division Multiple Access (TDMA) and the Frequency and
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Time Division Multiple Access (FTDMA). In TDMA-based mechanisms, nano-
devices transmit information data only in assigned time slots. The time slot
assignment can be performed by a nano-controller based on the dimension of
data to be transmitted, the energy budget of nano-nodes, or the communica-
tion distance [155], [156], [166]. To manage very high number of nodes, in-
stead, the scientific literature proposes the FTDMA-based scheme. In this case,
the time slot selection is combined with frequency selection strategies in order
to minimize energy consumption and increase channel capacity [170], [171].

Initial Access Mechanisms

The communication between transmitter and receiver nano-node starts with an ini-
tial handshake mechanism useful for defining physical parameters and beam align-
ment [153]. Nano-networks mainly exploits two type of handshake protocols which
are transmitter initiated or receiver initiated.

• Transmitter Initiated MAC Protocols. Most of terahertz band MAC protocols
consider a transmitter initiated mechanism where the transmitter nano-device
starts the handshake procedure whenever it has data to send [152]. In this case,
the transmitter send a transmission request containing communication param-
eters and channel coding scheme which are, then, accepted by the receiver
nano-device with a transmission confirmation message. Transmitter initiated
MAC protocols are usually adopted in distributed networks aiming at max-
imize the throughput without considering the energy efficiency [159], [161].
However, they can be also combined with energy harvesting schemes in or-
der to balance the energy harvesting and consumption procedures [134], [162],
[167]. Though these MAC protocols provide simplicity, low delay and high
throughput, they suffer from high handshake overhead, thus reducing com-
munication performance [153].

• Receiver Initiated MAC Protocols. Communication performance can be im-
proved by considering receiver initiated MAC protocols. In fact, when the
transmitter nano-device sends a message, it can be received only if the receiver
nano-device has enough energy for the reception procedure. Accordingly, in
order to save energy and reduce communication overhead, the handshake pro-
cedure can be initiated by the receiver itself when it has sufficient energy bud-
get. In this case, the receiver nano-device transmits a request to receive packet
to the whole nano-networks, thus communicating the amount of available en-
ergy and its status. This scheme is largely considered for centralized nano-
networks [163]–[165], also reducing the message overhead by following a one-
way handshake scheme [172], [173].
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1.2.4 The Physical Layer

The physical layer allows to transform logical bits in an analogical signal and trans-
mit it through a physical link which interconnects the transmitter and receiver nano-
devices. Accordingly, this layer defines the modulation scheme adopted to encode
the binary information and the transmission strategies (i.e., how the transmission
power is distributed in the frequency domain).

Modulation Schemes

In terahertz-band communications, the information is generally encoded by using
short pulses spread over a large bandwidth. Among all the possible approaches,
the scientific literature considers the Time Spread On-Off Keying (TS-OOK) as the
most promising modulation technique for the nanoscale, able to ensure both high
energy and communication efficiency [116] [174]. With TS-OOK, a logical 1 is en-
coded as a short pulse and a logical 0 is encoded as a silence. Moreover, the time
interval between two consecutive pulses is much longer than the pulse duration.
Consequently, three important advantages are ensured: the nano-devices have not
to be synchronized; the medium can be shared among multiple users without risk
of collisions; the nano-devices can harvest energy during off periods [117].

Transmission Strategies

At the nanoscale, communication performance in terms of capacity and SNR
strongly depends on the transmission strategy describing different distribution of
the transmitted power in the frequency domain. Nowadays, the scientific literature
mainly considered three transmission strategy, described below.

• Flat Transmission Strategy. The simplest way to allocate power in frequency do-
main is the flat communication strategy. In this case, the transmission power
is uniformly distributed across the entire bandwidth without any criteria or
restrictions [1]. The resulting power spectral density is flat for frequencies be-
longing to the operative bandwidth, otherwise it is equal to 0.

• Optimal Transmission Strategy. The optimal communication scheme allocate
the transmission power in order to maximize the channel capacity based on
the properties of communication channel (i.e., the total signal power must be
optimally distributed in the sub-bands which experience better channel con-
ditions) [1]. To this end, it is formulated an optimization problem solved by
following three constraints: first, the total transmission power must be lower
than the maximum available power over the entire operative bandwidth; sec-
ond, the power allocated in a single sub-band must be a fraction of the total
transmission power; third, the transmission sub-channels must be adjacent.
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• Pulse-Based Transmission Strategy. Given that the aforementioned transmission
strategies appear as ideal power allocation schemes, the scientific literature fo-
cuses on a third possible approach, named pulse-based communication. In this
case, the transmitter nano-device exploits innovative graphene-based nano-
antennas to generate a pulse modeled with a n-th derivative of a Gaussian
shape [1].

1.2.5 Energy-Harvesting and Energy-Aware Schemes for Terahertz-Band
Communications

Restricted dimensions of nano-devices strongly limit the amount of energy bud-
get useful for communication purposes at the terahertz band, thus impairing net-
work performance [131]. Accordingly, the scientific literature evaluated different
strategies for feeding nano-devices and providing continuous operations, such as
the adoption of nano-batteries and energy harvesting schemes. For instance, nano-
batteries composed by lithium [175] or silicon atoms encapsulated by a conduc-
tive carbon layer [176] are presented as potential opportunity for powering nano-
devices. However, given the size restrictions and typical application scenarios, nano-
batteries can be hard to replace once they are exhausted [131]. Regarding energy
harvesting mechanisms, instead, it is worthwhile to note that traditional harvest-
ing techniques (exploiting solar, thermal, and wind sources) are inefficient at the
nanoscale. Thus, it is important to introduce new energy harvesting models, like
those using mechanical and chemical sources [110], [165]. Among the others, piezo-
electric nanogenerators composed by lead zirconate titanate [93] or Zinc Oxide [85]
nanowires are widely considered as promising solutions for retrieving energy at the
nanoscale. Here, the vibrations or motions existing in the surrounding environment
bent or compress the nanowires generating an electric current at their ends which
charges an ultra-nanocapacitor [114]. The sources compressing the nanowires can
have a wide range of frequencies depending on the considered application scenario
(e.g., 1 Hz for the human heartbeat, 50 Hz for the air conditioning system of an
office) [94].

Nowadays, several contributions already studied the usage of piezoelectric
nanogenerators in nanoscale wireless communications. For example, [94] and [177]
model the energy state of nano-devices through Markov chain, while jointly consid-
ering the energy harvesting rate and the energy consumption due to the commu-
nication process. The study presented in [162] theoretically investigates the achiev-
able throughput of energy harvesting nanonetworks. Other contributions formulate
energy-aware mechanisms at different levels of the protocol stack: the energy bud-
get is used to define the time between two consecutive transmissions at the physical
layer [97], to control data dissemination in a wireless nano-sensor network [135],
[141], and to properly manage the MAC protocol [159], [160], [163]–[166].
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Chapter 2

Channel Modeling and
Energy-Aware Transmission
Strategies for Terahertz
Communications

The first Chapter of this thesis work demonstrated that the new frontier of nan-
otechnology is mainly supporting the design of novel and advanced biomedical ap-
plications. Here, the interaction among involved nano-devices can be enabled by
nanoscale wireless communications in the terahertz band [117]. Starting from these
premises, this Chapter firstly investigates physical transmission rates and communi-
cation ranges reachable in human tissues by modeling the communication channel
as a non-homogeneous and dispersive stratified medium, where each layer (stratum
corneum, epidermis, dermis and fat) is defined by its dielectric properties and thick-
ness [178]. Here, the electromagnetic field and the Poynting vector are calculated by
using the Finite-Difference Time-Domain (FDTD) technique, able to directly solve
the Maxwell equations in time domain. Starting from the aforementioned channel
model, the total path loss (expressed as the sum of spreading and absorption path
loss), the molecular noise temperature, and the noise power spectral density are
evaluated as a function of the communication frequency and the distance between
transmitter and receiver. To make the study more general as possible, two system
configurations (i.e., bottom-up and top-down) and three transmission strategies (i.e.,
flat, pulse-based, and optimal) are considered. In this context, since the communica-
tion process is energy-consuming, the usage of energy-aware and energy harvesting
mechanisms is extremely important to achieve long-lasting communications at the
nanoscale [110]. Accordingly, this Chapter also investigates a power control mecha-
nism based on the feedback control theory by considering a specific system config-
uration and transmission scheme. The control law is properly conceived for manag-
ing the communication in human tissues, where nano-devices are equipped with a
piezoelectric nanogenerator. The amount of energy spent to transmit an information
message is dynamically tuned by a proportional controller in a closed-loop control
scheme which jointly considers harvesting and discharging processes.
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2.1 The System Model

To deal with nanoscale communications and networking, it is important to know
how the signal propagates across the medium. Accordingly, this Section develops
an accurate channel model, taking into account two possible configurations depicted
in Figure 2.1. The first one refers to the top-down configuration, where it is assumed
that the transmitter is positioned outside the human body (but attached to the skin)
and the receiver is implanted. The second one refers to the bottom-up configura-
tion, where the position of transmitter and receiver is inverted with respect to the
previous case. The resulting channel model embraces absorption path loss, spread-
ing path loss, molecular noise temperature, and noise power spectral density. Such
models will be used for evaluating the SNR and the communication capacity as a
function of the distance between transmitter and receiver.

2.1.1 Total Signal Path Loss

The total signal path loss, i.e., A( f , z), defines the total level of attenuation offered to
the signal that propagates across the medium as a function of the distance between
transmitter and receiver z and the communication frequency f . According to [1],
it jointly takes care about the absorption path loss due to the absorption of human
tissues, i.e., Aabs( f , z), and the spreading path loss generated by the expansion of
waves in human body, i.e., Aspread( f , z). Thus, A( f , z) is defined as:

A( f , z) = Aspread( f , z) +Aabs( f , z). (2.1)

On the one hand, when an electromagnetic wave propagates through the
medium, several molecules are excited and start to vibrate. In this case, part of the
energy carried by the electromagnetic wave is lost or converted to kinetics energy
[1]. The absorption path loss or molecular loss, i.e., Aabs( f , z), describes the attenua-
tion produced by the vibration of molecules as a function of both distance between
transmitter and receiver, d, and communication frequency, f , that is:

Aabs( f , z) = 10 log
S( f , z)
S( f , z0)

= 10k( f )d log e, (2.2)

where S is the Poynting vectors, z0 is the z-coordinate of the reference section,
d = z− z0 is the considered path length and k( f ) is the medium absorption coef-
ficient.

On the other hand, the spreading path loss, i.e., Aspread( f , z), refers to the attenu-
ation due to the expansion of an electromagnetic wave propagating through a given
medium. It is defined as:

Aspread( f , z) = 20 log
(

4π
∫ z

z0

dz
λg( f , z)

)
, (2.3)
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(A) Top-down configuration.

x

z

y
30 µm

350 µm

1 mm

Air

Stratum Corneum

Epidermis

Dermis

Hypodermis

z0

z1

z2

z3

Transmitter Nano-Device

Receiver Nano-Device
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FIGURE 2.1: The possible considered transmitter and receiver config-
urations.
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FIGURE 2.2: Absorption path loss as a function of frequency and transmission range, evalu-
ated for the top-down configuration.

FIGURE 2.3: Spreading path loss as a function of frequency and transmission range, evalu-
ated for the top-down configuration.

where λg takes into account the stratified medium and depends on the distance from
the air-skin interface. Specifically, λg can be expressed as [178]:

λg( f , z) =



λg,1( f , z) 0 ≤ z ≤ z1

λg,2( f , z) z1 ≤ z ≤ z2

λg,3( f , z) z2 ≤ z ≤ z3

λg,4( f , z) z ≥ z3,

(2.4)
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(A) Top-down configuration.

(B) Bottom-up configuration.

FIGURE 2.4: Total path loss as a function of frequency and transmission range.

where
λg,k =

λ0√√√√√ ε′k
2

√1 +
(

ε′′k
ε′k

+
σk

f ε0ε′k

)2

+ 1


k = 1, 2, 3, 4 (2.5)

is the wavelength of the propagating wave within the k-th lossy medium, while λ0

is the free-space wavelength.
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Given the stratified channel model reported in Figure 2.1 and the resulting ana-
lytical formulations, Matlab scripts have been used to illustrate the behavior of the
channel model in conceivable nanoscale scenario. Specifically, the absorption path
loss offered by human tissues in the bandwidth from 0.5 THz to 1.5 THz is shown
in Figure 2.2. Without loss of generality, the reported results consider the top-down
configuration. The absorption path loss clearly appears as a frequency-selective at-
tenuation, which grows up when both transmission range and communication fre-
quency increase.

Figure 2.3, instead, depicts the obtained spreading path loss in human tissues
as a function of the transmission range and the communication frequency, evalu-
ated for the top-down configuration. In general, the spreading path loss registers
considerably high values at the nanoscale. But, in this specific use case, it appears
negligible with respect to the level of attenuation provided by the absorption path
loss.

Finally, Figure 2.4 shows the total path loss as a function of the distance between
transmitter and receiver and the communication frequency, by taking into account
both top-down and bottom-up configurations. Generally, the total path loss grows
up when the communication frequency and the transmission range increase. How-
ever, the comparison between Figure 2.4 (a) and Figure 2.4 (b) shows how the outer
skin layers introduce higher attenuation levels than the inner ones. Moreover, by
comparing Figure 2.4 (a) with both Figure 2.2 and Figure 2.3, it is evident how the
total path loss is mainly influenced by the molecular absorption, which generates a
loss up to 6 times higher than the one introduced by the expansion phenomenon.
Just to provide an example, with reference to the considered communication band-
width, the maximum value of the spreading path loss is 60.3 dB, while the absorp-
tion path loss registers a maximum value equal to 287.2 dB. Moreover, reported re-
sults fully confirm that the Terahertz band is strongly frequency-selective: in fact,
the propagation loss significantly increases with both communication frequency and
transmission range.

2.1.2 Molecular Noise Temperature and Noise Power Spectral Density

Molecular absorption also generates the molecular noise. Specifically, the equivalent
molecular noise temperature is computed as [178]:

Teq( f , z) = T0ε( f , z) = T0

[
1− S( f , z)

S( f , z0)

]
, (2.6)

where T0 is the reference temperature, equal to normal body temperature (i.e., T0 =

310K), S( f , z) is the Poynting vector, and ε( f , z) is the channel emissivity.
Starting from the equivalent noise temperature Teq(ω, z), it is possible to evaluate

the noise power spectral density, i.e., N(ω, z), as reported below:

N( f , z) = kBTeq( f , z), (2.7)
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where kB is the Boltzmann constant (i.e., kB = 1.380658× 10−23 J/K).
Now, by assuming a transmission bandwidth equal to B, the noise power regis-

tered at the receiver side, i.e., Pn( f , z), is evaluated as:

Pn( f , z) =
∫

B
N( f , z)d f = kB

∫
B

Teq( f , z)d f (2.8)

It is evident how the molecular noise increases with communication frequency and
transmission distance. This also suggests that it is highly frequency-selective, there-
fore non-white.

As depicted in Figure 2.5, the molecular noise temperature changes with com-
munication frequency and transmission distance. Indeed, the internal vibrations of
the medium molecules absorb the propagating electromagnetic field and convert the
carried energy to kinetic energy (first) and heat (then). In this context, the emissivity
of the channel could be expressed as a function of the absorption path loss and could
be set equal to 1-S( f , z)/S( f , z0).

To provide further insight, both top-down and bottom-up configurations are
taken into account. As already observed, the inner tissue layers register lower at-
tenuation levels. Consequently, the molecular noise temperature increases slower
when the bottom-up configuration is considered. On the other hand, in both con-
figurations it is important to note that, at the level of millimeters, the equivalent
molecular noise temperature is not very high, reaching maximum values approxi-
mately equal to 310 K (see Figure 2.5). The bounded level of the equivalent noise
temperature suggests that a communication link, with a tolerable signal to noise ra-
tio, can be established among transmitter and receiver located inside and outside the
human tissues at the Terahertz band.

2.1.3 The Considered Transmission Techniques

At the nanoscale, the communication capacity is strictly influenced by the transmis-
sion strategy and the adopted configuration (i.e., top-down and bottom-up config-
urations). Regarding the transmission strategies, this Chapter considers three ap-
proaches that differently distribute the transmitted power in the frequency domain.
They are: flat, pulse-based, and optimal transmission schemes.

Thanks to the strong selectivity of the nanoscale communication channel, the
SNR and the resulting upper bound of the channel capacity can only be evaluated
by dividing the total bandwidth B into many narrow sub-bands lasting ∆ f , where
the channel is non-selective in the frequency domain. Let S( fi, z) be the transmitted
signal power spectral density of the generic transmission in the i-th sub-band cen-
tered at the frequency fi at a distance z from the transmitter. The SNR for the i-th
sub-band at a distance d, i.e., SNR( f , z), can be computed as:

SNR( fi, z) =
S( fi, z)

A( fi, z)N( fi, z)
, (2.9)
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(A) Top-down configuration.

(B) Bottom-up configuration.

FIGURE 2.5: Molecular absorption noise temperature as a function of frequency and trans-
mission range.
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where A( fi, z) is the total channel path loss and N( fi, z) is the noise power spectral
density.

According to the Shannon theorem, the upper bound of the resulting channel
capacity can be evaluated by considering the summation of the sub-band contribu-
tions where the noise is supposed to be white. The resulting upper bound of the
channel capacity is equal to:

C(z) = ∑
i

∆ f log2 [1 + SNR( fi, z)] = ∑
i

∆ f log2

[
1 +

S( fi, z)
A( fi, z)N( fi, z)

]
. (2.10)

As demonstrated before, the total path loss A( fi, z) and the noise power spectral
density N( fi, z) are influenced by the communication frequency and the distance
between transmitter and receiver. On the contrary, the signal power spectral density
S( fi, z) is influenced by the adopted transmission strategy. As a result, the channel
capacity is strictly influenced by the adopted transmission strategy as well.

The Transmission Strategies

In what follows, let B = fM − fm be the total available bandwidth, where fm and
fM are the lower and the higher operative frequencies, respectively. When a pulse
is transmitted the power Ptx is distributed in the frequency domain according to the
flat, optimal, pulse-based communication scheme.

• Flat Communication Strategy. In the flat communication, the transmitted power
spectral density is equal to:

S f lat( f , z) =

S0 =
Ptx

B
fm ≤ f ≤ fM

0 otherwise
(2.11)

• Optimal Communication Strategy. In the optimal communication scheme, in-
stead, the signal power spectral density is computed by solving the optimiza-
tion problem:

maximize

{
∑

i
∆ f log2

[
1 +

Sopt( fi, z)
A( fi, z)N( fi, z)

]}
(2.12)

by jointly taking into account the following three constraints:

1. The total transmission power, expressed as the sum of the signal power
spectral density for each sub-bands multiplied by the sub-channel width
∆ f , cannot exceed the maximum available power over the entire band-
width Ptx:

∑
i∈Ω

Sopt( fi, z)∆ f ≤ Ptx; (2.13)
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2. The power in a single sub-band should be a fraction, γ, of the total trans-
mission power:

Sopt( fi, z)∆ f ≤ γPtx ∀i ∈ Ω, γ ∈ ]0, 1] ; (2.14)

3. The chosen transmission sub-channels must be adjacent:

Ω = {i|iminΩ ≤ i ≤ imaxΩ} . (2.15)

The optimization problem formulated in Eq. (2.12) can be solved by using
the method of Lagrange multipliers and verifying the three aforementioned
constraints. First of all, by considering the first constraint, the optimization
problem can be expressed as:

max

{
∑

i
∆ f
(

log2

[
1 +

Sopt( fi, z)
A( fi, z)N( fi, z)

]
+ λSopt( fi, z)

)
− Ptx

}
(2.16)

where λ is the Lagrange multiplier. To find the maximum value, the derivative
of the argument of Eq. (2.16) with respect to Sopt( fi, z) is put equal to zero, thus
obtaining:

ln(2)[Sopt( fi, z) + A( fi, z)N( fi, z)] = λ−1 ∀i (2.17)

As a consequence, the overall channel capacity is maximized when:

Sopt( fi, z) = β− A( fi, z)N( fi, z), (2.18)

where β is a constant value which can be computed by means of an iterative
procedure, following the water-filling principle. In particular, at the n-th step,
β is equal to:

β(n) =
1

L(n)

[
Ptx

∆ f
+ ∑

i
A( fi, z)N( fi, z)

]
, (2.19)

where L(n) is the number of sub-bands at the n-th step. In details, to eval-
uate L(n) value, the signal power spectral density Sopt( fi, z) is computed by
considering Eq. (2.18): if Sopt( fi, z) ≤ 0, the corresponding value is set to
0 and the considered sub-band is excluded for the following iterative cycles.
The procedure can be stopped when there are no other sub-bands with a neg-
ative Sopt( fi, z) value. At the end, the total signal power appears optimally
distributed in the sub-bands which experience better channel conditions.

It is important to remark that, due to the monotonic behavior of the total path
loss, as demonstrated in the previous Section, the selected sub-bands are al-
ready adjacent and, consequently, the third constraint is intrinsically respected.

• Pulse-Based Communication Strategy. Flat and optimal transmission schemes, in
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FIGURE 2.6: Examples of pulses generated with the pulse-based communication scheme.

fact, are ideal approaches. Nanotechnology (and in particular graphene-based
nano-antennas), instead, allows the transmission of pulses having Gaussian

shapes in the time domain. Let p(t) =
1

s
√

2π
e−(t−µ)2/(2s2) be a Gaussian-based

pulse, where µ is its mean value and s is the related standard deviation. The
pulse-based communication approach models the transmitted pulse through
the n-th derivative of p(t), whose representation in the frequency domain is:

φ(n)( f , z) = (2π f )2ne(−2πs f )2
(2.20)
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Thus, the signal power spectral density of the n-th time derivative is still
Gaussian-shaped and could be described as:

S(n)
pulse( f , z) = a2

0φ(n)( f , z) = a2
0(2π f )2ne(−2πs f )2

, (2.21)

where a0 is a normalizing constant to adjust the pulse total energy, which is
obtained as a2

0 = Ptx/
∫ fM

fm
φ( f , z)d f .

Figure 2.6 shows examples of Gaussian-based pulses, obtained by setting n in
the range from 1 to 3. Note that, while the pulse duration remains constant
(i.e., equal to 100 f s), the number of oscillations grows up with the derivative
order n.

2.1.4 Analysis of Physical Transmission Rates and Communication
Ranges

In what follows, it is considered the TS-OOK as modulation scheme. Accordingly,
the bit 1 is encoded with a femto-second long pulse and the bit 0 is encoded with
the silence. In line with [1], [94], [116], [141], [179], [180], the performance of a
nanoscale communication system are evaluated by assuming that the pulse energy
and the pulse duration are equal to 500 pJ and 100 fs, respectively. Thus, the resulting
amount of power for each transmitted pulse is set to Ptx = 500pJ/100 f s = 5kW. Fur-
thermore, when the pulse-based communication strategy is evaluated, the deriva-
tive order n of the Gaussian pulse is chosen in the range from 1 to 3 (as already
shown before). Whereas, its standard deviation s is set to 0.15. Note that the afore-
mentioned parameters are used only to test the behavior of the proposed channel
model without considering any energy constraints.

The Computed SNR

Figures 2.7, 2.8, and 2.9 show the SNR estimated for top-down configuration with
flat, pulse-based, and optimal transmission schemes, respectively. Similarly, Figures
2.10, 2.11, and 2.12 depict the SNR estimated with different transmission schemes
for bottom-up configuration. First of all, it is possible to observe that these con-
figurations show a common behavior. In both cases, accordingly to the total path
loss trend, the SNR grows up when the communication frequency and the distance
between source and destination node decrease. On the other hand, given the dis-
tance from the source node, the bottom-up configuration registers higher values of
SNR than the top-down approach. This is again justified through the total path loss
behavior: the inner layers of the stratified medium introduce lower path loss than
the outer ones. This anticipates that the direction of the communication in human
tissues influences the resulting link capacity.

Furthermore, by taking into account different communication schemes, the be-
havior of flat and pulse-based transmission strategies is not completely the same,
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FIGURE 2.7: SNR obtained for the top-down configuration with flat transmission.

(A) n=1

(B) n=2

(C) n=3

FIGURE 2.8: SNR obtained for the top-down configuration with pulse-based transmission.

and this will bring to different values of the communication capacity (as illustrated
later). Moreover, the study of the optimal transmission scheme brings to two impor-
tant considerations. First, it is possible to note that the SNR can be evaluated only
for a limited portion of the bandwidth, based on the power profile solution of the
optimization problem. Second, the adoption of the optimal power profile brings to
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FIGURE 2.9: SNR obtained for the top-down configuration with optimal transmission.

FIGURE 2.10: SNR obtained for the bottom-up configuration with flat transmission.

SNR values that slightly reduces with the distance between communicating nodes,
while maintaining similar values in the frequency domain.

The Obtained Channel Capacity

The upper bound of the channel capacity, obtained according to Eq. (2.10), is de-
picted in Figure 2.13 and Figure 2.14. Also in this case, several differences can be
observed between top-down and bottom-up configurations. As already envisioned,
given the distance from the source node, the bottom-up direction ensures higher
channel capacity. On the other hand, in any case, the channel capacity decreases
with the transmission range. This clearly highlights the destroying effect of the path
loss, which is even more evident when the distance between transmitter and receiver
increases.

As expected, the optimal transmission scheme reaches optimal performance. At
the same time, the more realistic approach, based on the transmission of Gaussian-
based pulses, generally achieves the lowest performance, which in turn get worse
when the derivative order n of the Gaussian-based pulse increases. In summary,
it is possible to conclude that a channel capacity in the order of Tbps can be only
reached for transmission ranges less than 2 mm and 4 mm when the top-down and
the bottom-up configuration are considered, respectively. Furthermore, when the
distance between the source node and the destination device exceeds 9 mm (top-
down) and 9.5 mm (bottom-up), communication capabilities are extremely injured
(i.e., the channel capacity becomes lower than 1 bps).
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(A) n=1

(B) n=2

(C) n=3

FIGURE 2.11: SNR obtained for the bottom-up configuration with pulse-based transmission.

FIGURE 2.12: SNR obtained for the bottom-up configuration with optimal transmission.
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FIGURE 2.13: Channel capacity as a function of the transmission range, evaluated for the
top-down configuration.
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FIGURE 2.14: Channel capacity as a function of the transmission range, evaluated for the
bottom-up configuration.

2.1.5 Final Considerations

This Section investigated physical transmission rates and communication ranges
reachable in human skin. To this end, a sophisticated channel model taking into ac-
count the spatial dependence of the skin permittivity has been formulated. Indeed,
electromagnetic field and the Poynting vector were calculated by using the FDTD
technique, while path loss, noise power spectral density, and SNR were evaluated
as a function of the communication frequency and the distance between transmitter
and receiver. Starting from these models, physical transmission rates and communi-
cation ranges have been calculated by varying the transmission techniques and the
positions of both transmitter and receiver. The obtained results demonstrate that a
physical data rate in the order of Tbps can be only reached for transmission ranges
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less than 2 mm. When the distance between transmitter and receiver exceeds 9 mm,
communication capabilities are extremely impaired (i.e., the physical data rate tends
to be lower than 1 bps). These important findings are extremely useful to drive
future research activities devoted to the design of innovative networking method-
ologies, protocols, and algorithms for the nanoscale.

2.2 The Control System

Starting from the system model previously described, this Section considers a nano-
device implanted in the human body and fed by a piezoelectric nanogenerator. It is
able to collect biomedical information (e.g., the presence of sodium, glucose, other
ions in blood, cholesterol, cancer biomarkers, and other infectious agents) and com-
municate them to a receiver positioned on the skin surface by means of electromag-
netic waves in the terahertz band (i.e., bottom-up configuration). Then, the obtained
information can be transmitted to a remote device through traditional communica-
tion paradigms. The reference scenario is depicted in Figure 2.15.

Transmitter
nano-device

Receiver
nano-device

Remote
device

Terahertz
communication

Traditional
communication

FIGURE 2.15: The reference scenario.

The main analytical symbols used in this Section are reported in Table 2.1.

2.2.1 Transmission Scheme and Resulting Channel Capacity

At the physical layer, the nano-device sends messages of M bits by using the TS-
OOK modulation scheme. These messages are generated according to a Poisson
distribution with parameter λ. The duty cycle of the signal to transmit represents
the ratio between the total amount of time spent to transmit the bits 1 of a frame
and the frame duration itself. Thus, considering a probability of bit 1 equal to ω,
a pulse duration of Tp, and an average inter-arrival message time 1/λ, the average
duty cycle of the signal to transmit is equal to:

η̄ = ωMTpλ. (2.22)

With TS-OOK, the bit 1 is encoded by means of a short pulse (i.e., Tp = 100
fs), and the bit 0 is represented by the silence. The pulse shape is modeled as a
derivative of the Gaussian function with mean µ and standard deviation σ: s(t) =
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TABLE 2.1: List of the main symbols used in this Section.

Symbol Description

Tp,Ep
Time interval needed to transmit a pulse and resulting consumed
energy

M Number of bit per frame
λ Average number of frames per second

σ, µ Standard deviation and mean of the Gaussian pulse
d Distance between transmitter and receiver nano-devices

f , fm, fM
Communication frequency, lower operative frequency, and higher
operative frequency

Aabs( f , d),
Aspread( f , d), A( f , d) Absorption, spreading, and total path loss

S( f ), N( f , d) Signal power spectral density and noise power spectral density
C(d) Upper bound of the channel capacity

η(t), η̄ Duty cycle of the signal to transmit and its average value
ω Occurrence probability of bit 1

vn, in(t), Rn
Generator voltage, generator current, and resistance of the circuit
modeling the harvesting process

hn Amount of harvested energy per cycle
tn Time duration of the harvesting cycle
Cn Capacitance of the ultra-nanocapacitor

ic(t) Current through the ultra-nanocapacitor
il(t) Load current modeling the discharging process

g Proportional gain of the controller

Vc(t),
•

Vc(t) Voltage across the ultra-nanocapacitor and its variation
E0 Set point of the closed-loop control scheme
E Available energy budget at the ultra-nanocapacitor

Emin Minimum amount of energy required to transmit bit 1
Ec Amount of energy consumed per frame at the equilibrium
V∞ Equilibrium point of the closed-loop control scheme

(σ
√

2π)−1e−(t−µ)2/(2σ2) [1]. Considering the first derivative of that Gaussian func-
tion, the signal power spectral density of the pulse-based signal is:

S( f ) =

 EpTp∫ fM
fm

(2π f )2e(−2πσ f )2 d f

 (2π f )2e(−2πσ f )2
(2.23)

where Ep, fm, and fM are the energy associated with a transmitted pulse, the lower
operative frequency and the higher operative frequency, respectively.

According to the Shannon theorem described in Section 2.1.3 and considering
(2.23), the upper bound of the channel capacity is affected by the pulse energy, Ep:

C(d) = ∑
i

∆ f log2 [1 + SNR( fi, d)] =

= ∑
i

∆ f log2

1 +

(
EpTp∫ fM

fm
(2π f )2e(−2πσ f )2 d f

)
(2π fi)

2e(−2πσ fi)
2

A( fi, d)N( fi, d)

.

(2.24)
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FIGURE 2.16: (a) Harvesting mechanism and (b) equivalent circuit modeling harvesting and
discharging processes.

2.2.2 The Conceived Control Law

As depicted in Figure 2.16 (a), the nano-device retrieves energy from the vibrations
in the surrounding environments by means of a piezoelectric nanogenerator com-
posed by an array of ZnO nanowires [85], converts the alternating current in a direct
one with a rectifier element, and stores the energy within an ultra-nanocapacitor.
The retrieved energy is used to feed the communication processes.

The amount of energy available within the ultra-nanocapacitor is computed by
jointly considering the harvesting and the discharging processes. According to [94],
[177], the harvesting process is modeled through an ideal voltage source, vn, in series
with a resistor, Rn, and the ultra-nanocapacitor, Cn. This source generates an amount
of charge per cycle, hn, every tn seconds. Let in(t), ic(t) and Vc(t) be the generator
current, the current passing through the ultra-nanocapacitor and the voltage across
the ultra-nanocapacitor, respectively. The discharging process, instead, is modeled
as a current source in parallel with the ultra-nanocapacitor with a load current il(t).
The resulting equivalent circuit describing the harvesting and discharging processes
is shown in Figure 2.16 (b).

The methodology investigated herein allows a nano-device to dynamically tune
the energy consumed for the transmission of a M-bits long frame starting from the
amount of available energy with a feedback control scheme. Accordingly, the load
current il(t) is dynamically tuned with a proportional controller. The control law is
designed with the aim of obtaining a positive value of il(t), causing a positive en-
ergy consumption during the transmission of information messages. Accordingly,
the proportional gain can only be greater than 0 (i.e., g > 0) and the energy budget
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FIGURE 2.17: The investigated closed-loop control scheme.

available at the ultra-nanocapacitor, E, is used as feedback variable. Furthermore,
a null set point is considered (i.e., E0 = 0), so that the load current, il(t), is pro-
portional to the available energy budget. The resulting feedback control system,
depicted in Figure 2.17, is analytically modeled by considering the voltage across
the ultra-nanocapacitor, Vc(t), as the state variable. The time variation of the voltage

across the ultra-nanocapacitor,
•

Vc(t), caused by the aforementioned harvesting and
discharging processes is modeled by the following state equation:

•

Vc(t) =
vn

RnCn
− Vc(t)

RnCn
− gη(t)Vc(t)

2

2
. (2.25)

Since E = CnVc(t)
2/2, the resulting closed-loop control scheme is nonlinear.

Equilibrium Point

After a transitory time, the system usually reaches one of the equilibrium points
where it will remain for all future time. Analytically, for a continuous-time dynam-
ical system, the equilibrium points are found by assuming a constant input (i.e.,

the average duty cycle of the signal to transmit, η̄) and by imposing
•

Vc(t) = 0.
Note that the equilibrium point should be a positive value. A negative equilibrium
point, in fact, implies an inversion of the polarization of the voltage across the ultra-
nanocapacitor, meaning that the load drains more current than the one generated
by the harvesting process. Indeed, the only acceptable equilibrium point for the
considered system is:

V∞ =
−1 +

√
1 + 2η̄vngRnCn

η̄gRnCn
. (2.26)

Acceptable Value for the Proportional Gain

Besides the initial assumption on the proportional gain (i.e., g > 0), other technolog-
ical constraints should be considered in order to evaluate the range of its acceptable
values.
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First, the equilibrium point in (2.26) must assume real values. Thus, the squared
root and the denominator are set greater and different from zero, respectively:

1 + 2η̄vngRnCn ≥ 0 and η̄gRnCn 6= 0. (2.27)

The analytical result of (2.27) states that g ≥ −1/2η̄vnRnCn and g 6= 0. Therefore,
considering the initial assumption on the proportional gain (i.e., g > 0), this first
condition is always verified.

Second, as highlighted in the derivation of the equilibrium point, it cannot be a
negative value (i.e., V∞ > 0). This condition is always verified when g > 0.

Third, the equilibrium point cannot exceed the source voltage, vn, that is V∞ ≤
vn. Accordingly:

V∞ =
−1 +

√
1 + 2η̄vngRnCn

η̄gRnCn
≤ vn. (2.28)

Also in this case, this condition is always satisfied when g > 0.
Finally, the fourth constraint states that the load current il(t) and, in

turns, the amount of consumed energy at the equilibrium, Ec, computed by
the closed-loop control scheme should ensure the transmission of one packet
entirely composed by 1-bits guaranteeing the target Shannon capacity level:
Ec = il(t)Vc(t)λ−1|V∞,η̄ ≥ Emin, where Emin = MEp. Indeed, given that
il(t) = gCnη(t)Vc(t)

2/2, it comes that:

Ec =
Cnη̄gV∞

3

2λ
≥ Emin. (2.29)

Analytically, (2.29) is verified if −
√

(vnλ−1(3EminRn−vn2λ−1))2−4E3
minλ−1Rn

3

E2
min η̄CnRn

3

− vnλ−1(3EminRn−vn
2λ−1)

E2
min η̄CnRn

3 ≤ g ≤
√

(vnλ−1(3EminRn−vn2λ−1))2−4E3
minλ−1Rn

3

E2
min η̄CnRn

3

− vnλ−1(3EminRn−vn
2λ−1)

E2
min η̄CnRn

3 .
To sum up, among all the studied conditions, the fourth constraint determines

both the upper and the lower bounds to the acceptable range of values of g.

Stability Analysis

The state equation in (2.25) can be linearized around the equilibrium point, V∞,

by using the Taylor series:
•

Vc(t) = f (Vc(t), η(t)) ≈ f (V∞, η̄)+∇f (V∞, η̄) ·[
Vc(t) D(t)

]T
, where f (V∞, η̄) = 0 by definition, Vc(t) = Vc(t)− V∞ and D(t) =

η(t)− η̄. Considering Vc(t) as the new state variable, the linearized state equation
can be written as:

•

V c(t) =
∂ f (Vc(t), η(t))

∂Vc(t)

∣∣∣∣
V∞,η̄
Vc(t) +

∂ f (Vc(t), η(t))
∂η(t)

∣∣∣∣
V∞,η̄
D(t) =

=

(
− 1

RnCn
− η̄V∞g

)
Vc(t)−

gV∞
2

2
D(t).

(2.30)
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TABLE 2.2: Summary of simulation parameters.

Parameters Values References
Tp 100 fs [94]
vn 0.42 V [85], [94]
Cn 9 nF [94], [96], [114]
hn 6 pC [94], [96], [114]
tn 1 s [85], [94]
σ 0.15 [178]
f [0.5 THz - 1.5 THz] [178]

M 40 bit - 100 bit [94], [96]
λ 10−2 frames/s - 10−3 frames/s - 10−4 frames/s
d 3 mm - 4 mm - 5 mm [94], [178]
C 1 Mbps [117]

The asymptotic stability around the equilibrium point of the linearized sys-
tem in (2.30) is studied by posing the coefficient of Vc(t) less than 0 [181], that is:
−1/(RnCn)− η̄V∞g < 0. By substituting (2.26) in this inequality, it comes
−
√

1 + 2η̄vngRnCn/RnCn < 0 which is always verified. Therefore, considering the
initial assumption on the proportional gain (i.e., g > 0), it comes that the system
having the state equation defined in (2.25) is asymptotically stable around V∞ for
any g > 0.

2.2.3 Numerical Results

The following numerical analysis aims at evaluating the behavior of the investigated
feedback control scheme in conceivable biomedical scenarios, while considering dif-
ferent communication distances, frame sizes, and message generation statistics. The
results are obtained through Matlab scripts, modeling the system described in Sec-
tion 2.2.1 and 2.2.2.

Regarding the harvesting process, the proposed study considers the human
heartbeat as energy source. According to [85], [94], the time duration of the harvest-
ing cycle and the generator voltage are equal to 1 s and 0.42 V, respectively. Given
that the size of both piezoelectric nanogenerator and ultra-nanocapacitor strongly
affect the capacitance of the ultra-nanocapacitor, Cn, and the amount of harvested
energy per cycle, hn, [94], [96], [114], when these sizes are equal to 1000 µm2, rea-
sonable values for Cn and hn are 9 nF and 6 pC, respectively. The source resistor is
set to Rn = vntn

hn
[94]. Starting from the propagation model presented in [178], the

standard deviation of the pulse is set to σ = 0.15 and the communication frequency
spans from 0.5 THz to 1.5 THz. To evaluate the impact of application settings on
the system performance, the proposed analysis considers two frame sizes, that are
M = 40 bit [96] and M = 100 bit [94], and an average number of frames per second,
spanning from 10−2 frames/s to 10−4 frames/s. The values of system parameters
used throughout the numerical evaluation are summarized in Table 2.2.
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FIGURE 2.18: Upper bound of the channel capacity.

TABLE 2.3: List of the minimum and maximum acceptable proportional gain values.

d = 3 mm d = 4 mm d = 5 mm

M = 40

bit

M = 100

bit

M = 40

bit

M = 100

bit

M = 40

bit

M = 100

bit

λ = 10−2

frames/s

gmin [V−1s−1] 6.03x108 6.07x108 1.16x1011 unfeasible unfeasible unfeasible

gmax [V−1s−1] 1.5x1017 9.48x1015 7.74x1012 unfeasible unfeasible unfeasible

λ = 10−3

frames/s

gmin [V−1s−1] 6x108 6x108 6.3x1010 6.8x1010 unfeasible unfeasible

gmax [V−1s−1] 1.5x1020 9.6x1018 1.43x1016 8.46x1014 unfeasible unfeasible

λ = 10−4

frames/s

gmin [V−1s−1] 5.94x108 5.99x108 6.03x1010 6.07x1010 1.16x1013 unfeasible

gmax [V−1s−1] 1.5x1023 9.6x1021 1.5x1019 9.5x1017 7.74x1014 unfeasible

Figure 2.18 shows the upper bound of the channel capacity obtained according to
(2.24) as a function of the communication distance and the pulse energy. Considering
the target Shannon capacity equal to 1 Mbps, different communication distances
equal to d = 3 mm, d = 4 mm, and d = 5 mm can be reached by setting the
minimum required energy per pulse to Emin = 10 fJ, Emin = 1 pJ, and Emin = 100 pJ,
respectively. These quantities are in line with the current state of the art [94], [117],
[182].

Given the constraints presented in Section 2.2.2, Table 2.3 reports the range of
acceptable values for the proportional gain considering the aforementioned param-
eter settings. It is important to note that the range of acceptable g drastically reduces
with the frame size, the communication distance, and the average number of frames
per second. Moreover, the configuration with communication distance equal to 4
mm, 100 bit per frame, and λ = 10−2 frames/s has not acceptable proportional gain
values and it is unfeasible. As well, increasing of the communication distance to
5 mm makes unfeasible all the configurations, except the one for M = 40 bit and
λ = 10−2 frames/s. For the following analysis, only the communication distances
equal to 3 mm and 4 mm are taken as example and a common intermediate value
of g (i.e., gint = 7.74x1011 V−1s−1) is chosen starting from the resulting acceptable
ranges.
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(A) M = 40 bit, d = 3 mm
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(B) M = 100 bit, d = 3 mm
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(C) M = 40 bit, d = 4 mm
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(D) M = 100 bit, d = 4 mm

FIGURE 2.19: Variation of the state variable, Vc(t), in the time domain.

Figure 2.19 depicts the variation of voltage across the ultra-nanocapacitor, Vc(t),
in the time domain as a function of the communication distance, d, the frame size,
M, and the average number of frames per second, λ. Globally, the equilibrium point,
V∞, decreases when λ increases. In fact, given the frame size M and the distance be-
tween transmitter and receiver d, a higher λ implies a lower time interval between
consecutive message generations. This way, the system has less time to retrieve en-
ergy, leading to a lower energy budget and a lower equilibrium point. At the same
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(A) M = 40 bit, d = 3 mm
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(B) M = 100 bit, d = 3 mm
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(C) M = 40 bit, d = 4 mm
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(D) M = 100 bit, d = 4 mm

FIGURE 2.20: Variation of the consumed energy in the time domain.

time, when the transmitter has to transmit a higher number of bit per frame, M,
the energy budget decreases, thus reducing the value of the equilibrium point. It is
worthwhile to note that, given the value of g, the communication distance does not
affect the value of the equilibrium point. Moreover, the oscillations of the voltage
value around the equilibrium point are more evident with lower value of λ due to
relationship between the amount of consumed energy and the voltage at the equi-
librium.
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The effect of λ, d, and M on the variation of the consumed energy in the time do-
main is shown in Figure 2.20. First of all, the energy consumed at the equilibrium, Ec,
is usually higher when M increases. Moreover, the decreasing of the average num-
ber of frames per second, λ, implies the increment of Ec. In fact, as demonstrated for
the equilibrium point, higher values of λ correspond to lower energy budget. Thus,
given the proportional gain g, the amount of energy consumed for the communi-
cation process is lower. Also in this case, when the g is fixed, the communication
distance does not affect the value of the energy consumed at the equilibrium. On the
other hand, the minimum amount of energy required to transmit a message entirely
composed by 1-bits, Emin, obviously increases when the number of bit per frame and
the communication distance increase. In any case, the amount of energy consumed
at the equilibrium is higher than Emin.

As shown in Figure 2.21 (a), the voltage across the ultra-nanocapacitor and the
amount of energy consumed for the packet transmission is also affected by the pro-
portional gain, g. Given the average number of frames per second, the number of bit
per frame and the communication distance, the equilibrium point increases when g
decreases. In fact, lower values of g imply a decrement of the percentage of energy
consumed for transmission purposes, allowing the system to reach higher equilib-
rium point. Combining the voltage across the ultra-nanocapacitor at the equilibrium
and the value of the proportional gain, indeed, the maximum amount of energy is
consumed when an intermediate value of g is used (see Figure 2.21 (b)).

2.2.4 Final Considerations

This Section investigated a power control scheme for a nano-device fed by a piezo-
electric nanogenerator and willing to communicate in human tissues through wire-
less communication in the terahertz band. After deriving the state equation of the
resulting nonlinear system, the study of technological constraints and asymptotic
stability provided the suitable range of values for the proportional gain. Finally, nu-
merical examples showed the behavior of the proposed control approach in biomed-
ical conceivable scenarios. This study demonstrated that the equilibrium point de-
creases when the inter-arrival message time decreases and the frame size increases,
the resulting energy consumed at the equilibrium usually increases when the num-
ber of bit per frame and the inter-arrival message time increase, the increasing of the
proportional gain implies the decreasing of the equilibrium point, and the maximum
energy consumption is obtained when intermediate values of the proportional gain
are used.
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FIGURE 2.21: Variation of (a) the state variable and (b) the consumed energy in the time
domain during the transmission of a sequence of packets by considering three different ac-

ceptable values of g, λ = 10−2 frames/s, M = 40 bit, and d = 4 mm.
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Chapter 3

Feedback Control Approaches in
Diffusion-Based Molecular
Communications

Differently from terahertz band communications, the DMC paradigm promises to
enable data exchange among bio-inspired nanodevices by encoding information
messages with bursts of biochemical particles, which diffuse into the medium with-
out requiring any biological infrastructure [3], [16], [183]. Also in this context,
nano-devices can leverage nano-batteries of limited capacity, while consuming non-
negligible energy for the generation, the release, and the reception of molecules [39],
[79]. The introduction of energy harvesting mechanisms, hence, is fundamental for
achieving long-lasting communications also in DMC scenarios [16]. As deeply dis-
cussed in Chapter 1, the molecule harvesting technique [101]–[105] and energy har-
vesting mechanisms at the nanoscale exploiting mechanical and chemical sources
[110], [112] emerged as possible approaches to solve this issue.

Nevertheless, the joint integration of energy-harvesting mechanisms that lever-
age piezoelectric nanogenerators and energy-aware transmission scheme for DMCs
still remains an unexplored research topic. To bridge this gap, this Chapter will pro-
pose a feedback control approach for dynamically adapting the transmission power
(i.e, the number of emitted molecules) in a DMC system. Specifically: 1) by inher-
iting from the work in [94], the harvesting process is modeled as an ideal voltage
source in series with a resistor and a ultra-nanocapacitor; 2) the discharging process
is modeled through a current generator in parallel with the aforementioned ultra-
nanocapacitor; 3) the load current is dynamically tuned through a proportional con-
troller in a closed-loop control scheme by simultaneously considering harvesting
and discharging processes. First, the considered system model, including trans-
mission, propagation, reception, harvesting, and discharging processes is discussed.
Then, the resulting control system is described by considering, first, a continuous
time nonlinear state equation and, then, a discrete time nonlinear state equation.
The behavior of both control systems is finally evaluated in conceivable scenarios by
considering different configuration parameters.
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FIGURE 3.1: The considered system model for transmission, propagation, and reception
processes.

3.1 The System Model

The molecular communication system considered herein includes a point transmit-
ter fed by a piezoelectric nanogenerator, an aqueous propagation medium where
molecules freely diffuse, and a spherical receiver equipped with homogeneously
distributed receptors (see Figure 3.1). Transmitter and receiver are supposed to be
synchronized, according to one of the mechanisms already proposed in the litera-
ture [184], [185]. Under these assumptions, this Section aims at properly modeling
the transmission, the propagation, and the reception processes, along with the har-
vesting and discharging processes. Table 3.1 reports the main analytical symbols.

3.1.1 Transmission Process

The transmitter emits N bits long frames by using the OOK modulation. Each bit
lasts Ts. As shown in Figure 3.2, instead, the time interval Tb required to release a
burst of molecules is much smaller than the symbol duration: Tb � Ts. By assuming
a constant bit rate source, the time interval between the generation of two consecu-
tive frames is defined as Tf = NTs + Ti, where Ti is the idle time between the end of
a frame transmission and the beginning of the next frame. Let tk be the time instant
at the beginning of the k-th frame, that is Tf = tk+1 − tk. During the k-th frame, a
total amount of Mk molecules is released. The duty cycle of the signal to transmit
during the k-th frame, η(k), it represents the ratio between the amount of time spent
to release the bursts of molecules encoding the set of bits 1 in the frame and the total
frame duration. Given the occurrence probability of bit 1, ω, its average value, η̄,
and variance, σ2

η̃ , are equal to:

η̄ =
ωNTb

NTs + Ti
, (3.1)

σ2
η̃ =

ω2NTb
2

(NTs + Ti)2 . (3.2)
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TABLE 3.1: List of the main analytical symbols.

Symbols Descriptions
Tf Time interval between the generation of two consecutive frames
N Frame size
d Communication distance
ω Occurrence probability of bit 1
vn Generator voltage
Rn Resistance of circuit modeling the harvesting process
Cn Capacitance of the ultra-nanocapacitor
in(t) Generator current
ic(t) Current through the ultra-nanocapacitor
il(t) Load current
hn Harvested energy per cycle
tn Duration of the harvesting cycle
η Transmission signal duty cycle
η̄ Average transmission signal duty cycle
q Quantization noise
q̄ Average quantization noise
L Number of quantization levels
∆q Quantization step size
Vc Voltage across the ultra-nanocapacitor
E Available energy within the ultra-nanocapacitor
p Transmission power per frame
g Proportional gain of the controller
V∞ Equilibrium point
ξ Discharging conversion rate
φmin Minimum frame transmission energy
φmax Maximum frame transmission energy
e Energy consumed for the communication process
σ2

Ṽc
Variance of the voltage across the ultra-nanocapacitor

σ2
q̃ Variance of the quantization noise

σ2
η̃ Variance of the transmission signal duty cycle

τ Time constant of the linearized system

3.1.2 Propagation Process

The considered propagation channel follows a typical DMC system, where the emit-
ted molecules freely diffuse in a fluid medium and create differences in particle con-
centration detected at the receiver side. Since the concentration of emitted parti-
cles typically is much lower than the medium particle concentration, the molecules
displacement is modeled by a Brownian motion, according to which information
particles diffuse independently from each other and their motion is affected by the
diffusion coefficient D. Under these assumption, considering a burst of m released
molecules, the molecules concentration at distance d and time t is derived by the
Fick’s law of diffusion [183], that is:

c(d, t) =
m

(4πDt)
3
2

e−
d2

4Dt (3.3)
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FIGURE 3.2: The considered transmission scheme.

The concentration of molecules reaching the receiver is affected by the diffusion
noise and inter-symbol interference [68]. The former, nd(d, t), is due to collisions
of information molecules with each other and with the fluid particles in the prop-
agation medium. It can be modeled as an additive white Gaussian noise with zero
mean and variance depending on the measured signal [186]. The latter, nI(d, t), in-
stead, considers the molecular concentration related to the previously transmitted
symbols. Indeed, the actual concentration of molecules reaching the receiver side at
distance d and time t is equal to:

cr(d, t) = c(d, t) + nd(d, t) + nI(d, t). (3.4)

3.1.3 Reception Process

According to the ligand-receptor reaction [68], the variation of the number of
molecules really captured by the receiver, zr(d, t), is given by:

dzr(d, t)
dt

= k f rcr(d, t)− k f cr(d, t)zr(d, t)− krzr(d, t), (3.5)

where r is the number of receptors, k f is the forward reaction rate (with a unit of
measurement of m3/s), kr is the reverse reaction rate (with a unit of measurement
of s−1). The signal is sampled in order to detect the maximum number of molecules
received in each time slot and it is compared with a given threshold, Θ. If the mea-
sured signal is higher than the aforementioned threshold, the receiver assumes that
the received bit is equal to 1, otherwise the symbol is decoded as 0.

3.1.4 Harvesting and Discharging Processes

The transmitter hosts a piezoelectric nanogenerator, harvesting energy through an
array of ZnO nanowires excited by vibrations of the surrounding environment (e.g.,
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the human heartbeat in in-vivo applications) [85], [86], [88]–[91]. The generated al-
ternating current signal is converted into a direct current source by means of a recti-
fier element. The available energy is finally stored in an ultra-nanocapacitor and con-
sumed during the transmission process [94], [96], [99], [100]. The equivalent circuit
in Figure 3.1 models the harvesting and the discharging processes. The harvesting
process is modeled through an ideal voltage source, vn, which generates a current,
in(t), in series with a resistor, Rn[94]. The voltage generator reproduces the harvest-
ing source providing an amount of electric charge hn every cycle time of tn seconds.
The value of hn considers the loss due to the conversion between mechanical and
electrical energy [94]. The amount of energy harvested by the surrounding environ-
ment is stored in an ultra-nanocapacitor with a capacitance Cn. The voltage across
the ultra-nanocapacitor and the current passing through it are denoted with Vc(t)
and ic(t), respectively. The discharging process is modeled with a current source
with a load current il(t) in parallel with the ultra-nanocapacitor. In this context, the
electrical energy stored in the ultra-nanocapacitor is converted into chemical energy
through an electrochemical process [10], [187]. Then, the obtained chemical energy
is used to generate manage, and release information molecules [39], [79]. The con-
version from electrical energy to molecules leads to a further energy loss described
by a conversion rate ξ [10], [187]. Considering basic eukaryotic cells as perfect mod-
els for bio-inspired nanodevices [39], the amount of energy required to generate and
release a burst of molecules is assumed to be comparable with respect to the one
consumed by pure biological systems using DMC [79].

The distance between transmitter and receiver and the number of emitted
molecules influence the system performance [37]. Specifically, high communication
distances can be reached by increasing the number of emitted molecules. Thus, it
is necessary to define a lower bound of the number of releasable molecules per bit,
mmin, that ensures the communication between transmitter and receiver. At the same
time, however, a high number of molecules emitted by the transmitter may inten-
sify the impact of inter-symbol interference and diffusion noise, thus impairing the
overall communication. Accordingly, an upper bound of the number of releasable
molecules per bit, mmax > mmin, is introduced to solve this issue. Given mmin, mmax,
and the frame size, it is possible to define the minimum (i.e., φmin) and the maximum
(i.e., φmax) amount of energy required to transmit a frame.

3.2 The Conceived Continuous Time Control System

First, it is considered a transmitter nano-device which delivers long sequence of bits
according to the OOK modulation scheme [37]. Specifically, it is supposed to dy-
namically tune the instantaneous transmission power (i.e., the number of emitted
molecules) for every bit, that is N = 1, by simultaneously considering harvesting
and discharging processes. The resulting duty cycle of the transmission signal, η,
represents the ratio between the amount of time spent to release a burst of molecules
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FIGURE 3.3: The conceived continuous closed-loop control scheme.

and the symbol duration. Assuming a probability of occurrence of bit 1 equal to ω

and posing Ti = 0 in (3.1), the average duty cycle is equal to η̄ = ωTb/Ts. Consider-
ing the harvesting and discharging processes described in 3.1.4, the power transmis-
sion (i.e., the number of molecules releasable in a time unit) can be simply derived by
considering the load current, il(t), the voltage across the ultra-nanocapacitor, Vc(t),
and the conversion rate ξ:

p = ξil(t)Vc(t). (3.6)

Specifically, the methodology formulated in this Section supposes to tune the
instantaneous load current il(t) with a proportional controller in a closed-loop con-
trol scheme. The system is analytically modeled by considering the voltage across
the ultra-nanocapacitor, Vc(t), as the state variable. The resulting feedback control
approach is depicted in Figure 3.3. With the aim of ensuring a positive energy con-
sumption during the transmission process, the control law is designed in order to
obtain a positive value of il(t). To this end, two important assumptions are intro-
duced: the proportional gain of the controller, g, can only assume positive values
(i.e., g > 0) and the energy budget available at the ultra-nanocapacitor, E, is consid-
ered as the feedback variable. At the same time, in order to obtain an instantaneous
load current il(t) proportionally to the available energy budget, a null set point, i.e.,
E0 = 0, is considered. Since E = 1

2 CnVc(t)
2, the resulting closed-loop control scheme

is nonlinear.
To sum up, harvesting and discharging processes lead to a variation of the state

variable in the time domain,
•

Vc(t), described through a state equation.

Theorem 1. The state equation describing the variation of the voltage across the ultra-
nanocapacitor of the considered system is:

•

Vc(t) =
vn

RnCn
− Vc(t)

RnCn
− gη(t)Vc(t)

2

2
. (3.7)

Proof. With reference to the equivalent circuit depicted in Figure 3.1, the Kirchhoff
laws state that:

vn = Rnin(t) + Vc(t) = Rnic(t) + Rnil(t) + Vc(t). (3.8)
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As well known, the variation of the voltage across the ultra-nanocapacitor de-
pends on the current through the capacitor ic(t) and its capacitance Cn, that is
•

Vc(t) = ic(t)/Cn. Therefore, ic(t) can be written as:

ic(t) =
•

Vc(t)Cn. (3.9)

Due to the devised control approach, the load current il(t) is proportional to the
amount of available energy, E, and the duty cycle of the signal to transmit, η(t):

il(t) = gEη(t) =
gCnη(t)Vc(t)

2

2
. (3.10)

Now, substituting (3.9) and (3.10) in (3.8), it holds:

vn = RnCn
•

Vc(t) + Rn
gCnη(t)Vc(t)

2

2
+ Vc(t). (3.11)

After a bit of algebra, it is possible to finalize the proof.

3.2.1 Stability Analysis

The stability of the considered continuous-time nonlinear system is now evaluated
around the equilibrium point.

Theorem 2. Given the continuous-time nonlinear system modeled in Section 3.2, a valid
equilibrium point for the considered system is:

V∞ =
−1 +

√
1 + 2η̄vngRnCn

η̄gRnCn
. (3.12)

Proof. For a continuous-time system, the equilibrium points can be found by assum-

ing a constant input and by imposing
•

Vc(t) = 0. The constant input is set to the
average duty cycle of the signal to transmit, i.e., η̄. Therefore, by posing Vc(t) = V∞

and η(t) = η̄ in (3.7), equilibrium points can be found by solving the following
second-order equation:

gη̄

2
V∞

2 +
1

RnCn
V∞ −

vn

RnCn
= 0. (3.13)

This equation has two roots. The first one is equal to:

V∞1 =
−1−

√
1 + 2η̄vngRnCn

η̄gRnCn
. (3.14)

Since g > 0, V∞1 is always negative. By inverting the polarization of the voltage
across the ultra-nanocapacitor, the Kirchhoff first law applied to the circuit in Figure
3.1 stands that in(t) = −ic(t)+ il(t). In other words, il(t) = ic(t)+ in(t) > in(t). This
means that, at the equilibrium, the load drains more current than the one generated
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by the harvesting process. Therefore, V∞1 is not an admissible equilibrium point.
Conversely, the second root, that is:

V∞2 =
−1 +

√
1 + 2η̄vngRnCn

η̄gRnCn
, (3.15)

provides an acceptable equilibrium point. This concludes the proof.

As initially anticipated, the control law has been designed by imposing g > 0.
Nevertheless, other considerations should be done for obtaining the suitable range
of values of the proportional gain g.

Theorem 3. The acceptable range of values of the proportional control gain g is:

−A−
√

A2 − B
D

≤ g ≤ −A +
√

A2 − B
D

(3.16)

where A = vnξTs(3φminRn − vn
2ξTs), B = 4φmin

3ξTsRn
3, and D = φmin

2η̄CnRn
3.

Proof. The proof is achieved by considering four conditions.
First, the equilibrium point obtained by Theorem 2 must be defined in the real

domain. Accordingly, the squared root and the denominator cannot assume nega-
tive and zero values, respectively, that is:

1 + 2η̄vngRnCn ≥ 0 and η̄gRnCn 6= 0. (3.17)

Analytically, (3.17) is satisfied if g ≥ − 1
2η̄vnRnCn

and g 6= 0. Therefore, considering
the initial assumption on the proportional gain (i.e., g > 0), this first condition is
always verified.

Second, as highlighted in the proof of Theorem 2, the equilibrium point must
assume positive values (i.e., V∞ > 0). This condition is always verified when g > 0.

The third condition refers to the maximum voltage across the ultra-
nanocapacitor. The equilibrium point cannot exceed the source voltage, vn, that is
V∞ ≤ vn. Analytically:

V∞ =
−1 +

√
1 + 2η̄vngRnCn

η̄gRnCn
≤ vn. (3.18)

The (3.18) is verified when g > 0. Also in this case, the initial assumption on the
proportional gain of the controller (i.e., g > 0) ensures that this second condition is
always satisfied.

Finally, the load current il(t) at the equilibrium provided by the closed-loop con-
trol scheme should ensure the transmission of the minimum number of molecules
that guarantees the desired level of performance: pTs|V∞,η̄ ≥ φmin. Indeed, given
(3.6) and (3.10), it holds:

pTs|V∞,η̄ =
1
2

ξCnη̄TsgV∞
3 ≥ φmin. (3.19)
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Analytically, (3.19) is verified if −A−
√

A2−B
D ≤ g ≤ −A+

√
A2−B

D .
To sum up, considering all the analyzed conditions, the fourth constraint de-

termines the upper and the lower bounds to the acceptable range of values of g,
concluding the proof.

Theorem 4. The system having a state equation described in (3.7) is asymptotically stable
around V∞ for any g > 0.

Proof. The state equation in (3.7), also reported in what follows as
•

Vc(t) =

f (Vc(t), η(t)), refers to a nonlinear system. Nevertheless, in a small neighborhood of
the equilibrium point, V∞, the aforementioned system can be assumed to be linear.
Hence, it is possible to introduce a linearization around the equilibrium point, V∞,
by using the Taylor series:

•

Vc(t) = f (Vc(t), η(t)) ≈ f (V∞, η̄)+∇f (V∞, η̄)·

 ∆Vc(t)

∆η(t)

 , (3.20)

where f (V∞, η̄) = 0 by definition, ∆Vc(t) = Vc(t)− V∞ and ∆η(t) = η(t)− η̄. By

considering the variable ∆
•

Vc(t), the linearized state equation is:

∆
•

Vc(t) =
∂ f (Vc(t), η(t))

∂Vc(t)

∣∣∣∣
V∞,η̄

∆Vc(t) +
∂ f (Vc(t), η(t))

∂η(t)

∣∣∣∣
V∞,η̄

∆η(t) =

=

(
− 1

RnCn
− η̄V∞g

)
∆Vc(t)−

gV∞
2

2
∆η(t) =

= X∆Vc(t) + Y∆η(t).

(3.21)

Now, given the linearized state equation around the equilibrium point, the con-
sidered system is asymptotically stable if the coefficient that multiplies ∆Vc(t) in
(3.21) is less than 0 [181], that is:

X =

(
− 1

RnCn
− η̄V∞g

)
< 0. (3.22)

By substituting (3.12) in (3.22), it brings to the following inequality

−
√

1+2η̄vngRnCn

RnCn
< 0, which is always verified. Therefore, considering the ini-

tial assumption on the proportional gain (i.e., g > 0), the modeled system is
asymptotically stable around V∞.

Theorem 4 highlights that the stability analysis around the equilibrium point
does not further restrict the study presented by Theorem 3. Therefore, it is possible
to conclude that the acceptable range of values of the proportional gain g given by
(3.16) makes the system asymptotically stable around V∞.
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FIGURE 3.4: Equilibrium point, V∞, as a function of the proportional gain, g, when (a) Cn =
0.9 nF and hn = 0.6 pC, and (b) Cn = 9 nF and hn = 6 pC.

3.2.2 Numerical Investigations

The following numerical example intends to show the behavior of the proposed ap-
proach in conceivable scenarios. The proposed study considers a physical symbol
duration Ts = 1 s [37]. Accordingly, Tb is set to 1 ms. Assuming a probability of oc-
currence of bit 1, ω, equal to 0.5, the average duty cycle is set to η̄ = ω Tb

Ts
= 5 · 10−4.

The time duration of the harvesting cycle is set to tn = 1 s. Regarding the energy
harvesting mechanism, a conceivable value for the generator voltage is 0.42 V, as
highlighted in [85], [94]. Furthermore, the amount of harvested charge per cycle,
hn, and the capacitance of the ultra-nanocapacitor, Cn, are directly affected by the
technology used to fabricate the ultra-nanocapacitor and the size of both piezoelec-
tric nanogenerator and ultra-nanocapacitor [94], [97], [114]. This Section considers a
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FIGURE 3.5: Modulus of the pole of the closed-loop control scheme, |X|, as a function of the
proportional gain, g, when (a) Cn = 0.9 nF and hn = 0.6 pC, and (b) Cn = 9 nF and hn = 6

pC.

ultra-nanocapacitor based on onion-like carbon electrodes [94], [114] and a reason-
able size for both piezoelectric nanogenerator and ultra-nanocapacitor ranging from
100 µm2 to 1000 µm2 [94], [97]. In the first case, hn = 0.6 pC and Cn = 0.9 nF. In
the second case, hn = 6 pC and Cn = 9 nF. The source resistor is set to Rn = vntn

hn

[94]. The electrical energy stored within the ultra-nanocapacitor is supposed to be
converted to chemical energy through the water electrolysis process, which presents
a conversion rate equal to ξ = 40% [187]. The chemical energy is used to generate
insulin molecules through the polymerization of amino acids. According to [79], the
process requires the presence of raw materials (i.e., amino acids) within the nano-
device and an amount of chemical energy to bind amino acids. Thus, considering
mmin = 103 and the model presented in [79], the minimum amount of energy re-
quired to transmit a burst of molecules encoding the bit 1 is set to φmin = 0.023 pJ.
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FIGURE 3.6: Variation of the state variable, Vc(t), in the time domain during the transmission
of a long sequence of bits, by considering three different acceptable values of g, Cn = 9 nF,

hn = 6 pC, and vn = 0.42 V.

Figure 3.4 shows that the equilibrium point decreases with g. A higher value of g
leads to an increment of the percentage of energy budget consumed for transmitting
a single burst of molecules, while reaching lower values of the voltage across the
ultra-nanocapacitor at the equilibrium point. Proposed results also demonstrate that
the range of acceptable values of g is drastically limited by the dimension of both
piezoelectric nanogenerator and ultra-nanocapacitor.

Figure 3.5 illustrates the effect of g on the absolute value of X, as defined in (3.22).
Specifically, X corresponds to the pole of the examined closed-loop control scheme.
According to the control theory, the time response of the system decreases when
|X| increases. Thus, a high value of g is preferable to obtain a system which rapidly
returns at the equilibrium state after a perturbation of the duty cycle η(t) of the signal
to transmit. This means that the dimension of both piezoelectric nanogenerator and
ultra-nanocapacitor directly affect the minimum time response of the formulated
control system.

Figure 3.6 depicts the variation of the state variable, Vc(t), in the time domain
during the transmission of a long sequence of bits, by considering three different
acceptable values of g, Cn = 9 nF, hn = 6 pC, and vn = 0.42 V. The analysis starts
assuming an initial energy budget equal to φmin. It confirms that the developed
system is asymptotically stable around the equilibrium point, V∞. A higher value
of g corresponds to a lower equilibrium point and the time required to reach the
equilibrium point increases when g decreases.

3.2.3 Final Considerations

This Section proposed a feedback control approach for an energy-harvesting and
diffusion-based molecular communication system, that dynamically tunes the in-
stantaneous load current drained by the transmitter interface through a proportional
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FIGURE 3.7: The conceived closed-loop control scheme.

controller. After deriving the state equation of the nonlinear system, the analysis of
its stability and technological constraints provided the acceptable range of values
for the proportional gain. The numerical example illustrated the behavior of the
formulated approach in conceivable scenarios.

3.3 The Conceived Discrete Time Control System

The continuous-time model described in the previous Section discusses a very pre-
liminary control scheme, where it is assumed to dynamically tune the number of
molecules to transmit for every bit of information. Furthermore, it analyzes asymp-
totic stability only, without evaluating the impact of the proposed solution on com-
munication performance. Starting from these premises, this Section intends to pro-
vide an important step forward in the design of a power control mechanism for DMC
systems fed by piezoelectric nanogenerators. Specifically, by assuming the voltage
at the ultra-nanocapacitor as the state variable of the system and the resulting energy
budget as the feedback variable, the load current (thus, the transmission power) is
dynamically tuned through a proportional controller in a closed-loop control scheme
and on a per-frame basis.

The devised approach starts considering the equivalent circuit depicted in Figure
3.1, analytically described by the Kirchhoff’s laws of current and voltage:

vn = Rnin(t) + Vc(t) = Rnic(t) + Rnil(t) + Vc(t). (3.23)

Since the current passing through the ultra-nanocapacitor is derived by the well-
known relationship between the voltage across the ultra-nanocapacitor and its cur-

rent and capacitance, that is ic(t) =
•
Vc(t)Cn, the continuous-time process is revised

as a linear first-order differential equation:

•
Vc(t) =

vn

RnCn
− Vc(t)

RnCn
− il(t)

Cn
. (3.24)

The conceived feedback control scheme intends to raise or decrease the trans-
mission power on a per-frame basis, while keeping it constant during Tf . Under
these conditions, a discrete-time model for the control strategy is the natural choice,
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albeit the controlled plant (i.e., the ultra-nanocapacitor) exhibits a continuous-time
dynamic for the discharging and harvesting processes. Accordingly, the control sys-
tem shown in Figure 3.7 embraces an inner continuous-time model (describing the
instantaneous discharging process and the harvesting process) and an outer discrete-
time model (outlining the per-frame based power control mechanism), while consid-
ering the voltage across the ultra-nanocapacitor as the state variable. Let Vc(k) and
il(k) be the discrete value of both voltage across the ultra-nanocapacitor and load
current, respectively, evaluated at the beginning of the k-th frame (i.e., when t = tk).
Vc(k) is obtained by sampling the voltage across the ultra-nanocapacitor every Tf . A
zero-order hold block is used to convert the discrete value of the load current to its
continuous-time representation taken into account by the aforementioned discharg-
ing model.

The load current assumes a limited number of levels. Assuming a quantization
step size ∆q, the quantization noise, q(k), can be modeled as a stochastic process
with uniform distribution, zero mean, and variance equal to ∆q

2/12. Note that the
quantization noise and the duty cycle of the signal to transmit are considered as
external inputs to the closed-loop control scheme and are assumed as independent.

The power used to transmit the k-th frame, p(k), is computed by considering the
conversion rate ξ, the voltage across the ultra-nanocapacitor at the beginning of the
k-th frame, Vc(k), and the resulting load current, il(k), while neglecting the amount
of energy required to calculate the available energy budget:

p(k) = ξVc(k)il(k). (3.25)

With the aim of ensuring a positive energy consumption during the transmission
process, the control law is designed in order to obtain a positive value of il(k). To
this aim, the proportional gain of the controller, g, can only assume positive values
(i.e., g > 0); the energy budget available at the ultra-nanocapacitor at the beginning
of the k-th frame, E(k), is considered as the feedback variable; and the target point
is set to 0 (i.e., E0 = 0). Since E(k) = CnVc

2(k)/2, the resulting closed-loop control
scheme is nonlinear.

3.3.1 State Equation and Equilibrium Points

The harvesting and discharging processes cause a variation of the amount of energy
available in the ultra-nanocapacitor, that can be described through a discrete-time
state equation. In fact, the load current is assumed to be constant during the k-th
frame, i.e., il(t) = il(k) in tk ≤ t ≤ tk+1. Considering an initial condition equal to
Vc(k), the solution of eq. (3.24) is:

Vc(t)=
(

Vc(k)− vn + il(k)Rn

)
e−

1
RnCn (t−tk)+vn−il(k)Rn. (3.26)
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Now, by considering t = tk+1, after a bit of algebra, the value of the state variable
at the beginning of the next frame is:

Vc(k + 1) =
(

e−
tk+1−tk

RnCn − 1
)
(il(k)Rn − vn) + e−

tk+1−tk
RnCn Vc(k). (3.27)

The load current il(k) is given by the sum of two contributions. The former is
proportional to the amount of available energy, E(k), and the duty cycle of the signal
to transmit, η(k). The latter is the quantization noise q(k). Therefore:

il(k) = gE(k)η(k) + q(k) =
gCnη(k)Vc

2(k)
2

+ q(k). (3.28)

By substituting eq. (3.28) in (3.27), it is possible to obtain the state equation of the
power control system in Figure 3.7:

Vc(k + 1) =
(

e−
Tf

RnCn − 1
)[(

gCnη(k)Vc
2(k)

2
+ q(k)

)
Rn − vn

]
+ e−

Tf
RnCn Vc(k).

(3.29)
The state equation captures the behavior of the system over the time. According

to the non-linear control theory [181], however, the properties of the resulting non-
linear discrete-time dynamical system, including its stability, can be investigated
around its equilibrium point (i.e., the value assumed by the state variable when the
system is in a steady-state).

Theorem 5. Due to the nonlinear system modeled in eq. (3.29), a valid equilibrium point
is:

V∞ =
−1 +

√
1 + 4ψvng

2ψg
(3.30)

where ψ = η̄RnCn/2 and η̄, as defined above, is the average value of the duty cycle, η(k).

Proof. The equilibrium points of a discrete-time dynamical system are derived by
posing Vc(k+ 1) = Vc(k) = V∞ and by assuming constant inputs, that is, the average
duty cycle of the signal to transmit, η(k) = η̄, and the mean value of the quantization
noise, q(k) = q̄. Substituting these values in eq. (3.29) and considering that the
quantization noise is modeled as an uniform noise with zero mean (i.e., q̄ = 0), the
equilibrium points are found by solving a simple second order equation:

V∞ = ψg
(

e−Λ − 1
)

V∞
2 + e−ΛV∞ +

(
1− e−Λ

)
(vn − Rnq̄)⇒

⇒ gψV∞
2 + V∞ − vn = 0.

(3.31)

where ψ = η̄RnCn/2 and Λ = Tf /RnCn has been introduced to simplify notation.
Now, V∞1 = (−1−

√
1 + 4ψvng)/(2ψg) and V∞2 = (−1 +

√
1 + 4ψvng)/(2ψg)

are the two roots of Eq. (3.31). Since the initial assumption on load current requires
a positive value of the proportional gain (i.e., g > 0), V∞1 is always negative and it
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cannot be considered an acceptable equilibrium point. In fact, supposing a nega-
tive load current at the equilibrium, the polarization of the voltage across the ultra-
nanocapacitor should be inverted and the Kirchhoff’s law of the current applied
to the equivalent circuit in Figure 3.1 implies in(t) = −ic(t) + il(t). This means
that the load drains more current than the generated one at the equilibrium (i.e.,
il(t) = ic(t) + in(t) > in(t)), leading to an absurd result. Instead, the second root,
V∞2 provides an acceptable equilibrium point for some values of g, concluding the
proof.

3.3.2 Analysis of the Bounds of the Proportional Gain

Besides the initial assumption on g to guarantee a positive load current (i.e., g > 0),
other considerations on technological constraints should be done in order to ob-
tain the acceptable range of values of the proportional gain. In fact, it is possible to
demonstrate the following result.

Theorem 6. The acceptable range of values of the proportional gain depends on the values
of systems parameters as in what follows:

γ1 ≤ g ≤ γ4 if (Ψ2
b − Υb) < 0

γ1 ≤ g ≤ γ2 ∨ γ3 ≤ g ≤ γ4 if (Ψ2
b − Υb) ≥ 0 and γ1 ≤ γ2 ∧ γ3 ≤ γ4

γ1 ≤ g ≤ γ2 if (Ψ2
b − Υb) ≥ 0 and γ1 ≤ γ2 ∧ γ3 > γ4

γ3 ≤ g ≤ γ4 if (Ψ2
b − Υb) ≥ 0 and γ1 > γ2 ∧ γ3 ≤ γ4

@g ∈ R if (Ψ2
b − Υb) ≥ 0 and γ1 > γ2 ∧ γ3 > γ4

@g ∈ R if (Ψ2
a − Υa) < 0

(3.32)

where

γ1 =
−Ψa −

√
Ψ2

a − Υa

φmin
2χ

; γ2 =
−Ψb −

√
Ψ2

b − Υb

φmax
2χ

; γ3 =
−Ψb +

√
Ψ2

b − Υb

φmax
2χ

(3.33)

γ4 = min

(
−Ψa +

√
Ψ2

a − Υa

φmin
2χ

,
CnRn + 2Tf

8η̄vnTf
2 ,

4LTs

RnCnvnTb (1− e−Λ) (2L + 1)

)
(3.34)

Ψa = vnξTf (3φminRn − vn
2ξTf ); Υa = 4φmin

3ξTf Rn
3; χ = η̄CnRn

3 (3.35)

Ψb = vnξTf (3φmaxRn − vn
2ξTf ); Υb = 4φmax

3ξTf Rn
3. (3.36)
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Proof. The proof is derived taking into account that the acceptable values’ range for
the proportional gain g of the controller jointly requires six conditions: 1) the equi-
librium point must be defined in the real domain, 2) the equilibrium point cannot be
higher than the source voltage vn, 3) the amount of energy consumed for commu-
nication process at the equilibrium must be higher than the minimum energy con-
sumption level φmin, 4) the amount of energy consumed for communication process
at the equilibrium must be lower than the maximum energy consumption level φmax,
5) the amount of available energy at the equilibrium must be higher than the one re-
quired to transmit a frame with N consecutive bits equal to 1, and 6) the voltage
across the ultra-nanocapacitor must always be a positive value. These six conditions
are deeply investigated in what follows.

The first condition refers to the study of the domain of the equilibrium point
function in eq. (3.31), according to which the argument of the squared root must be
positive and the denominator cannot assume zeros values:

1 + 4ψvng ≥ 0 and 2ψg 6= 0. (3.37)

Analytically, this condition is verified if g ≥ −1/4ψvn and g 6= 0, respectively.
Therefore, considering the initial assumption on the proportional gain of the con-
troller (i.e., g > 0), this first condition is always satisfied.

The second condition deals with the upper bound of the voltage across the ultra-
nanocapacitor, equal to the voltage provides by the generator, vn. The voltage at the
equilibrium cannot exceed the source voltage, vn, that is V∞ ≤ vn. Analytically, by
considering (3.30), this condition becomes:

V∞ =
−1 +

√
1 + 4ψvng

2ψg
≤ vn (3.38)

which is only verified for g > 0. Also in this case, considering the initial assumption
on the proportional gain, this condition is always satisfied.

The third condition focuses on the value of the load current il(k) provided by
the closed-loop control scheme at the equilibrium. As already argued in Section
3.1.4, the amount of energy consumed for communication process at the equilibrium,
e(k)|V∞,η̄,q̄, should ensure the transmission of the minimum number of molecules that
guarantees the desired level of performance:

e(k)|V∞,η̄,q̄ = p(k)Tf |V∞,η̄,q̄ ≥ φmin. (3.39)

Indeed, given (3.25) and (3.28), the third condition can be expressed as:

e(k)|V∞,η̄,q̄ =
ξCnη̄Tf gV∞

3

2
≥ φmin. (3.40)

Analytically, it is verified if γ1 ≤ g ≤ (−Ψa +
√

Ψ2
a − Υa)/(φmin

2χ), where param-
eters have been defined in (3.33)-(3.36). This inequality influences the value of γ4



78 Chapter 3. Feedback Control Approaches in DMC

in the Theorem and the maximum considerable value for the minimum energy per
frame, φmin, by posing the argument of the squared root as Ψ2

a − Υa ≥ 0. This con-
straint is verified if φmin ≤ vn

2ξTf /4Rn. Otherwise the entire system is unfeasible.
The fourth condition considers that an excessive number of transmitted

molecules drastically impairs the communication performance, as highlighted in
Section 3.1. Thus, the energy consumption associated with the closed-loop control
scheme should not be higher than the one needed to transmit the maximum number
of molecules guaranteeing the target performance:

e(k)|V∞,η̄,q̄ = p(k)Tf |V∞,η̄,q̄ ≤ φmax. (3.41)

Starting from (3.25) and (3.28), the fourth condition states that:

e(k)|V∞,η̄,q̄ =
ξCnη̄Tf gV∞

3

2
≤ φmax. (3.42)

This condition is always verified if Ψ2
b − Υb < 0. Otherwise, it is satisfied only if

g ≤ γ2 or g ≥ γ3. Considering the initial assumption on the proportional gain (i.e.,
g > 0), the solution of the fourth condition is 0 ≤ g ≤ γ2 or g ≥ γ3.

The fifth condition assumes that the system should have, at the equilibrium, an
amount of energy greater than the one needed to transmit a frame with N consecu-
tive bits equal to 1, that is:

CnV∞
2

2
≥ gCnTf η̄V∞

3. (3.43)

Analytically, it is satisfied if g ≤ (CnRn + 2Tf )/8η̄vnTf
2 and g 6= 0. Considering the

initial assumption on the proportional gain of the controller (i.e., g > 0), the fifth
condition is verified if 0 < g ≤ (CnRn + 2Tf )/8η̄vnTf

2. This constraint is useful for
the calculation of γ4 used in the Theorem.

The sixth condition states that the voltage across the ultra-nanocapacitor must
always be a positive value to avoid changing of polarization: Vc(k) ≥ 0 for all k ∈ N.
This is verified by means of the principle of induction. Starting from Vc(0) = V0 ≥
0 and supposing that Vc(k) ≥ 0 is true, it is possible to compute the values of g
respecting the sixth condition by imposing Vc(k + 1) ≥ 0. Considering the state
equation (3.29), the following inequality is introduced:

g ≤
2e−ΛVc(k) + 2

(
1− e−Λ) (vn − q(k)Rn)

CnRnη(k) (1− e−Λ)Vc
2(k)

= f (Vc(k), η(k), q(k)). (3.44)
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It is possible to evaluate the behavior of g as a function of each variable, Vc(k), η(k),
and q(k). Let’s now consider the partial derivatives in (3.45):

∂ f (Vc(k), η(k), q(k))
∂η(k)

= −2e−ΛVc(k) + 2(1− e−Λ) (vn − q(k)Rn)

CnRn(1− e−Λ)Vc
2(k)η2(k)

< 0,

∂ f (Vc(k), η(k), q(k))
∂q(k)

= − 2
Cnη(k)Vc

2(k)
< 0,

∂ f (Vc(k), η(k), q(k))
∂Vc(k)

= −
2e−ΛVc(k) + 4

(
1− e−Λ) (vn − q(k)Rn)

η(k)CnRn(1− e−Λ)Vc
3(k)

< 0. (3.45)

Given that |q(k)Rn| < vn, the sign of the three partial derivatives demonstrates that
g decreases when Vc(k), η(k), and q(k) increase. As a consequence, the values of g
can be evaluated by considering the worst case, corresponding to the highest values
of the duty cycle and the quantization noise of the signal to transmit, and the voltage
across the ultra-nanocapacitor, i.e., η(k) = Tb/Ts, q(k) = ∆q/2, and Vc(k) = vn. The
inequality to study is now:

g ≤
2vnTs −

(
1− e−Λ)∆qTsRn

CnRnTb (1− e−Λ) vn2 . (3.46)

Given that the minimum acceptable value of the load current is equal to 0 (i.e.,
the transmission of a frame entirely composed by 0-bits), and its maximum value
is ilmax = gCnvn

2Tb/2Ts (i.e., the transmission of a frame composed by only 1-bits
when the voltage across the ultra-nanocapacitor is the maximum one), the quantiza-
tion step size is computed as:

∆q =
ilmax

L
=

gCnvn
2Tb

2LTs
, (3.47)

where L is the number of quantization levels. The explicit value of ∆q can be used to
solve the aforementioned inequality. The corresponding solution provides a further
upper bound for the proportional gain g, that is g ≤ 4LTs

RnCnvnTb(1−e−Λ)(2L+1) . Further-
more, by considering the initial assumption on the proportional gain g (i.e., g > 0),
it comes that the sixth condition is satisfied when:

0 < g ≤ 4LTs

RnCnvnTb (1− e−Λ) (2L + 1)
. (3.48)

This constraint is used for the calculation of γ4 in the Theorem.
Finally, the six analyzed conditions must be jointly satisfied. Thus, it is possible

to obtain the lower and upper bounds of the proportional gain g, concluding the
proof of Theorem 6.
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3.3.3 Stability Analysis

The stability of the proposed discrete-time nonlinear dynamical system is now in-
vestigated.

Theorem 7. The equilibrium point in (3.30), derived in Theorem 5, is globally asymptoti-
cally stable for any g > 0.

Proof. The global asymptotic stability of the equilibrium point of the discrete-time
nonlinear dynamical system described in (3.29) is evaluated through the Lyapunov’s
direct method [181]. To this end, a change of variables is introduced to shift the
equilibrium point, V∞, to the origin: ν(k) = Vc(k)− V∞. Given that 0 ≤ Vc(k) ≤ vn,
it comes that −V∞ ≤ ν(k) ≤ vn −V∞. The state equation (3.29) obtained with the
constant inputs η̄ and q̄ becomes:

ν(k + 1) = f (ν(k), η̄, q̄) = gψ
(

e−Λ − 1
)
(ν(k) + V∞)

2 +

+ e−Λ(ν(k) + V∞) + (1− e−Λ)vn −V∞. (3.49)

The proposed study considers as Lyapunov function L(ν(k)) = ν2(k), and verifies
the following three well-known conditions [181]. First, the Lyapunov function must
be positive-definite (i.e., L(0) = 0 ∧ L(ν(k)) > 0, ∀ν(k) 6= 0). This condition is
always true because the function is defined as the square of ν(k). Second, the Lya-
punov function must be radially unbounded (i.e., |ν(k)| → ∞ ⇒ L(ν(k)) → ∞).
Also in this case, it is always satisfied and the related proof is trivial. Third, the
derivative of the Lyapunov function, calculated with respect to the variable ν(k),
must be negative-definite (i.e., L̇(0) = 0 ∧ L̇(ν(k)) < 0, ∀ν(k) 6= 0). In particular,
L̇(ν(k)) can be computed as: L̇(ν(k)) = L(ν(k + 1))− L(ν(k)). Thus, considering
eq. (3.49):

L̇(ν(k)) = L(ν(k + 1))−L(ν(k)) = L( f (ν(k), η̄, q̄))−L(ν(k)) =
=

[
gψ(e−Λ − 1)(ν(k) + V∞)

2 + e−Λ(ν(k) + V∞) +

+ (1− e−Λ)vn −V∞

]2
− ν2(k). (3.50)

Numerically, it is possible to note that the (3.50) is equal to zero only when ν(k) = 0,
otherwise it always assumes negative values. Thus, this third condition is satisfied
for any value of g.

It is possible to conclude that the acceptable values’ range of the proportional
gain g given by Theorem 6 always makes the equilibrium point V∞ globally asymp-
totically stable. Accordingly, the dynamical system modeled in (3.29) will converge
to the equilibrium point for any initial condition (i.e., for any Vc(0) ∈ [0, vn]) as the
time index k is large enough.
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3.3.4 Impact of the Proportional Gain on Both Output Variance and Time
Constant

The variation of the voltage across the ultra-nanocapacitor is surely influenced by
the dynamics of system inputs. However, the choice of the proportional gain has a
clear impact on the variance of the output. Defining Ṽc(k) = Vc(k)−V∞, Ṽc(k + 1) =
Vc(k + 1)−V∞, η̃(k) = η(k)− η̄, and q̃(k) = q(k)− q̄, the following result states.

Theorem 8. Considering the linearized system around the equilibrium point, the variance of
the duty cycle, σ2

η̃ , and the variance of the quantization noise, σ2
q̃ , the variance of the output,

σ2
Ṽc

, is equal to:

σ2
Ṽc

=
α2

2σ2
η̃ + α2

3σ2
q̃

1− α2
1

. (3.51)

where

α1 = 2gψ
(

e−Λ − 1
)

V∞ + e−Λ;

α2 =
gψ

η̄
V∞

2
(

e−Λ − 1
)

;

α3 = Rn

(
e−Λ − 1

)
. (3.52)

Proof. The discrete-time nonlinear dynamical system in eq. (3.29) and reported in
what follows as Vc(k + 1) = f (Vc(k), η(k), q(k)), can be approximated with its lin-
earization around the equilibrium point by means of the Taylor series when the time
index k is large enough:

Vc(k + 1) = f (Vc(k), η(k), q(k)) ≈ f (V∞, η̄, q̄) +∇ f (V∞, η̄, q̄) ·
[
Ṽc(k) η̃(k) q̃(k)

]T
.

(3.53)
By definition, f (V∞, η̄, q̄) = V∞. Considering the variable Ṽc(k + 1), the linearized
state equation becomes:

Ṽc(k + 1) =
∂ f (Vc(k), η(k), q(k))

∂Vc(k)

∣∣∣∣
V∞,η̄,q̄

Ṽc(k) +
∂ f (Vc(k), η(k), q(k))

∂η(k)

∣∣∣∣
V∞,η̄,q̄

η̃(k) +

+
∂ f (Vc(k), η(k), q(k))

∂q(k)

∣∣∣∣
V∞,η̄,q̄

q̃(k) =

=
(

2gψ
(

e−Λ − 1
)

V∞ + e−Λ
)

Ṽc(k) +
(

gψ

η̄
V∞

2
(

e−Λ − 1
))

η̃(k) +

+
(

Rn

(
e−Λ − 1

))
q̃(k) =

= α1Ṽc(k) + α2η̃(k) + α3q̃(k). (3.54)

Starting from eq. (3.54) and remembering that the external inputs are indepen-
dent, it is possible to evaluate the variance of the state variable, σ2

Ṽc
, as a function of
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the variance of input variables, σ2
η̃ and σ2

q̃ , that is:

σ2
Ṽc

= α2
1σ2

Ṽc
+ α2

2σ2
η̃ + α2

3σ2
q̃ ⇒ σ2

Ṽc
=

α2
2σ2

η̃ + α2
3σ2

q̃

1− α2
1

. (3.55)

Now, it is possible to evaluate the time constant of the linearized system around
the equilibrium point, τ, to understand how fast the system returns at the equilib-
rium after a perturbation of the external inputs. In particular, the following result
holds.

Theorem 9. The time constant of the linearized system around the equilibrium point is:

τ = −
Tf

ln
(
1− (1− e−Λ)

√
1 + 4ψvng

) . (3.56)

Proof. Considering the linearized discrete-time dynamical system reported in (3.54),
its z-transform is

zVc(z) = α1Vc(z) + α2H(z) + α3Q(z), (3.57)

where Vc, H and Q are the z-transform of Ṽc, η̃ and q̃, respectively. Due to the
linearity of the dynamical system, it is possible to analyze separately the two inputs
by the superposition principle. Thus, the transfer function depending on the duty
cycle of the signal to transmit is

Vc(z)
H(z)

=
α2

z− α1
. (3.58)

At the same time, the transfer function of the dynamical system depending only on
the quantization noise is:

Vc(z)
Q(z) =

α3

z− α1
. (3.59)

The pole of the transfer function is equal to α1 in both cases. Thus, considering
the relationship between the z-plane and the s-plane (i.e., z = esTf ) and the relation-
ship between the pole and the time constant in continuous-time first order system
(i.e., s = −1/τ), the time constant of the linearized system around the equilibrium

point is computed starting from the pole in the z-plane, that is: z = α1 = e−
Tf
τ .

Accordingly, given τ = −Tf / ln(α1) and (3.54), the proof is concluded.

The partial derivative of (3.56) with respect to the proportional gain g is equal to:

∂τ

∂g
= −

2ψvnTf
(
1− e−Λ)

Ω (1− (1− e−Λ)Ω) ln2 [1− (1− e−Λ)Ω]
< 0. (3.60)

where Ω =
√

1 + 4ψvng.
Since its sign is negative, it comes that a bigger value of proportional gain is

preferred to obtain a smaller time constant of the linearized system and, in turn,
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a faster response of the system at the equilibrium. On the other hand, Theorem 8
demonstrates that smaller values of the proportional gain g usually involve smaller
variance of the output. Hence, the choice of the suitable g must be the result of a
trade-off between these two conditions.

3.3.5 Discussion on Implementation and Computational Complexity

The scientific literature on nanotechnology remarks that the realization of comput-
ing, storing, and communication elements of a nanomachine is now feasible [16],
bio-inspired machines communicating via molecular diffusion have been already
realized in macroscale experimental testbeds [188], stand-up ZnO nanowires can
be used to create ultra-nanocapacitor feeding nano-devices [113], [114], and pro-
portional controller [13] and uniform quantizers [189] can be implemented at the
nanoscale. Thus, the practical implementation of the presented power control mech-
anism in the near future requires a deep integration process, which fully reflects the
interests of both research and industry working in this application domain.

The proposed scheme assumes that parameter settings (i.e., information related
to the physical layer, application layer, and harvesting circuit) and deployment de-
tails (i.e., the distance between transmitter and receiver and the diffusion coefficient
of the medium) are known a priori. Indeed, they can be used to properly set the
value of the proportional gain of the controller, without requiring any further sig-
naling overhead. The power transmission is calculated, for each frame, through
four multiplications: p(k) = (0.5ξCng) · η(k) ·Vc(k) ·Vc(k) ·Vc(k). Since the compu-
tational complexity does not depend on system parameters and is the same for each
frame, it can be considered as a constant, that is O(1).

3.3.6 Performance Evaluation

The behavior of the proposed approach in conceivable scenarios and the goodness
of the formulated theoretical analysis is evaluated through Matlab scripts, model-
ing the communication system described in Section 3.1 and the control law formu-
lated in Section 3.3.1. Most of the system parameters are set according to the current
scientific literature: the distance between transmitter and receiver is chosen in the
range from 1 µm to 30 µm [37], the diffusion coefficient of the aqueous medium is
set to D = 10−9 m2/s [70], symbol duration and burst duration are set to Ts = 1
s and Tb = 1 ms, respectively [37], the target BER is set to 5%. Considering an
ultra-nanocapacitor based on onion-like carbon electrodes, conceivable values for
the charge generated per unit area in each cycle time and the capacitance per unit
area are 6 fC/µm2[89], [96] and 9 pF/µm2 [96], [114], respectively. As 1000 µm2 is
a conceivable size of both piezoelectric nanogenerator and ultra-nanocapacitor, the
amount of charge per cycle, hn, and the capacitance of the ultra-nanocapacitor, Cn,
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are set to 6 pC and 9 nF, respectively [96], [114]. A conceivable value for the gener-
ator voltage is 0.42 V [92], [94], [96]. The resulting source resistor is Rn = vntn/hn,
where the time duration of the harvesting cycle is set to tn = 1 s [94].

To validate analytical models discussed in Section 3.3, conducted tests consider
the transmission of adjacent frames (i.e., the worst condition, where Ti = 0) for 2000
s. The frame size is set from 10 to 30 bits. Assuming equiprobable bits (ω = 0.5) [37],
the average duty cycle is: η̄ = ωTb/Ts = 5 · 10−4. The electrical energy stored within
the ultra-nanocapacitor is supposed to be converted into chemical energy through
the water electrolysis process, which has a conversion rate equal to 40% [187]. The
resulting chemical energy is adopted to generate insulin molecules through the poly-
merization of amino acids and release them, as for pure biological systems [79]. The
quantization is modeled by considering the number of quantization levels, L, equal
to 28. With reference to the reception process, the ligand-receptor reaction and the
amplitude detection scheme are used to decode the transmitted signal. The number
of receptors r, the forward reaction rate constant k f , and the reverse reaction rate
constant kr are set to 500, 20 µm3/s, and 30 s−1, respectively [68][70]. Concerning
the detection process, the threshold Θ is set to the half of the maximum number of
molecules received during the symbol duration at the equilibrium. Finally, to re-
duce the effect of statistical fluctuations, results have been obtained by averaging
1000 independent simulations.

Transmission Requirements

Matlab scripts are used to model the communication system described in Section 3.1,
while considering the transmission of several consecutive frames, different commu-
nication distances, and different number of molecules encoding the bit 1. The mini-
mum amount of energy required to transmit a frame, φmin, is computed by assuming
to uniformly distribute the related number of molecules across N/2 bits equal to 1
(i.e., ω = 0.5). For each communication distance, tests identified the minimum num-
ber of molecules released for the transmission of bit 1, mmin, and in turn the value of
φmin, that ensures an average BER lower than 5%. Similarly, the maximum amount of
energy required to transmit a frame, φmax, is computed by considering frames with
only one bit per frame equal to 1 (the whole transmission power is used for emitting
only one bit, thus generating the highest diffusion noise and inter-symbol interfer-
ence). Results reported in Figure 3.8 show that φmin increases with the frame size and
the communication distance. In fact, given that φmin is dimensioned for transmitting
N/2 bits equal to 1, the higher the frame size, the higher the number of molecules
released for each frame. Moreover, when the communication distance increases, the
concentration of molecules that reaches the receiver sphere decreases. Thus, in order
to guarantee a given target BER, higher communication distances require more emit-
ted molecules. On the other hand, φmax decreases when the communication distance
increases. In fact, according to the Fick’s law of diffusion, some of the molecules
emitted for a given symbol remain around the receiver sphere also after the related
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FIGURE 3.8: Minimum and maximum amount of energy required to transmit a frame.

TABLE 3.2: List of Proportional Gain Values Used in the Performance Evaluation

N = 10 N = 30
d = 10 µm d = 30 µm d = 10 µm d = 30 µm

γlow (low proportional gain) [V−1s−1] 5 5 5 0.95
γintermediate (intermediate proportional gain) [V−1s−1] 239.58 238.24 81.17 1

γhigh (high proportional gain) [V−1s−1] 479.04 479.04 162.22 1.05

symbol duration, thus generating diffusion noise and inter-symbol interference. The
impact of these noise contributions is not negligible when the communication dis-
tance increases, affects the detection process and impairs the communication perfor-
mance. This effect increases with the number of emitted molecules. Furthermore,
when the communication distance is higher than d = 30 µm, the value of the mini-
mum required energy φmin becomes greater than the value of the maximum required
energy φmax for N = 30. Therefore, the constraints presented in Theorem 6 cannot
be satisfied and the system is unfeasible. Note that the amount of required energy is
always very low: considering a symbol duration Ts equal to 1s and frame composed
by N = 10 bits or N = 30 bits, the required transmission power is few pW.

Equilibrium Point vs Acceptable Values of the Proportional Gain

By considering Theorem 6, Figure 3.9 depicts the equilibrium point, V∞, as a function
of the acceptable values of the proportional gain. Note that the acceptable values’
range of g reduces with the frame size and the communication distance. The extreme
case is registered when N = 30 and d = 30 µm. The value of the equilibrium point
decreases when the proportional gain increases. In fact, higher values of g lead to
an increment of the resulting energy budget consumed for the transmission. This,
in turn, implies a reduction of the resulting energy budget at the equilibrium. The
rest of this Section considers three different examples of the proportional gain, cor-
responding to a low, an intermediate, and a high value extracted from the acceptable
range (see Table 3.2).
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FIGURE 3.9: Equilibrium point, V∞, as a function of the proportional gain g.
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FIGURE 3.10: The state variable, Vc(k), as a function of the time when N = 10.

Analysis of the State Variable at the Equilibrium

The time variation of the state variable is reported in Figure 3.10 and Figure 3.11. As
already explained, a higher value of proportional gain g corresponds to a lower equi-
librium point, reached after a lower amount of time. Nevertheless, given the global
asymptotic stability of the equilibrium point, the expected theoretical value of V∞

is always reached. When N = 10, the communication distance does not influence
the results because the range of acceptable values of g (and, hence, those selected
for the numerical study) is almost the same. A different behavior is registered when
N = 30. In any case, it is important to note that the higher the communication dis-
tance, the higher the energy budget at the equilibrium. This result is not surprising:
as discussed in the previous Section, a high communication distance only accepts a
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FIGURE 3.11: The state variable, Vc(k), as a function of the time when N = 30.

limited set of lower values of g. Accordingly, the amount of energy consumed dur-
ing the transmission process is limited, and the resulting energy budget stored into
the ultra-nanocapacitor growths.

Energy Consumption

The amount of energy consumed during the time is reported in Figure 3.12 and
Figure 3.13. The highest energy consumption is registered when the intermediate
value of g is considered, while a smaller proportional gain corresponds to a lower
energy consumption. When N = 10, the differences between the amount of energy
consumed for different communication distances are negligible because the range of
acceptable g is approximately the same. On the contrary, differences can be observed
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FIGURE 3.12: The consumed energy as a function of the time when N = 10.

when N = 30. Also in this case, a lower amount of energy is consumed when the
communication distance increases because of the selected values of the proportional
gain.

Achieved Performance

Figure 3.14 and Figure 3.15 depict the achieved communication performance. The
behavior of the proposed approach is compared against traditional communication
schemes encoding the symbol 1 through a burst of a constant number of molecules.
Without loss of generality, the study considers static transmission scheme where
m = 100 (a very little value suggested in [190]) and m = 20000 (a larger value
proposed in [78]). The proposed power control mechanism registers an average
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FIGURE 3.13: The consumed energy as a function of the time when N = 30.

BER very closed to 50% just at the beginning of the transmission process, because
the ultra-nanocapacitor is empty and the state variable is very far from its equilib-
rium point. When the system approaches the equilibrium, the performance sharply
improves and the measured BER goes below the target value. A higher commu-
nication distance generally implies a higher BER, because of the reduced number
of molecules reaching the receiver and the high impact of both diffusion noise and
inter-symbol interference. The amount of time needed by the system to reach the
equilibrium point increases when the value of the proportional gain decreases. On
the other hand, traditional transmission schemes are able to guarantee the target per-
formance level only when the number of emitted molecules and the communication
distance are very low (i.e., m = 100 and d = 10 µm). In the other cases, most of the
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FIGURE 3.14: The average BER as a function of the time when N = 10. The dotted line
represents the target BER of 5%.

time the transmission process fails (i.e., the receiver does not receive any molecules
and decodes all the bits of the frame as 0-bits) because of the limited, or at most ab-
sent, energy budget. As a result, the comparison against state of the art transmission
scheme clearly demonstrates the unique ability of the conceived approach to ensure,
at the equilibrium, the expected target BER.

Impact of the Duty Cycle on Both Variance of the Output and Time Constant

To evaluate the variance of the state variable (that represents the output of the mod-
eled system) as a function of the variance of the inputs, the duty cycle of the signal
to transmit is changed by setting the idle time Ti from 0 s to 10 s (see Figure 3.16).
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FIGURE 3.15: The average BER as a function of the time when N = 30. The dotted line
represents the target BER of 5%.

First of all, computer simulations confirm the goodness of the formulated analytical
model (specifically, Theorem 8). Moreover, it is possible to observe that when d = 10
µm, the higher the Ti (hence, the lower the duty cycle), the higher the variance of the
output. In this case, the choice of a lower value of acceptable proportional gains also
ensures a lower variability of the state variable. On the other hand, larger commu-
nication distances further decrease the variance of the output.

Finally, the time constant is investigated to evaluate the time required by the
linearized system to return at the equilibrium after a perturbation of input param-
eters. Assuming that the system is at the equilibrium (i.e., the amount of energy
available within the ultra-nanocapacitor is equal to the energy budget at the equi-
librium), an input perturbation is modeled by considering that a certain number of
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FIGURE 3.16: The variance of the output, σ2
Ṽc

, as a function of the idle time, Ti.
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FIGURE 3.17: The average state variable as a function of the time when a perturbation of the
inputs occurs.
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frames entirely composed by 1-bits should be transmitted by the nano-device. This
perturbation leads to a decrement of the available energy in the ultra-nanocapacitor,
thus reducing the value of the state variable. Starting from Figure 3.17, it is possi-
ble to demonstrate that, when the duty cycle of the signal to transmit returns to its
average value, the time required by the system to reach the 95% of its equilibrium
point is equal to three-times the time constant computed for the linearized system
in Theorem 9. At the same time, it is possible to note that a lower proportional gain
determines a larger time constant of the linearized system around the equilibrium
point. The frame size and the communication distance influence the time constant
of the linearized system as well: the extreme case (i.e., d = 30 µm and N = 30)
corresponds to a restricted range of lower acceptable g and, in turn, implies a slower
system.

To sum up, a higher value of the proportional gain corresponds to a higher vari-
ance of the output, while lower values implies a slower system response to perturba-
tions. Therefore, the choice of the proportional gain should be done according to the
parameter settings and considering the trade-off between the minimum variance of
the output and the minimum time to return at the equilibrium after a perturbation.

3.3.7 Final Considerations

This Section presented a power control mechanism exploiting the feedback control
theory, whose goal is to guarantee a long-lasting diffusion-based molecular commu-
nication between electrochemical nano-devices fed by a piezoelectric nanogenerator.
The resulting system has been modeled with a discrete-time nonlinear state equa-
tion and deeply studied to evaluate acceptable settings guaranteeing technological
constraints and global asymptotic stability. Computer simulations validated all the
presented analytical models. Obtained results also demonstrated that higher values
of the proportional gain bring to lower equilibrium points, the state variable always
tends to the theoretical equilibrium point, the conceived communication system al-
ways ensures a BER lower than the target value when an acceptable value of the
proportional gain is chosen, the variance of the output is strongly affected by the
variance of the inputs and the proportional gain, and the time required by the sys-
tem to return at the equilibrium after a perturbation of the inputs decreases with the
increment of the proportional gain. The comparison against state of the art trans-
mission scheme further demonstrated the unique ability of the conceived approach
to ensure, at the equilibrium, the expected performance level.
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Chapter 4

An Optimized Transmission
Scheme for Diffusion-Based
Molecular Communications

The previous chapter tackles the energy issue by adopting piezoelectric nanogen-
erators to feed nano-devices in DMC scenarios and managing the transmission
power through feedback control mechanisms. However, the adoption of control
approaches does not guarantee the simplicity of the involved nano-transmitter. On
the other hand, the scientific literature has already used the optimization theory in
DMCs to 1) jointly maximize the throughput and efficiency at the transmitter side
based on feedback provided by the receiver [191], 2) maximize the channel capac-
ity and the data rate [79], 3) maximize the signal to interference ratio by properly
choosing the molecules release time [65], 4) find the optimal threshold or detection
scheme to minimize the error probability [192]–[194], and 5) optimize the resource
allocation in multi-user scenarios [195]–[197]. Among these works, only [79], [192],
[195]–[197] consider some energy or molecule constraints at the transmitter. Never-
theless, none of the works in [79], [192], [195]–[197] investigates neither the adoption
of energy harvesting mechanisms in the DMC context, nor the design of an opti-
mization problem constrained by the actual amount of energy available at each time
instant.

Starting from these premises, this Chapter presents a novel methodology that
optimizes a DMC system composed of nano-devices fed by ZnO-based piezoelec-
tric nanogenerators. Without loss of generality, the proposed study focuses on a
telemedicine use case, where implanted nano-devices are configured to deliver (only
during some periods of time and through a burst of M consecutive frames) sensed
biological information. The formulation of the optimization problem requires an ac-
curate modeling of the overall communication systems, which goes beyond the ref-
erence findings published in the current state of the art. For this reason, it is firstly
derived the mean and the variance of the aggregated noise at the output of the re-
ceiver. Then, by modeling the transmission process with a current generator, this
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FIGURE 4.1: The considered system model for transmission, propagation, and reception
processes.

Chapter presents a novel optimization problem to dynamically select the load cur-
rent among a very limited subset of possible values on a per-frame basis, while sat-
isfying energy constraints and target BER. Finally, computer simulations are used to
validate the developed analytical models and illustrate the behavior of the proposed
methodology in conceivable scenarios with different configuration parameters.

4.1 The Considered System Model

This Chapter focuses on a pioneering telemedicine use case, enabled by DMCs.
Here, implanted nano-devices are able to deliver biological information on demand
(i.e., when there is a significant variation in the measured value or when the doc-
tor visits the patient). The considered molecular communication system includes
a point transmitter fed by a piezoelectric nanogenerator, an aqueous propagation
medium where molecules freely diffuse, and a spherical receiver equipped with ho-
mogeneously distributed receptors (see Figure 4.1). Transmitter and receiver are
supposed to be synchronized according to one of the mechanisms already proposed
in the literature [184], [185]. To model the bursty nature of the communication pro-
cess, it is also assumed that the transmitter sends information molecules only dur-
ing constant ON times, while staying silent for OFF time periods tOFF. Without loss
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FIGURE 4.2: The considered transmission scheme with alternating ON and OFF periods
with variable tOFF.

of generality, OFF periods are described through an exponential random variable.
Starting from these premises, this Section presents the analytical models describing
the behavior of the reference communication system. To this end, it is firstly sum-
marized the main theoretical results at the basis of the developed model which are
already presented by the state of the art. Then, the mean and variance of the ag-
gregated noise at the output of the receiver and the resulting BER are analytically
derived. Table 4.1 reports the main analytical symbols used in this Chapter. Most
of the considered variables depend on the communication distance, d. This depen-
dence, however, is omitted to simplify the notation.

4.1.1 Reference Models for Transmitter, Propagation, and Reception

The transmitter uses the OOK modulation scheme to release m or zero molecules
for 1-bits and 0-bits, respectively. Hence, it consumes energy only in case of trans-
mission of 1-bits. The symbol duration is denoted with Ts, while the time interval
Tb required to release a burst of molecules is much smaller than Ts, that is Tb � Ts.
With reference to the considered telemedicine use case, the tON period allows trans-
mitting M consecutive frames of N bits (i.e., tON = MTf ), where the number of
emitted molecules changes on a per-frame basis. Figure 4.2 shows the considered
transmission scheme with alternating ON and OFF periods.

The transmitter hosts a piezoelectric nanogenerator composed of arrays of ZnO
nanowires which, excited by vibrations due to the human heartbeat [88], [89], pro-
vides energy to system communication procedures [94], [96], [99], [100]. In line
with the previous chapters, the harvesting and discharging processes are modeled
through the equivalent circuit depicted in Figure 4.1. Here, the harvesting process
is represented by an ideal voltage source, vn, in series with a resistor, Rn, and an
ultra-nanocapacitor with capacitance Cn and voltage Vc(t) [94]. The voltage source
generates an electric charge hn every cycle time tn, where hn considers the loss due
to the conversion between mechanical and electrical energy [94]. On the other hand,
the discharging process is modeled with a current source (i.e., the load current i(t))
in parallel with the ultra-nanocapacitor. As derived in the previous Chapter, the
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TABLE 4.1: List of Main Symbols Used in This Chapter

Symbol Description
M Number of consecutive frames
N Number of bits per frame
tON On time duration
tOFF Off time duration
Tb Time needed to release a burst of Q molecules
Ts Symbol duration
Tf Frame duration
m Number of molecules released for bit 1
D Diffusion coefficient
d Distance between transmitter and receiver
k f Forward reaction rate
kr Reverse reaction rate constant
Vrx Volume of the receiver sphere
r Number of receptor on the receiver surface
Θ Threshold of detection process
T Sampling time instant at the receiver
α Mean of the inter-symbol interference
β Variance of the inter-symbol interference
µout Mean of the noise at the output of the receiver
σ2

out Variance of the noise at the output of the receiver
nd Diffusion
nI Inter-symbol interference
nout Noise at the output of the receiver
vn Generator voltage
Rn Resistance of the harvesting process model
Cn Capacitance of the ultra-nanocapacitor
i(t) Load
hn Harvested energy per cycle
tn Duration of the harvesting cycle
p(t) Transmission power
Ec(t) Consumed
ξ Discharging conversion rate
Pe Error probability
Vc(t) Voltage across the ultra-nanocapacitor
q(t) Number of enqueued
ηI Rate of incoming packets

discrete-time state equation of the harvesting and discharging system is:

Vc(tj+1) = Vc(tj)e−
Tf

RnCn +

(
e−

Tf
RnCn − 1

)(
i(tj)Rn − vn

)
, (4.1)

where Tf corresponds to the frame duration and tj is the initial time instant of the
j-th frame, that is tj = tk + (j − 1)Tf with j ∈ [1, M]. The transmission power
spent during the j-th frame, p(tj), is computed by considering the conversion rate
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ξ of the electrochemical process used to recover chemical energy from the electri-
cal energy stored in the ultra-nanocapacitor [10], [187], the voltage across the ultra-
nanocapacitor at the beginning of the j-th frame, Vc(tj), and the chosen load current,
i(tj), that is:

p(tj) = ξVc(tj)i(tj). (4.2)

The resulting consumed energy, that is Ec(tj) = p(tj)Tf , is used to generate the
information molecules related to the j-th frame. The amount of energy required to
generate and release a burst of molecules is assumed to be comparable with respect
to the one consumed by pure biological systems using DMCs [39], [79].

The emitted molecules freely diffuse in a fluid medium by following a Brownian
motion. Accordingly, considering a burst of m released molecules, the molecules
concentration at distance d and time t is derived by the Fick’s law of diffusion [183]:
c(t) = m(4πDt)−3/2e−d2/(4Dt).

The concentration of molecules reaching the receiver is affected by the diffusion
noise and inter-symbol interference [186]. The diffusion noise, nd(t), due to colli-
sions of information molecules with each other and with the fluid particles in the
propagation medium, is modeled as an additive Gaussian noise with zero mean
and variance depending on the measured signal: nd(t) ∼ N (0, σ2

D(t)). According to
[186], the variance of the diffusion noise is computed as σ2

D(t) = c(t)/Vrx, where c(t)
is derived by the Fick’s law of diffusion and Vrx is the receiver volume. The inter-
symbol interference, nI(t), instead, generated by the molecular concentration related
to the previously transmitted symbols, is modeled as a Gaussian random variable,
i.e., nI(t) ∼ N (α, β), where the mean α and the variance β depend on the com-
munication distance, the number of emitted molecules, the propagation medium
properties, and the adopted transmitter and receiver [198]. Indeed, the actual con-
centration of molecules reaching the receiver side at distance d and time t is equal to
cr(t) = c(t) + nd(t) + nI(t).

The molecules concentration reaching the receiver sphere interact with the re-
ceptor placed on the receiver surface, according to the ligand-receptor reaction [68].
Without loss of generality, this work focuses on the reactive receiver model proposed
in the recent and highly-cited work in [16], which represents a widely accepted
model based on the ligand-receptor reaction. However, with few adjustments, the
results of this work may be extended to other reactive receiver models as well. Ac-
cording to [16], the variation of the number of molecules really captured by the re-
ceiver, zr(t), is given by the following non-linear receiver model dzr(t)/dt = k f rcr(t)
− k f cr(t)zr(t) − krzr(t), where r is the number of receptors, k f is the forward re-
action rate, kr is the reverse reaction rate. However, assuming k f � kr, the non-
linear term k f cr(t)zr can be neglected and the receiver model becomes linear, that
is dzr(t)/dt = k f rcr(t)− krzr(t). Considering its Fourier transform, the receiver can
be modeled as a low-pass filter with transfer function H( f ) and pulse response h(t)
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described in (4.3):

H( f ) =
k f r

kr + j2π f
; h(t) = k f re−krtu(t). (4.3)

where u(t) is the Heaviside’s unit step function.
Finally, the received signal is sampled to detect the maximum number of

molecules received in each time slot and it is compared with a given threshold, Θ.
If the measured signal is higher than Θ, the receiver assumes that the received bit is
equal to 1, otherwise the symbol is decoded as 0. To evaluate the optimal sampling
time, it is considered the closed-form solution of the linear ligand-receptor reaction
when the received concentration of molecules is only related to the emitted signal
(i.e., cr(t) = c(t)) without noise contributions, that is:

dzr(t)
dt

= k f rc(t)− krzr(t)

c(t = 0) = 0

zr(t = 0) = 0

=⇒ zr(t) = e−krtk f r
∫ t

0
c(τ)ekrτdτ (4.4)

where c(t) is the result of the Fick’s law of diffusion. The optimal sampling time T,
corresponding to the maximum received signal without noise Cmax, is obtained by
evaluating the time instant t = T in which the first time derivative of (4.4), that is
dzr(t)/dt = k f rc(t)− krzr(t), is equal to 0:

dzr(t)
dt

= k f rc(t)− kre−krtk f r
∫ t

0
c(τ)ekrτdτ =

= k f r
m

(4πD)3/2

(
e−

d2
4Dt

t3/2 − kre−krt
∫ t

0

e−
d2

4Dτ

τ3/2 ekrτdτ

)
=

=
e−

d2
4Dt

t3/2 − kre−krt
∫ t

0

e−
d2

4Dτ

τ3/2 ekrτdτ = 0,

(4.5)

which can be numerically solved.

4.1.2 Developed Noise Model

The performance of the considered system is evaluated in terms of error probability.
To properly evaluate the average BER, it is necessary to quantify the mean and the
variance of the aggregated noise at the output of the receiver. The noise at the input
of the receiver, nin, is composed by the sum of two independent Gaussian random
variables (i.e., the diffusion noise, nd, and the inter-symbol interference, nI). Hence,
the aggregated noise at the output of the receiver, nout, is obtained by filtering nin

with the low-pass filter described in (4.3).

Theorem 10. Let α, k f , kr, and r be the mean of the inter-symbol noise at the input of
the receiver, the forward reaction rate, the reverse reaction rate, and the number of receptors
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around the receiver sphere, respectively. Then, the mean of the noise at the output of the
receiver is:

µout = α
k f r
kr

. (4.6)

Proof. The sum of two independent Gaussian random variable (i.e., nd and nI) is
still a Gaussian random variable with mean equal to the sum of the two means and
variance equal to the sum of the two variances, that is nin(t) ∼ N (α, β+ σ2

D(t)) [199].
Thus, given the pulse response h(t) derived in (4.3), the mean at the output of the
receiver can be evaluated as follows:

µout = α ∗ h(t) = αH(0) = α
k f r
kr

, (4.7)

Theorem 11. Let k f , kr, r, β, D, m, Vrx, d, T, and b be the forward reaction rate, the
reverse reaction rate, the number of receptors, the variance of the inter-symbol interference
at the input of the receiver, the diffusion coefficient of the propagation medium, the number
of emitted molecules for 1-bits, the volume of the receiver, the communication distance, the
sampling time, and the transmitted bit, respectively. Then, the variance of the noise at the
output of the receiver is:

σ2
out =



βk2
f r2

k2
r

, if b = 0

k2
f r2

kr

 β

kr
+

m

Vrx(4πD)
3
2

e−krT
∫ T

0

e−d2/(4Dν)

ν
3
2

ekrνdν

, if b = 1
(4.8)

Proof. Let w(t) be a standard Gaussian random variable (i.e., w(t) ∼ N (0, 1)).
Considering the relationship between a Gaussian random variable and a standard
Gaussian random variable, the noise at the input of the receiver can be written as

nin(t) = α +
√

β + σ2
D(t)w(t). The autocorrelation of the noise at the input of the

receiver is computed by considering two time instant, t1 and t2, with t2 ≥ t1:

Rnin(t1, t2) = E[nin(t1) · nin(t2)] =

= E
[(

α +
√

β + σ2
D(t1)w(t1)

)(
α +

√
β + σ2

D(t2)w(t2)

)]
=

= α2 +

(
β +

√
σ2

D(t1)σ2
D(t2)

)
δ(t2 − t1)

(4.9)

Since the autocorrelation in (4.9) depends on the considered time instant, t1 and t2,
the noise process is not wide-sense stationary. Therefore, the autocorrelation at the
output of the receiver is computed as follows:

Rnout(t1, t2) = h(t1) ∗ h(t2) ∗ Rnin(t1, t2). (4.10)
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where h(t1) and h(t2) are the pulse response of the receiver, evaluated in t1 and t2,
respectively. Considering that the term multiplied by the delta function in (4.9) is
different from zero only if t1 = t2, it is possible to derive the autocorrelation of the
noise at the output of the receiver:

Rnout(t1, t2)=(α
2 + β)H(0)

∫ +∞

−∞
h(t1 − ν)dν + H(0)

∫ +∞

−∞
σ2

D(ν)h(t1 − ν)dν =

=
k2

f r2

kr

(α2 + β)
∫ +∞

−∞
e−kr(t1−ν)u(t1 − ν)dν+

+
∫ +∞

−∞

m
(4πDν)3/2Vrx

e−
d2

4Dν u(ν)e−kr(t1−ν)u(t1 − ν)dν

 =

=
k2

f r2

kr

(α2 + β)e−kr(t1)
∫ t1

−∞
ekrνdν+

+
m

(4πD)3/2Vrx
e−krt1

∫ t1

0

e−
d2

4Dν

ν3/2 ekrνdν

 =

= α2
k2

f r2

k2
r

+ β
k2

f r2

k2
r

+
m

(4πD)3/2Vrx

k2
f r2

kr
e−krt1

∫ t1

0

e−
d2

4Dν

ν3/2 ekrνdν.

(4.11)
Now, the power of the noise at the output of the receiver, Pnout , can be computed

by evaluating the autocorrelation at the output when t1 = t2 = T, that is:

Pnout = Rnout(T, T) = E
[
nout(T)nout(T)

]
= E

[
n2

out(T)
]
. (4.12)

where T is the sampling time instant. Indeed, starting from (4.11) and (4.12)
evaluated for t1 = t2 = T and remembering that σ2

D(t) = c(t)/Vrx =

m(4πDt)−3/2e−d2/(4Dt)/Vrxu(t) (see Section 4.1.1), the power of the noise at the out-
put of the receiver can be written as:

Pnout =
k2

f r2

kr

α2

kr
+

β

kr
+

m
(4πD)3/2Vrx

e−krT
∫ T

0

e−d2/(4Dν)

ν3/2 ekrνdν

, (4.13)

Then, the variance of the noise at the output of the receiver is equal to:

σ2
out = Pnout − µ2

out, (4.14)

where the autocorrelation of the noise at the output of the receiver and the resulting
variance strongly depend on the transmitted bit b. Finally, the proof can be easily
concluded by substituting (4.6) and (4.13) in (4.14).

To sum up, the aggregated noise at the output of the receiver is obtained by
filtering the noise at the input with the ligand-receptor process and it is modeled
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as a Gaussian random variable with mean µout and variance σ2
out, that is nout ∼

N (µout, σ2
out).

Finally, in line with [200], the average BER is computed as:

Pe =
1
4

erfc

 Θ− µout√
2σ2

out|b=0

+ erfc

µout + Cb=1
max −Θ√

2σ2
out|b=1

 , (4.15)

where the transmitted bits b are independent and equally distributed, Θ is the de-
tection threshold, and Cb=1

max = e−krTk f r
∫ T

0 c(τ)ekrτdτ is the maximum number of
received molecules without the noise contribution when a 1-bit is emitted.

4.2 The Conceived Optimization Problem

The aim of this Chapter is to dynamically select the transmission power (i.e., the
number of emitted molecules) on a per-frame basis. Hence, considering the relation-
ship between the transmission power and the load current reported in (4.2), it is for-
mulated an optimization problem that chooses the sequence of load currents i(tj) for
j = 1, M frame-by-frame, starting from a very limited subset of possible values (i.e.,
i(tj) ∈ {0, il , ih}) in order to preserve the simplicity of the transmitter. This sequence
of load current values is selected in order to simultaneously minimize the number of
enqueued packets and the probability that the voltage in the ultra-nanocapacitor is
lower than a value ε at the beginning of the successive ON time, while also fulfilling
energy constraints and target BER. In each ON time period, the first frame is used
by the transmitter to communicate information about the selected load currents for
the successive frames. This way the receiver can calculate the transmission power
in each frame for 1) eliminating the bias generated by the inter-symbol interference
that produces non-zero average noise and 2) optimizing the threshold value frame-
by-frame. The optimization problem can be initially stated as follows:

min
i(tj),∀j∈[1,M]

γPr(Vc(tk+1) ≤ ε) + (1− γ)q(tk+1) (4.16)

s. t. i(tj) ∈ {0, il , ih} ∀j = 2, ..., M (4.17)

i(tj) = il for j = 1 (4.18)

Pe(j) ≤ P̂e ∀j = 1, ..., M (4.19)

Vc(tj+1) ≥ 0 ∀j = 1, ..., M (4.20)

i(tj)|q(tj)=0= 0 ∀j = 2, ..., M (4.21)

where γ is a weight assuming an arbitrary value from 0 to 1, Vc(tk+1) is the voltage
within the ultra-nanocapacitor, q(tk+1) is the number of enqueued packet, M rep-
resents the number of frames in each tON , Tf is the frame duration, Pe is the error
probability derived in (4.15), and P̂e is the target BER.
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4.2.1 Formulation of the Objective Function

The final formulation of the optimization problem reported in (4.16) is obtained by
evaluating the impact of the selected load current values on the objective function.
First, starting from the system model described in Section 4.1, it is formulated the
probability that the voltage across the ultra-nanocapacitor at time tk+1 is lower than
ε.

Theorem 12. Let the OFF time, tOFF, be an exponential random variable with parameter
λOFF. The probability to have at the beginning of the successive ON time an amount of
voltage, Vc(tk+1), lower than ε is equal to:

Pr(Vc(tk+1) ≤ ε) = 1− e−λOFF [−RnCn ln((vn−ε)/Φ)], (4.22)

where Φ = (vn −Vc(tk))e
−

MTf
RnCn + (1− e−

Tf
RnCn )Rn ∑M

j=1 i(tj)e−
(M−j)Tf

RnCn .

Proof. Considering the equivalent circuit depicted in Figure 4.1 and the well-known
capacitor charging formulation with an initial voltage, the voltage at the beginning
of the successive ON time, Vc(tk+1), can be calculated starting from the voltage in
tk + MTf :

Vc(tk+1) = Vc(tk + MTf + tOFFk) = vn + (Vc(tk + MTf )− vn)e−
tOFFk
RnCn (4.23)

If M = 1, the voltage across the ultra-nanocapacitor at the end of the frame can
be simply computed through (4.1).

If M = 2, instead, the voltage across the ultra-nanocapacitor after two frames
becomes:

Vc(tk + 2Tf ) = Vc(tk + Tf )e
−

Tf
RnCn +

(
e−

Tf
RnCn − 1

)(
i(tk + Tf )Rn − vn

)
=

= Vc(tk)e
−

2Tf
RnCn +

(
e−

Tf
RnCn − 1

)[(
e−

Tf
RnCn i(tk) + i(tk + Tf )

)
Rn+

− vn

(
e−

Tf
RnCn + 1

)]
,

(4.24)
where Vc(tk + Tf ) is derived by (4.1).

By generalizing, the voltage across the ultra-nanocapacitor at the end of M
frames is:

Vc(tk + MTf )=Vc(tk)e
−

MTf
RnCn +

(
e−

Tf
RnCn −1

)[
Rn

M

∑
j=1

i(tj)e−
(M−j)Tf

RnCn −vn

M−1

∑
m=0

e−
mTf

RnCn

]
.

(4.25)

Moreover, given that ∑M−1
m=0 e−

mTf
RnCn = (1− e−

MTf
RnCn )/(1− e−

Tf
RnCn ), the (4.25) becomes:

Vc(tk + MTf ) = vn + (Vc(tk)− vn) e−
MTf

RnCn +

(
e−

Tf
RnCn − 1

)
Rn

M

∑
j=1

i(tj)e−
(M−j)Tf

RnCn .

(4.26)
Now, substituting (4.26) in (4.23), it is possible to derive the amount of voltage across
the ultra-nanocapacitor at tk+1, that is:

Vc(tk+1)=vn+(Vc(tk)−vn)e−
MTf +tOFFk

RnCn −
(

e−
tOFFk
RnCn −e−

Tf +tOFFk
RnCn

)
Rn

M

∑
j=1

i(tj)e−
(M−j)Tf

RnCn .

(4.27)
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Starting from (4.27), the probability that the voltage in the ultra-nanocapacitor at
time tk+1 is lower than ε can be written as:

Pr(Vc(tk+1) ≤ ε) = Pr

(
vn + (Vc(tk)− vn)e−

MTf +tOFFk
RnCn −

(
e−

tOFFk
RnCn − e−

Tf +tOFFk
RnCn

)
×

× Rn

M

∑
j=1

i(tj)e−
(M−j)Tf

RnCn ≤ ε

)
= Pr

tOFFk ≤ −RnCn ln

vn − ε

Φ

,

(4.28)

where Φ = (vn−Vc(tk))e
−

MTf
RnCn +(1− e−

Tf
RnCn )Rn ∑M

j=1 i(tj)e−
(M−j)Tf

RnCn . It corresponds to
the cumulative distribution function of the exponential random variable tOFF with
parameter λOFF. Accordingly:

Pr(Vc(tk+1) ≤ ε) = 1− e−λOFF [−RnCn ln((vn−ε)/Φ)], (4.29)

which concludes the proof.

On the other hand, it is also possible to estimate the impact of selected load cur-
rent values on the second element of the objective function, i.e., the amount of pack-
ets enqueued at tk+1.

Theorem 13. Considering the number of packet in the queue at tk, q(tk), the sequence of
load currents, i(tj), and the average number of incoming packet per second, λI , the number
of packet enqueued at the beginning of the successive ON time can be estimated as:

q(tk+1) = q(tk)−
M

∑
j=1

2 arctan
(
Ki(tj)

)
π

+ (MTf + tOFFk)λI . (4.30)

Proof. Starting from an initial number of enqueued packets in tk of q(tk), the number
of packet in the queue at tk+1 can be evaluated by taking into account the number of
transmitted and incoming packets. The former is computed by considering the num-
ber of frames that can be potentially transmitted, M, minus the number of times the
selected load current is equal to 0, η0. The latter, instead, corresponds to the average
amount of frames generated and enqueued during M frames, ηI . Accordingly:

q(tk+1) = q(tk)−M + η0 + ηI . (4.31)

The number of times the selected load current is 0, η0, can be estimated by in-
troducing a saturation function which is equal to 0 if the selected load current is
0, otherwise it is equal to 1. Accordingly, it is introduced the following saturation
function:

η0 = M− sat(i(tj)) = M−
M

∑
j=1

2 arctan
(
Ki(tj)

)
π

, (4.32)

where
2 arctan

(
Ki(tj)

)
π

=

0 if i(tj) = 0

1 if i(tj) ∈ il , ih

The average number of incoming packets ηI , instead, is described as the mean of a
Poisson process with parameter λI , that is:

ηI = (MTf + tOFFk)λI . (4.33)
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Thus, substituting (4.32) and (4.33) in (4.31), it is possible to conclude the proof.

4.2.2 Formulation of the Constraints

The first constraint reported in (4.17) allows choosing the sequence of load currents
i(tj) among a limited set of three possible values, that is {0, il , ih}. The (4.18) imposes
that the first frame (i.e., the one carrying the load currents which will be used for
the current ON time) is transmitted by consuming the lower current value. The
constraint in (4.19), instead, allows to transmit information guaranteeing a target
performance requirement, while the constraint in (4.20) avoids to consume more
energy than the available one. Finally, constraint (4.21) states that a load current
equal to 0 must be chosen when there are no more packets to transmit and the queue
is empty.

Specifically, constraint (4.20) can be explicitly written considering the general-
ized expression in (4.26), that is:

Vc(tj+1) = Vc(tk + jTf ) =

= vn + (Vc(tk)− vn) e−
jTf

RnCn +

(
e−

Tf
RnCn − 1

)
Rn

j

∑
l=1

i(l)e−
(j−l)Tf
RnCn ≥ 0.

(4.34)

Accordingly, after a bit of algebra, it becomes:
j

∑
l=1

i(l)e−
(j−l)Tf
RnCn ≤ vn − (vn −Vc(tk))e

−
jTf

RnCn

(1− e−
Tf

RnCn )Rn

. (4.35)

Furthermore, it is worthwhile to note that the result of the probability in (4.22)
makes sense only if the logarithm is a negative value. Thus, its argument must be
lower than 1, that is:

vn − ε

Φ
≤ 1 (4.36)

where Φ = (vn−Vc(tk))e
−

MTf
RnCn + (1− e−

Tf
RnCn )Rn∑M

j=1i(tj)e−
(M−j)Tf

RnCn . Thus, the possible
combination of i(tj) is further limited as follows:

M

∑
j=1

i(tj)e−
(M−j)Tf

RnCn ≥ vn − ε− (vn −Vc(tk))e
−

MTf
RnCn

(1− e−
Tf

RnCn )Rn

, (4.37)

which represents a new constraint of the optimization problem.

4.2.3 Final Formulation of the Optimization Problem

Finally, considering an objective function based on (4.22) and (4.30), the constraints
already formulated in (4.17), (4.18), (4.19), and (4.21), and the ones derived in (4.35)
and (4.37), the resulting optimization problem to be solved becomes:

min
i(j),∀j∈[1,M]

γ

(
1− e−λOFF [−RnCn ln( vn−ε

Φ )]
)
+

+(1− γ)

(
q(tk)−

M

∑
j=1

2 arctan
(
Ki(tj)

)
π

+ (MTf + tOFFk)λI

)
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TABLE 4.2: List of Simulation Parameters

Parameters Values References
D 10−9 m2/s [70]
Ts 1 s [37]
Tb 1 ms -
r 500 [68], [70], [200]
k f 0.2 µm3/s [68], [70], [200]
kr 10 s−1 [68], [70], [200]
Vrx 2000 µm3 [68], [70], [200]
hn 6 pC [94], [96], [114]
Cn 9 nF [94], [96], [114]
vn 0.42 V [92], [94], [96]
tn 1 s [94]
ξ 40% [187]
Vc(0), ε Vmin -
q(0) 2 pkt -
λI 0.05 pkt/s -
M 10 -

s.t. i(tj) ∈ {0, il , ih} ∀j = 2, ..., M

i(tj) = il for j = 1

Pe(j) ≤ P̂e ∀j = 1, ..., M

j

∑
l=1

i(l)e−
(j−l)Tf
RnCn ≤ vn − (vn −Vc(tk))e

−
jTf

RnCn

(1− e−
Tf

RnCn )Rn

∀j = 1, ..., M

i(tj)|q(tj)=0= 0 ∀j = 2, ..., M

M

∑
j=1

i(tj)e−
(M−j)Tf

RnCn ≥ vn − ε− (vn −Vc(tk))e
−

MTf
RnCn

(1− e−
Tf

RnCn )Rn

(4.38)

where Φ = (vn −Vc(tk))e
−

MTf
RnCn + (1− e−

Tf
RnCn )Rn ∑M

j=1 i(tj)e−
(M−j)Tf

RnCn .
Note that the optimization problem stated in (4.38) can be solved by a re-

mote monitoring device having a higher computational capability than the nano-
transmitter [196]. Accordingly, starting from system parameters (e.g., the commu-
nication distance, the diffusion coefficient, and the dimension of piezoelectric nano-
generator and ultra-nanocapacitor), the remote device obtains the optimal sequence
of load currents and delivers it to the nano-transmitter.

4.3 Numerical Results

The feasibility study of the proposed energy-aware transmission scheme and the
goodness of the formulated analytical models are investigated in different conceiv-
able scenarios through computer simulations, carried out by using Matlab. Most of
parameters related to the communication system, the harvesting process, and the
optimization problem are chosen according to the current state of the art, as summa-
rized in Table 4.2. The threshold Θ is calculated in every configuration in order to
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FIGURE 4.3: (a) Optimal threshold as a function of the communication distance d and the
number of emitted molecules per bit m and (b) minimum required voltage as a function of

the communication distance d, the frame size N, and the target BER P̂e.

minimize the error probability, while the minimum voltage Vmin corresponds to the
minimum required voltage across the ultra-nanocapacitor to reach the target BER
(see Section 4.3.1 for more details).

The conducted study starts validating the noise contributions derived in Section
4.1.2. Then, it evaluates the optimal sequence of load currents addressing the op-
timization problem, also showing the resulting variation of the voltage across the
ultra-nanocapacitor, the number of packets in the queue, the amount of energy con-
sumed for transmission purposes, the probability that the voltage is lower than ε,
and the achieved BER. Results are reported as a function of the time, the weight of
the objective function γ, the distance between transmitter and receiver d (ranging
from 20 µm to 50 µm [37]), the average off time t̄OFF (chosen in the range from 50
s to 200 s), the number of bit per frame N (ranging from 10 bits to 30 bits), and the
target BER (set equal to 5% or 10%). Aggregated results are obtained by averaging
500 independent simulations in order to reduce the effect of statistical fluctuations.

4.3.1 Optimal Threshold and Minimum Voltage

Figure 4.3(a) depicts the optimal threshold calculated in every configuration in order
to minimize the BER. The optimal threshold value decreases when the communica-
tion distance increases: according to the Fick’s law of diffusion, the increment of the
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distance between transmitter and receiver causes a decrement in the number of re-
ceived molecules, thus decreasing the optimal threshold value. For the same reason,
the threshold decreases when the number of emitted molecules per bit decreases.

The minimum voltage across the ultra-nanocapacitor required to guarantee the
target BER, instead, is shown in Figure 4.3(b). As expected, Vmin increases when the
target BER is lower, especially when the communication distance increases. In fact,
a lower P̂e requires a higher number of emitted molecules when the communication
is impaired by the increasing distance between transmitter and receiver. Note that a
higher target BER allows to reach an increasing communication distance: when the
target BER is set to 5%, the maximum reachable communication distance is 45 µm;
when the target BER increases to 10%, the communication distance increases to 50
µm as well. Moreover, considering that the frame is composed by N/2 bits equal to
1, the minimum voltage per frame increases with the frame size.

4.3.2 Validation of the Noise Model

The noise model described in Section 4.1.2 is validated through computer simula-
tions. Results reported in Figure 4.4 confirm the goodness of the formulated analyt-
ical model for different communication distances and number of emitted molecules.
Furthermore, it is possible to note that, as the communication distance increases
and the number of molecules decreases, the mean and the variance for both 0-bits
and 1-bits at the output of the receiver decrease. In fact, increasing of the commu-
nication distance or decreasing of the emitted molecules cause a decrement in the
number of received molecules due to the Fick’s law of diffusion. Hence, given that
the diffusion noise is strongly related to the molecules concentration reaching the
receiver side and the inter-symbol interference depends on the number of received
molecules, also the mean and the variance of the noise at the output of the receiver
decrease.

4.3.3 Behavior of the Optimization Problem

Figure 4.5 illustrates the behavior of the obtained communication system for a single
realization, reported in terms of load current, voltage across the ultra-nanocapacitor,
number of enqueued packets, and consumed energy during the time, by consider-
ing two different weights γ in the objective function and setting the frame size, the
communication distance, the average off time, and the target BER equal to 10 bits, 30
µm, 100 s, and 5%, respectively. As expected, the resulting voltage across the ultra-
nanocapacitor (i.e., the amount of available energy) and the number of enqueued
packets are usually higher when a higher weight γ is used. In fact, considering the
objective function in (4.38), a smaller weight γ corresponds to an optimization prob-
lem which aims at minimizing mostly the number of packets in the queue, while a
higher γ envisages a stricter constraint in terms of voltage. Furthermore, since the
voltage across the ultra-nanocapacitor increases with the weight γ, also the energy
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FIGURE 4.4: Analytical and simulation results for (a) the mean, (b) the variance for 0-bits,
and (c) the variance for 1-bits of the noise at the output of the receiver as a function of the

communication distance and the number of emitted molecules.
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FIGURE 4.5: (a) Load current sequence, (b) voltage across the ultra-nanocapacitor, (c) num-
ber of packets in the queue, and (d) resulting consumed energy as a function of the time
and the weight γ when a single realization is performed and with N = 10, d = 30µm,

t̄OFF = 100s, and target BER = 5%.
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consumed for transmission purposes is usually higher. Finally, it is important to
note that the energy consumed for packets transmission is always higher than the
minimum energy value required to accomplish performance requirements.

4.3.4 Average Performance of the Optimization Problem

To obtain average performance levels, the weight of the objective function γ is set
to 0.5. In particular, it is studied the probability that the voltage is lower than the
target value ε, the number of enqueued packets, the amount of energy consumed for
the transmission process, and the resulting BER evaluated following the procedure
described in Section 4.1.

Voltage probability

Considering the voltage across the ultra-nanocapacitor, the probability that this
value goes under a target voltage ε is illustrated in Figure 4.6 as a function of the
communication distance d, the average off time t̄OFF, the target BER, and the num-
ber of bit per frame N. Specifically, it is possible to note that the voltage probability
usually decreases with the communication distance, especially when the number of
bit per frame increases. In these cases, in fact, the optimization problem chooses
more frequently a load current equal to zero in order to reach a voltage across the
ultra-nanocapacitor which allows to consume an increasing amount of energy, thus
releasing more information molecules and guaranteeing performance constraints.
On the other hand, the probability of a voltage lower than ε always grows when the
average off time decreases. Indeed, the increasing of the off time allows the transmit-
ter to retrieve more energy and the voltage across the ultra-nanocapacitor increases
as well.

Enqueued packets

Figure 4.7 depicts how the number of packets in the queue changes with the com-
munication distance, the average off time, the frame size, and the target BER. In
particular, the increasing of the communication distance usually leads to a grow-
ing enqueued packets due to the increment of the required energy to transmit each
frame. This trend becomes more clear when also the frame size increases. In this
case, the transmitter has to manage the available energy to emit an increasing num-
ber of molecules in order to guarantee performance requirements and simultane-
ously minimize both the probability that the voltage across the ultra-nanocapacitor
goes under the threshold ε and the number of enqueued packets. Accordingly, in
this extreme scenario, the transmitter chooses more frequently the zero load current,
thus collecting more packets in the queue. Moreover, as expected, the number of
incoming packets ηI grows with the increment of t̄OFF, thus increasing the number
of total enqueued packets.
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function of the communication distance d, the average off time t̄OFF, the target BER, and the
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FIGURE 4.7: Number of packets in the queue as a function of the communication distance d,
the average off time t̄OFF, the target BER, and the frame size N.
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Consumed Energy

Results reported in Figure 4.8 show the amount of energy consumed for the trans-
mission process starting from the selected sequence of load currents for each con-
figuration. In particular, the higher energy consumption values are reached with
growing communication distances and frame sizes. In fact, as already explained,
when the distance between transmitter and receiver increases, the number of infor-
mation molecules required to properly transmit 1-bits and guarantee performance
requirements inevitably grows, leading to an increasing energy consumption. For
the same reason, a lower target BER usually demands more effort in terms of con-
sumed energy. At the same time, the increasing of the number of bit per frame causes
an increment of the number of molecules to be transmitted per frame and, in turns,
higher energy consumption. The amount of consumed energy also increases when
a high value of off time is used. In this case, in fact, the transmitter has more time
to retrieve energy, thus increasing the amount of available and, in turns, consumed
energy.

Resulting BER

Figure 4.9 presents the resulting BER as a function of the communication distance d,
the average off time t̄OFF, the target BER and the frame size N. As expected, the mea-
sured BER increases with the communication distance because of the reduced num-
ber of molecules reaching the receiver and the high impact of both diffusion noise
and inter-symbol interference. However, it is generally lower when a stricter con-
straint in terms of target BER is considered. The target BER is not only accomplished
by the average BER, but also by the maximum obtained value in each simulation, as
explicitly required by the constraint in (4.19) of the optimization problem. Finally, a
lower average off time always corresponds to a higher BER: the transmitter has less
time to retrieve energy, consumes less energy for transmission purposes, and uses
less molecules to encode 1-bits, thus increasing the error probability.
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FIGURE 4.8: Consumed energy as a function of the communication distance d, the average
off time t̄OFF, the target BER, and the frame size N.
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FIGURE 4.9: BER as a function of the communication distance d, the average off time t̄OFF,
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4.4 Final Considerations

This Chapter presented an optimized energy-harvesting transmission scheme for a
diffusion-based molecular communication system composed of nano-devices fed by
piezoelectric nanogenerators. Specifically, an optimization problem that dynami-
cally selects the transmission power (e.g., the number of molecules to release) is de-
veloped on a per-frame basis, while satisfying energy and performance constraints.
To properly define objective function and constraints, this Chapter analytically de-
rived the mean and the variance of the aggregated noise at the output of the re-
ceiver, the probability that the voltage across the ultra-nanocapacitor goes under
a target value, and the number of enqueued packets based on the behavior of the
transmission process. Then, computer simulations are used for validating the pro-
posed analytical models and for evaluating the performance of the diffusion-based
molecular communication system under different parameter settings. Obtained re-
sults clearly demonstrated that the proposed methodology always guarantees target
performance levels.
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Conclusions

The Internet of Nano-Things is a new promising networking paradigm for the in-
terconnection of nano-devices and a powerful enabling technology for a wide area
of innovative applications in different fields. Without any doubt, medical applica-
tions, such as cooperative drug delivery, regenerative medicine, and nanosurgery,
emerged as the most challenging and encouraging scenarios. In this context, given
the limited dimensions of involved devices, the possible restraints in the replace-
ment of nano-batteries, and the non-negligible amount of energy consumption for
communication procedures, the energy management surely represents an interest-
ing research topic. Under these premises, this PhD thesis pursued the goal of in-
tegrating energy harvesting mechanisms and energy-aware transmission schemes
to support long-lasting nanoscale wireless communications. To this end, the consid-
ered nano-devices are supposed to be equipped with Zinc Oxide-based piezoelectric
nanogenerators to harvest energy from the vibrations in the surrounding environ-
ment (e.g., the human heartbeat for in-vivo applications), while the transmission
power is dynamically adapted based on the available amount of energy budget.

The first investigated transmission scheme conceived a power control mecha-
nism for a nano-device fed by a piezoelectric nanogenerator and willing to com-
municate in human tissues through wireless communications in the terahertz band.
The resulting system has been modeled with a continuous-time nonlinear state equa-
tion and deeply studied to evaluate acceptable settings guaranteeing technological
constraints and asymptotic stability. Regarding molecular communication scenar-
ios, instead, feedback control approaches are proposed for energy-harvesting and
diffusion-based communication systems, that dynamically tune the load current
drained by the transmitter interface through a proportional controller on a per-bit
and per-frame basis. After deriving the state equation of the resulting nonlinear
systems, the analysis of their asymptotic stability and technological constraints pro-
vided the acceptable range of values for the proportional gain. To preserve the
transmitter simplicity, this thesis also dealt with an optimized energy-harvesting
transmission scheme for diffusion-based molecular communications. Specifically,
an optimization problem that dynamically selects the transmission power (e.g., the
number of molecules to release) is developed on a per-frame basis, while satisfying
energy and performance constraints. Computer simulations are used throughout the
thesis to validate the formulated analytical models, depict the behavior of the pro-
posed transmission schemes in conceivable scenarios, and demonstrate the unique
ability of the presented approaches to ensure the expected performance level.
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Despite the growing interest of the scientific community for the Internet of Nano-
Things paradigm, the research related to this topic is merely a starting point that
opens up for several possible future works.

Regarding the proposed energy-aware transmission strategies, future research
activities should investigate how the proposed control laws and optimization
schemes affect system performance, while jointly considering other parameter set-
tings for the proposed harvesting and discharging models, reception procedure, syn-
chronization, and various network configurations. More in general, the scientific lit-
erature clearly demonstrated that the nanotechnology rapidly evolved and that it is
now possible to think about applications, implementations, and research directions
never seen before. At the time of this writing, the proposed transmission schemes
can be practically implemented by integrating proportional controllers, piezoelec-
tric nanogenerators, and nano-antennas within a bio-inspired or nanomaterial-based
nano-device. Despite the current state of the art embraces preliminary studies
demonstrating the possibility to implement every single part of the conceived power
control mechanisms (e.g., the realization of computing, storage, and communica-
tion elements of a nano-device is feasible, bio-inspired machines communicating via
molecular diffusion have been already realized in macroscale experimental testbeds,
stand-up Zinc Oxide nanowires can be exploited to create ultra-nanocapacitor feed-
ing nano-devices in molecular and electromagnetic domains, and proportional con-
trollers can be implemented at the nanoscale), the practical implementation of a
complete nano-device still represents one of the key challenges to face for the sci-
entific community working in the field of nano-communications. Nevertheless, it
is reasonable to affirm that the overall current state of the art on nanotechnology
offers great opportunities to realize (i.e., practically implement) the approaches pre-
sented in this thesis in the near and far future. In addition, with particular reference
to the molecular communication scenario, the research efforts currently follow the
idea to use different types of molecules, including hormones, pheromones, proteins,
DNA, and RNA. While the generation of these molecules at the macroscale has been
widely investigated, only few contributions provide some preliminary details (i.e.,
chemical reactions and energy requirements) about the generation of molecules at
the nanoscale. Accordingly, the study of electrochemical processes, the definition
of the type of molecules, the reaction that generates/releases them and related re-
quirements represent a key challenge to face to move from theory to practice in this
promising research field.
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