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Influence of Ausforming Treatment on Super Elasticity of Cu-Zn-Al Shape Memory Alloy for
Seismic Energy Dissipaters
Reprinted from: Buildings 2021, 11, 22, doi:10.3390/buildings11010022 . . . . . . . . . . . . . . . 107

Alessandro Franco and Eva Schito

Definition of Optimal Ventilation Rates for Balancing Comfort and Energy Use in Indoor Spaces
Using CO2 Concentration Data
Reprinted from: Buildings 2020, 10, 135, doi:10.3390/buildings10080135 . . . . . . . . . . . . . . 123

Aysu Kuru, Philip Oldfield, Stephen Bonser and Francesco Fiorito

A Framework to Achieve Multifunctionality in Biomimetic Adaptive Building Skins
Reprinted from: Buildings 2020, 10, 114, doi:10.3390/buildings10070114 . . . . . . . . . . . . . . 143
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Here, we overview the Buildings journal Special Issue dedicated to the following topic:
“Novel Technologies to Enhance Energy Performance and Indoor Environmental Quality of
Buildings” (https://www.mdpi.com/journal/buildings/special_issues/Energy_Indoor_
Environmental, last access on 7 July 2021) and the scientific papers it hosts. The aim of
this Special Issue was to report current trends in the investigations dealing with emerging
materials and devices, aiming at an increase in energy performance of buildings and
indoor comfort. We are currently facing an epochal transition, involving a compelling
change in the way we produce and use energy: in this roadmap, low impact buildings
might play a relevant role. The enhancement of energy efficiency, in the construction
sector, can be obtained by the development of new materials, with improved properties,
spanning from chromogenics [1–3] to semitransparent photovoltaics [4–7], superinsulating
materials [8,9], and phase change materials [10,11]. Novel technologies may also increase
comfort, indoor environmental quality and safety as well. Ten original research studies
have been published, with the contributions of international research groups, from Italy,
Poland, Australia, United Kingdom, Croatia, Spain, and Taiwan. All these contributions
address the main topics of the Special Issue, with an effective and targeted effort.

Cannavale et al. [12] proposed an innovative aerogel-based “thermal break” for win-
dow frames, to effectively reduce the frame conductance of regulation compliant reference
windows. The thermal performance of this new window was assessed by finite element
method. Furthermore, numerical simulations were carried out to assess energy savings
for heating and cooling, for several international locations, confirming the potential of
this novel building component, embodying super-insulating materials, which revealed its
suitability for extremely rigid climates.

Mainka et al. [13] reported a study about homemade air purifiers, namely low-cost
ozone generators to decrease the level of contaminants. In their experimental activity,
they investigated the reduction of bacterial and fungal aerosol by using two available
technological solutions of air purifiers. They observed a decrease by 78 % of bacteria
concentration, after 20 min of ozone generation. The authors of also point out that ozone
has the property of destroying the coronavirus, at the basis of the global SARS-CoV-2
pandemic. This aspect could justify a particular interest in the proposed device.

Kuru et al. [14] investigated the possible transfer of multifunctionality in nature
into biomimetic strategies for engineered systems, by creating an effective framework
to develop multifunctional biomimetic adaptive building skins. Such a framework may
become a systemic collection of biological information. Numerical simulations proposed a
comparison between the base-case building and a case study, demonstrating a decrease
of discomfort hours by 23.18 %. The authors proposed biomimetic design as a suitable
approach for future buildings.

Buildings 2021, 11, 303. https://doi.org/10.3390/buildings11070303 https://www.mdpi.com/journal/buildings
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Roy et al. [15] proposed a review paper dealing with perovskite solar cells, whose
rapid worldwide diffusion in scientific research has attracted the attention of industries
and governments. The authors investigated the main issues about building integration
of perovskite-based solar cells, showing their main features, opportunities but also crit-
ical issues and current limits, which perhaps will soon be overcome, thanks to future
scientific efforts.

Franco et al. [16] investigated the relevant role of ventilation rate, to achieve air quality
in public buildings, with special attention to the required compromise between indoor air
quality and the control of energy consumption. The authors proposed a method for the
definition of optimal values of air exchange rates and found lower air flow exchange rates,
compared to current Technical Standards, sensitive to occupation profiles. The authors
claim that their adaptive solution represents a considerable progress, being based on simple
measurements of carbon dioxide concentration, by means of commercial sensors.

Ćorić et al. [17] proposed a research article dealing with the application of seismic
energy dissipaters based on a cost-effective copper-based shape memory alloy. The aus-
forming process was suitably optimized by controlling the parameters, achieving both
adequate strength and suitable transformation behaviour.

Ciampi et al. [18] reported their experimental tests on extruded Acrylonitrile–Butadiene–
Styrene, used in form of panels as a second-skin layer in a ventilated building façade, to
be applied in eight refurbishment cases, analysed by means of a numerical simulation
software platform. In comparison to the reference case study, the proposed system allowed
reduction of energy demand for heating (−6.9 %) and for cooling (−3.1 %).

Zsembinszki et al. [19] studied a Deep Reinforcement Learning architecture, able to
solving complex control problems and applied it to the control of novel hybrid energy
storage systems. They found that a suitable strategy may reduce the system operating costs
of cooling by more than 50 %, in residential buildings located in the Mediterranean climate.

In their work, Morano et al. [20] focussed their attention on one of the most relevant
environmental factors, affecting human health: noise pollution. Its effects on the real estate
market were investigated, by analysing functional relationships between noise pollution
and selling prices in the city of Bari, in Apulia (Italy).

Hwang et al. [21] investigated the energy saving potential due to the integration
of Phase Change Materials in rooftops, so as to reduce indoor temperatures in schools
of Taiwan. The ideal melting temperature was found to be 29 ◦C, whereas the effective
thickness of the material was 20 mm, for the selected locations, in Northern Taiwan.

The guest editors of this Special Issue would like to acknowledge all the authors
for their scientific support and for kindly sharing their knowledge, from different fields
of investigation. Furthermore, the editors would like to express their gratitude to the
peer reviewers, for their rigorous analysis of manuscripts - effectively contributing to
achieve the publication of the Special Issue - and the managing editors of Buildings, for
their continuous support.
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Abstract: Strategies to reduce energy consumption are presently experiencing vigorous development.
Phase change materials (PCMs) are novel materials that can reduce indoor temperatures via the
change in material phase. Regarding the situation in Taiwan, there is no practical utilization of
PCMs in school buildings at present, especially in combination with rooftops. In this paper, we
discuss the feasibility and utilization potential of installing PCMs in the rooftops of school buildings.
School buildings located in northern and southern Taiwan (Taipei and Kaohsiung) were selected
to analyze the energy-saving potential and optimization of indoor thermal comfort by installing
PCMs with different properties in rooftops over two time periods, including the air conditioning (AC)
and natural ventilation (NV) seasons. Based on the simulation results, the feasible patterns of PCM
simultaneity are found to be appropriate for improved indoor comfort and energy saving during
the different seasons. Specifically, the efficient phase change temperature (PCT) for different PCM
thicknesses is clarified to be 29 ◦C. The economic thickness of PCM was clarified to be 20 mm for
Taipei and Kaohsiung. Through the recommendations proposed in this study, it is expected that the
PCMs may be efficiently implemented in school buildings to realize the goal of energy conservation
and improve thermal comfort.

Keywords: phase change materials; hybrid ventilated school building; indoor thermal comfort;
thermal management; energy conservation

1. Introduction

When considering the heat insulation of buildings, the great amount of heat gain
from façades and rooftops cannot be neglected. Previous studies attempted to explore
various materials and techniques for improving the heat insulation of building envelopes
or structures and discuss opportunities and challenges. Furthermore, researchers have
suggested feasible utilization strategies [1,2]. Roofs are exposed to direct sunlight for
a long period of time and thereby significantly influence the energy consumption of a
building when controlling the resulting indoor temperature, especially in hot climate
areas, such as Taiwan. One of the most common measures for reducing roof heat gain
is to reduce the overall heat transfer coefficient, i.e., the U-value, by adding insulative
materials. Phase change materials (PCMs) allow incidental heat gain to be used to change
the phase of the material and thus perform heat storage, and such materials may store a
significant amount of thermal energy. PCMs are considered to be an innovative technology
and an effective method for improving the thermal mass of buildings, owing to the large
thermal capacity within a limited temperature range, which is similar to an isothermal
energy tank [3]. Incorporating PCMs into roofs can significantly enhance the heat storage
ability of a structure and disperse the heat gains from the peak hours of cooling demand,
consequently reducing energy consumption and improving indoor thermal comfort.

Buildings 2021, 11, 248. https://doi.org/10.3390/buildings11060248 https://www.mdpi.com/journal/buildings
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Most of the previous studies focused on the use of PCMs have primarily considered
walls and have neglected the potential for roofs, even though roofs represent significant
heat gain. Although most attention has been paid to the installation of PCMs in walls, the
ratio of studies discussing PCMs in roofs to those in walls is approximately 1:3 [4]; however,
some studies have used experimental or numerical simulation methods to investigate the
energy-saving potential of installing PCMs in roofs or floors to discuss the performance
of heating systems [5–7]. Studies related to the installation of PCMs can be divided
into two types, including reducing energy consumption in air-conditioned buildings
and improving thermal comfort in non-air-conditioned buildings. In addition, the most
common parameters of PCMs that have been analyzed in previous studies are the phase-
change temperature (PCT), thickness, and position of the PCM layer. Kim et al. analyzed
the energy consumption of a residential building with a PCM with a specific melting
temperature under different air conditioning conditions and suggested suitable PCM
properties for various cooling and heating conditions in different seasons [8]. Tokuç et al. [9]
evaluated roofs with and without PCMs in terms of the cooling load for the summer season
in four weather zones of Turkey. They indicated that the reduction in the cooling load in
May was more significant when installing thicker PCM layers. Specifically, a PCM with a
thickness of 50 mm reduced the cooling load by 48.2%, 56.6%, 78.7%, and 99.1% in Izmir,
Istanbul, Ankara, and Erzurum, respectively.

Regarding studies related to the combination of PCMs and rooftops, Alawadhi and
Alqallaf [10] carried out numerical and experimental studies of a roof structure with PCMs.
It was found that the heat transferred into the indoor space could be reduced by 39%.
Mushtaq et al. [11] experimentally studied the effect of incorporating a PCM with a melting
temperature of 37 ◦C into a roof structure with a cooling system under summer weather
conditions in Baghdad, Iraq, and found that a roof structure with a PCM reduced heat
transfer by 46.71% when compared to the reference roof structure. Zwanzig et al. [12]
evaluated the energy-saving potential of installing a PCM layer at different positions
inside the roof structure of residential buildings located in three climatic zones in the USA
(Minneapolis, Louisville, and Miami). The results showed that installing a PCM in the
interior surface resulted in better energy-saving potential, as the cooling loads were reduced
by up to 11.4%, 8.0%, and 4.1%, respectively. Xamán et al. [13] developed alternatives with
different PCM types and thicknesses for warm weather conditions in Mexico by applying
PCMs on the surfaces of roof components that were closer to the indoor environment.

Previous studies also discussed the application of PCMs for promoting thermal com-
fort. For instance, Mourid and Alami [14] evaluated the effectiveness of combining PCMs
with roof structures to improve the summer thermal comfort in lightweight buildings and
investigated the influence of the thickness and position of the PCM layer on its effective-
ness. Piselli et al. [15] demonstrated that a combination of cool roofing membranes and
PCMs is practical and effective at lowering surface temperatures and can mitigate indoor
overheating in peak summer conditions without drawbacks in the cold season. Li et al. [16]
conducted an experimental study to explore the influence of the melting temperature and
thickness of a PCM on the thermal performance of a glazed roof. The results showed that
the peak temperature decreased by approximately 16.3 ◦C, and the energy consumption
reduced by 47.5% when utilizing a PCM with a melting temperature of 32 ◦C. With an
increasing thickness of the PCM layer, the energy consumption and dissatisfaction rate for
an indoor thermal environment gradually declined. Parametric analysis of the thermal
behavior of PCMs with different melting temperatures, layer thicknesses, and numbers
of layers incorporated into building roofs was carried out in the humid tropical weather
of Chennai, India, by Reddy et al. [17]. Analysis has also been carried out in the cold
northeastern area of China by Dong et al. [18] and over a range of climates across the
United States by Kibria et al. [19]. Besides, Yu et al. [20] have numerically investigated
the phase transition temperature and thickness of a PCM layer in a roof of typical design
under climatic conditions in five regions in China. Their results showed that the optimal
thickness of PCM is 30 mm and that the optimum phase transition temperature increases
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linearly with the increase in average outdoor solar air temperature in summer in different
climatic regions. David and Javier [21] analyzed the selection of PCMs for building wall-
boards and roofs via a comparison between multi-criteria decision methods and building
energy simulations. The results demonstrated the importance of environment variables in
appropriately assessing the performance of PCMs, and indicated that PCMs have different
thermal behaviors depending on the climatic conditions. Accordingly, it is essential to
assess an extensive evaluation of the climatic condition before applying this strategy.

The previous studies mentioned above analyzed the energy-saving potential and
the effect of improving thermal comfort resulted from the utilization of PCM; however,
most of these studies are conducted under a specific season. Different from the previous
research, this study aims at suggesting a feasible and economic pattern of PCMs for school
buildings that can simultaneously fulfill the conditions during the AC and NV seasons
to reduce energy consumption and provide a better thermal comfort condition. In view
of the fact that the Taiwanese government intends to complete the installation of air-
conditioning in 103,000 classrooms across the entire island by the summer of 2022, it is
considered that the utilization of PCMs is helpful for raising the effect of energy-saving
potential and indoor thermal condition. However, there are no existed practical cases
of combining the PCMs and rooftop structure in Taiwanese school buildings. Thus, this
study acts as a pioneer study to discuss the effect and feasibility of utilizing PCMs on
the rooftop of Taiwanese school buildings and attempts to suggest recommendations for
the utilization strategies that the energy-saving potential and indoor thermal comfort are
both taken into consideration. The investigated cases in this paper were set to analyze
the reducing cooling load during the air-conditioning season and improving the thermal
comfort of real classrooms during the ventilation season. Based on the simulation results, it
is expected to suggest the appropriate properties of PCMs for Taiwanese school buildings,
including thickness and PCT. In addition, a feasible pattern of PCM, which is appropriate
to be utilized throughout the entire year, is proposed to fulfill the indoor comfort and
energy-saving potential.

2. Materials and Methods

2.1. Building Prototype and Simulations Procedure

The top-floor classrooms of a typical high-school building (Figure 1) located in Taiwan
are selected as a model for simulation. The setting conditions of the building model are
listed in Table 1. Besides, a 2.0 m deep outdoor corridor is used as a horizontal shade on
the south side. Regarding the air-conditioning operation and natural ventilation period of
this school building model, the air-conditioning is available for use during the weekdays
in the hot-humid period from May to October. Based on the regulation, it is allowed to
turn on the air-conditioning when the outdoor temperature is higher than 27 ◦C. Besides,
the windows are always closed during the occupancy period and out of the occupancy
period at night and on weekends during the AC season. The natural ventilation season is
from November to April.

In order to optimize the thermal design for the classroom, including cutting down
the cooling load from May to October and improving the thermal environment from
November to April, the case studies of installing PCM at the inner side of the existing roof
were proposed. Due to the sol-air temperature on the external roof surface varies greatly
between day and night, the inner side of the roof was chosen to install the PCM, which
is particularly suitable for the application of phase-change energy-storage technology.
Moreover, previous studies [22–26] have confirmed that placing PCM on the inner surface
of a wall can better regulate the indoor temperature and save more energy than deploying
PCM on the outer surface of a wall. The PCM considered in this paper is BioPCM™,
which is generally used by other previous studies; besides, the database of the BioPCM™
is complete that can be regarded as a convincing material [27–32]. BioPCM™ is non-
toxic, non-corrosive, biodegradable, and has a useful life of over 100 years. In addition,
BioPCM™ enables users to reduce their carbon footprint and reduce the stress on HVAC
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systems in buildings, data centers, and telecom shelters [33]. In order to investigate the
climate and seasonal adaptability of PCM, six types of phase-change temperature (PCT)
were considered, including 23 ◦C (22–25 ◦C), 25 ◦C (24–27 ◦C), 27 ◦C (26–29 ◦C), 29 ◦C
(28–31 ◦C), 31 ◦C (30–33 ◦C), and 33 ◦C (32–35 ◦C). Furthermore, four different thickness
types of PCM layer were set, including 10 mm, 20 mm, 30 mm, and 40 mm. The latent heat
of BioPCM is 219 kJ/kg. Figure 2 depicts the enthalpy–temperature curves for BioPCM [34].

Figure 1. Image and floor plan of a typical high-school building.

Table 1. Setting condition of school building model.

Building
Orientation Face Toward the South

Story 3 Stories

Classroom

Length × width × height 9.0 m × 8.1 m × 3.6 m
Lighting density 12 W/m2

Room capacity 30 people (including teachers and students)
Occupancy period 8:00–17:00 (weekdays)
Window-wall ratio North: 29%; South: 37%

Material of facade and
roof structure

Window glass 6 mm thick clear glass

Exterior wall Reinforced concrete (RC)
U value: 2.3 W/m2K

Roof RC roof with 25 mm polystyrene (PS) insulation board (U
value: 1.0 W/m2K)

Figure 2. Enthalpy–temperature curves for BioPCM.
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The building energy and thermal load simulation software EnergyPlus version 9.4
was used in this study to conduct the simulation, and the weather data of a typical
meteorological year (TMY3) of two major cities in Taiwan: Taipei (25.03◦ N, 121.50◦ E) and
Kaohsiung (22.57◦ N, 120.30◦ E) were used. Specifically, the climatic conditions, including
the outdoor temperature, cooling degree hour (CDH), and horizontal solar radiation of
each month for the two selected study cities, are shown in Figure 3. Taiwan is located in
the sub-tropical zone that the weather features are hot and humid. Referring to Figure 3, it
is known that the outdoor temperature in Taipei during winter is much lower than that of
Kaohsiung, although Taipei and Kaohsiung are both located in a hot-humid climate zone;
as for the outdoor temperature in Kaohsiung, it remains at an extremely high temperature
during the entire year. In addition, the heat gains from the rooftop are directly affected
by the solar air temperature. As shown in Figure 4, there is a wide range of the variation
of daily solar air temperature, which means the utilization potential of PCM in rooftop
structure is expectable in both Taipei and Kaohsiung.

Figure 3. Climatic conditions of selected cities.

Figure 4. Daily range of air/solar-air temperature and daily peak radiation.

CDH 27 is a statistic value in the weather data (TMY3). Besides, owing to this value is
closed to the standard value that is regulated to turn on the air-conditioning (27–28 ◦C);
therefore, CDH 27 was set for the simulation in this study. All simulations were conducted
using the conduction finite difference (CondFD) approach. During the months of May to
October, air-conditioning equipment was activated to analyzing the cooling load of the
classrooms; during the months of April to November, the thermal conditions of classrooms
with natural ventilation opening areas such as windows were simulated (mainly for the
operating temperature) through the airflow network model in EnergyPlus. The series
of simulations mainly focuses on cases with PCM-installed roofs and night ventilation.
Comparing to the traditional reference cases without installing PCM in the roof structure,
the cooling load reduction and thermal comfort improvement resulted from the application
of PCM in the roofs could be identified.
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2.2. Selection of Performance Indicators

Through combining PCMs with a building’s heating, ventilation, and air-conditioning
(HVAC) system, it can utilize low nighttime temperatures to store or release energy and
make use of the energy transfer for “peak shaving and valley filling”, and thereby providing
all or part of the heating or cooling required during the day. In order to take better
advantage of PCMs in buildings, it is essential to evaluate the usage efficiency of PCMs
based on latent heat. In addition to the usage efficiency of PCMs, other indicators must be
considered to evaluate the effectiveness in terms of improving indoor thermal comfort and
energy savings. Therefore, three performance indicators, including the daytime heating
efficiency coefficient (heat storage), the nighttime cooling efficiency coefficient (heat release),
and the effective latent storage, were selected to assess the usage efficiency of a PCM roof
in energy storage/releasing and the effectiveness in terms of improving the indoor thermal
environment and energy saving. Each of the evaluation indicators is respectively elaborated
in the following section.

2.3. Usage Efficiency of PCM

There are two main factors that influence the usage efficiency of PCM: operational
period and latent storing and releasing capability of heat. Specifically, regarding the
operational period, the PCM layer can reach a completely solidified or completely melted
stage within a relatively short period of time; in other words, instead of operating all day,
the PCM layer must be in a partially melted state for a long period time, which means that
it operates effectively in daily cycles. Concerning the latent storing and releasing capability
of heat, it is unpopular to utilize the PCM layer with worse performance than storing or
releasing a small amount of energy during the daily cycles. Scilicet, the better performance
of PCMs is that the heat-storing at night is equivalent to the heat releasing during daytime.
Aforementioned, the usage efficiency of a PCM can be analyzed through its latent storing
and releasing capability of heat, as well as its operational period within one daily cycle.

Ramakrishnan et al. [28] developed a method to determine the latent storing and
releasing capability of heat by combining the factors mentioned above, and thereby provid-
ing more accurate predictions of the daytime heating efficiency coefficient (heat storage)
and the nighttime cooling efficiency coefficient (heat release) for a PCM, named HE and
CE (Equations (1) and (2)). HE and CE are used to respectively describe the operating
effectiveness of the PCM during the storing and releasing latent heat period and are sepa-
rately calculated for the air-conditioning season from May to October and for the natural
ventilation season from November to April. Referring to Equations (1) and (2), LC and LDC
provide information regarding the potential energy that is effectively stored and released
in the PCM layer via the melting and solidification processes. In this paper, the releasing
time of heat during the daytime was 600 min (08:00–17:00), and the storing time of heat
at nighttime was 840 min (17:00–08:00). Besides, TC and TDC can be used to identify the
length of time that the PCM layer is activated during the heat-storage/releasing period;
a longer time period in which the PCM layer is activated can provide longer isothermal
energy storage.

HE =
√

LC × TC (1)

CE =
√

LDC × TDC (2)

where LC and LDC are the ratios of latent heat stored/released by the PCM during day-
time/nighttime over the total latent heat capacity of the PCM; TC and TDC are the ratios of
the actual operating time of the PCM during daytime/nighttime over the storing/releasing
time during daytime/nighttime; TC/TDC is the interval between occurrence times of the
maximum and the minimum value.
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The effective latent storage (η) of the PCM layer at a specific moment is calculated by
Equation (3). The value of η = 1 means that the PCM layer is completely solidified; η = 0
means that the PCM layer is completely melted.

η =
∑n

i=1{H(Ti)− H(T0)}
ΔH

(3)

where ΔH is the phase-change enthalpy value of PCM; H(Ti) and H(T0) are the specific
enthalpies of PCM at the temperature Ti and the melting onset temperature T0, respec-
tively. The node temperature of the PCM can be confirmed from the simulation results
of EnergyPlus, and the specific enthalpy can be obtained from the enthalpy–temperature
curves in.

2.4. Evaluation of Thermal Comfort and Energy-Saving Potential

A long-term evaluation of building performance and the criteria for determining
the performance should consider the different potential susceptibilities of occupants to
overheating [35]. In addition, the thermal evaluation and the design corresponding to the
occupants should apply the thermal comfort standard that adapted to occupants’ thermal
perception [36]. Hence, the adaptive comfort model for students in Taiwan [37] is used to
evaluate the thermal environment of classrooms during the natural ventilation season from
November to April. Specifically, this model is based on the experimental data of a thermal
comfort survey in elementary schools and high schools. The upper limit temperature of
thermal comfort (Tmax) is defined by Equation (4):

Tmax = 0.62 × Tom + 14.5 (4)

where Tmax is the upper limit temperature of thermal comfort; Tom is the monthly moving
average or the daily average of the outdoor air temperature for the past 30 days.

Regarding the long-term evaluation of indoor thermal comfort, Annex H of ISO
7730 [38] listed two types of measures for thermal discomfort to simultaneously consider
the frequency and level of discomfort severity; besides, all of these two measures use
the positive difference between the current operating temperature and the upper limit of
thermal comfort range to evaluate the overheating discomfort. Briefly reviewing the two
measures, the first measure is the number of hours in which the upper limit of thermal
comfort range is exceeded; the second measure is the level of overheating severity that
reflects the continuous duration and level of overheating, which is also called weighted
overheating hours. The weighted measure indicates the level of thermal dissatisfaction
among subjects and takes discomfort to be proportional to the non-linear ratio of the
discomfort curve (PDh) [37]. The two measures are defined by Equations (5) and (6).
Eventually, the energy-saving potential of PCM from May to October is defined as the
percentage of energy savings based on the cooling load (Equation (7)):

Ii =
∫

w fi(τ)·dτ i f Top(τ) ≥ Tmax, (during occupied hours) (5)

PDh(τ) =
e(0.6802ΔT−3.7690)[

1 + e(0.6802ΔT−3.7690)
] Δt = Top(τ)− Tmax (6)

Energy − saving potential o f PCM
=

Cooling load without PCM roo f−Cooling load wth PCM roo f
Cooling load without PCM roo f × 100%

(7)

where, I is the measures for thermal discomfort; for the first measure, wf 1(τ) = 1.0; for
the second measure, wf 2(τ) = PDh(τ)/0.2; Top is the operating temperature; PDh is the
discomfort curve, defined by Equation (6).
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3. Results and Discussion

3.1. Cooling Load and Thermal Environment with No PCM Roof

The simulation results of monthly cooling loads (CL), the number of overheating
hours (I1), and the number of weighted overheating hours (I2), which represent the thermal
discomfort level of the classrooms without a PCM in the roof structure in Taipei and
Kaohsiung are shown in Figure 5. According to Figure 5, under the weather conditions of
CDH 27, it is known that the annual cooling load is 59.0 GJ and the thermal discomfort
levels of I1 and I2 are respectively 234 h and 519 h for the top-floor classrooms in Taipei.
Regarding the results of Kaohsiung, the cooling load is 79.8 GJ, and the thermal discomfort
levels of I1 and I2 are respectively 344 h and 651 h. Owing to there is a higher CDH 27 and
horizontal solar radiation, it is predictable that the cooling load of Kaohsiung will be higher
than that of Taipei. For projects aimed at the improvement of roof structures, the ideal
outcome is to reduce the cooling load and thermal discomfort in the top-floor classrooms to
be the same level as in non-top-floor classrooms at the same time. Therefore, the simulation
results of the non-top-floor classrooms, which had the same identical configuration with
top-floor classrooms, are also shown in Figure 5 for comparing the difference. Specifically,
the differences between the cooling loads and thermal discomfort levels of top-floor and
non-top-floor classrooms can be regarded as being caused by the heat transferred from
the roof.

Figure 5. Comparison of cooling load, overheating hours, and weighted overheating hours between top-floor and non-top
floor classrooms.

The contribution of heat transferred from the roof to the cooling loads and thermal
discomfort levels of classrooms without PCM in the roof structure is shown in Table 2. The
results show that the heat transferred from the roof accounts for 20.4% of the cooling load
during the air-conditioning season in Taipei and 19.7% in Kaohsiung. The proportion of the
overheating hours (I1) contributed by a roof in the ventilation season is 44.4% in Taipei and
64.2% in Kaohsiung; the proportion of the weighted overheating hours (I2) contributed by
the roof is respectively 52.8% and 68.5% in Taipei and Kaohsiung. According to the results
mentioned above, the importance and urgency of improving the thermal performance of
the roof structure are confirmed.

Table 2. The contribution of heat transferred from the roof to the cooling loads and thermal discomfort levels of classrooms
without PCM in the roof structure.

May to October
(Air-Conditioning Season)

November to April
(Ventilation Season)

Cooling load (GJ) Ratio (%) I1 (hours) Ratio (%) I2 (hours) Ratio (%)
Taipei 13.2 20.4% 104.0 44.4% 274.1 52.8%

Kaohsiung 15.7 19.7% 221.0 64.2% 445.9 68.5%
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3.2. Influence of PCM on The Energy Consumption of the Air-Conditioning Season

In this paper, 30 cases of different properties of PCM are set to analyze the parameters
which influence thermal performance. Specifically, six kinds of PCTs (23 ◦C, 25 ◦C, 27 ◦C,
29 ◦C, 31 ◦C, and 33 ◦C) and five types of PCM thickness (10–50 mm) were set. Figure 6
shows the energy-saving effects achieved by coupling different PCTs and PCM thicknesses
during the AC season from May to October. Both PCT and thickness of PCM significantly
influenced the reduction percentage of cooling load during the air-conditioning season.
Within the scope of study cases, the energy-saving potential of a PCM layer on the cooling
load was 1.2–7.8% in Taipei, which is equivalent to a cutback proportion of 6.3–41.6%
cooling load from the roof; and 0.9–6.2% in Kaohsiung, which is equivalent to a cutback
proportion of 4.8–33.1% of the cooling load from the roof. Under the circumstance of the
same PCM layer thickness during the air-conditioning season, the analysis results of the
six selected PCTs show that the energy-saving effect initially increased with the increasing
PCT; however, after reaching the peak of energy-saving effect, the energy-saving effect
decreases as the PCT increases. In addition, it is important to match the PCT with the
outdoor air temperature at night to make the PCM layer completely release the latent heat
absorbed and stored during the daytime; meanwhile, it can avoid the heat storage capacity
of the PCM layer becoming smaller on the next day. In other words, a higher PCT restricts
the heat that can be absorbed and stored by the PCM layer during daytime and lead to
a poorer energy-saving effect. Nevertheless, a lower PCT cannot release enough heat at
nighttime and results in the poor ability to absorb and store heat. Therefore, it had the
same effect of reducing cooling load as higher PCT.

Figure 6. Energy-saving effects of different PCM roofs during the air-conditioning season from May to October.

For achieving the maximum energy-saving effect, the feasible PCTs for an air-
conditioning season under different thicknesses of PCM are confirmed. Specifically, from
the aspect of cost and efficiency, there is still an upper limitation that when increasing
the PCT or thickness may not achieve the corresponding effect in a linear relationship.
According to the results shown in Table 3, it is worth noting that only the case with a
PCM thickness of 50 mm showed a better PCT at 27 ◦C in Taipei, all of the beneficial
PCTs of a PCM layer in the air-conditioning season occurred at 29 ◦C both in Taipei or
Kaohsiung. This result is in accordance with the previous literature reviews [39–41],
which point out that it is not recommended to apply PCM with PCT > 30 ◦C as passive
cooling for buildings.

Table 3. Feasible PCTs under different PCM layer thicknesses.

May to October
(Air-Conditioning Season)

November to April
(Ventilation Season)

Thicknesses of PCM (mm) 10 20 30 40 50 10 20 30 40 50
PCT (◦C, Taipei) 29 29 29 29 27 27 25 25 25 25

PCT (◦C, Kaohsiung) 29 29 29 29 29 31 29 29 29 29
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As shown in Figure 6, when the thickness of the PCM layer in Taipei was 50 mm, the
energy-saving effect of PCT = 29 ◦C or the beneficial PCT = 27 ◦C was almost the same that
the differences between these two cases were negligible. Therefore, the beneficial PCT of a
PCM roof in the air-conditioning season could be regarded as 29 ◦C. In addition, the results
also show that though the solar radiation in Kaohsiung was higher than in Taipei; however,
there is no need to apply the PCM layer with higher PCT in Kaohsiung to create a better
energy-saving effect.

Figure 6 also shows the expected trends: the energy-saving effect increases with the
increasing thickness of the PCM layer, and the increasing trend became moderate when the
thickness of the PCM layer decreased. Taking a beneficial PCT as an example, according
to the simulation results, when the thickness of the PCM layer increases from 10 mm to
20 mm, the energy-saving effect increased from 5.21% to 6.86% in Taipei, which was an
increment of 1.65%; increased from 4.74% to 5.91% in Kaohsiung, with an increment of
1.16%. Regarding the thickness of the PCM layer increases from 40 mm to 50 mm, the
energy-saving effect increases from 7.45% to 7.6% in Taipei, for which the increment was
0.15%; as for the results of Kaohsiung, the energy-saving effect increased from 6.17% to
6.22%, for which the increment was barely 0.05%. It is worth noting that the thickness of the
two circumstances increased the same by 10 mm, but the increment of the energy-saving
effect differs by nearly 11 times and 24 times. It is because of the low thermal conductivity
of PCM (0.2 W/m·K) and a thicker PCM layer, the required time for complete melting of
PCM is prolonged. If the time required for melting lasts too long, part of the PCM may
remain in a solid state at the end of the daytime period of the endothermic process. Under
the circumstance of a thicker PCM layer, the full capacity of PCM has not yet been utilized;
therefore, the relationship between the energy-saving effect and the thickness of PCM was
not linearly related.

3.3. Influence of PCM on Thermal Comfort in the Ventilation Season

The roof structure with PCM creates a more comfortable environment during the
ventilation season from November to April, which can reduce the number of overheating
hours and weighted overheating hours under the situation of classroom operating temper-
atures exceeding 80% of the acceptable upper limitation. Figure 7 shows the difference in
the number of overheating hours (I1) between the baseline case of a roof without PCM and
the case of a roof with different kinds of PCM. In Figure 7, the overheating hours (I1) are
represented by a dashed line, and the weighted overheating hours (I2) are represented by a
solid line. The reduction percentage in the number of overheating hours was 3.7–45.5% in
Taipei and 8.1–47.4% in Kaohsiung, which were equivalent to 9–110 h and 28–163 h less
than the case of not using PCM. As shown in Figure 7, among all the analyzed cases, the
decrements in weighted overheating hours (I2) were higher than those in the number of
overheating hours (I1).

Figure 8 explains how the PCM layer enhances the level of thermal comfort during the
ventilation season. Specifically, it shows the operating temperatures of classrooms using
and not using PCM in Taipei from 22–24 April. In this case, a PCM layer with a melting
point of 25 ◦C and a thickness of 40 mm was set for simulation. As revealed in Figure 8,
PCM begins to solidify by releasing heat at nighttime, and since the nighttime temperature
of the ventilation season is low, most of the PCM layer was solidified by early morning.
As the temperature rises during the daytime, the PCM begins to melt and store the heat
transferred to the roof as latent heat, preventing it from being transferred into the interior
space and thereby inhibiting the rise in indoor operating temperature. Moreover, there
was no extremely high temperature during the ventilation season, so the PCM layer would
melt slowly and makes the operating temperature during the day close to the comfort
upper limit of 29 ◦C or within the comfort range. On average, the operating temperature
during daytime was reduced by 1.0 ◦C, and the PDh was decreased by 0.11, while the
temperature of the hottest noon period (12:00–14:00) was reduced more by 1.8 ◦C, and the
PDh decreased by 0.23. Although in some high-temperature periods at noon, the PCM
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layer was not able to reduce the operating temperature to a comfortable range or reduce
the number of overheating hours, it did reduce the PDh significantly, which would help
to improve the comfort level of classrooms. Furthermore, within the three days shown in
Figure 8, the length of time periods in which the operating temperature was outside the
comfort zone had also been decreased by installing PCM in the roof structure. Under the
situation without PCM, the temperature exceeded the comfort zone for 14 h; while under
the situation of using PCM, the continuous time was shortened to 8 h. Simultaneously,
referring to the result of the previous night of 23 April, it showed that when the temperature
was low enough for a complete solidification of the PCM, the greatest improvement in
indoor comfort could be achieved.

Figure 7. Effects on thermal comfort of different thicknesses of PCM roofs during the ventilation
season from November to April.
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Figure 8. Comparison of simulating operative temperatures of classrooms with and without PCM
roofs during the ventilation season.

According to the results shown in Figure 6 and Table 3, it is worth noting that for
achieving the maximum comfort effect in the ventilation season under different thicknesses
of PCM, it did not matter if the analysis was based on the number of overheating hours or
the weighted overheating hours, the beneficial PCTs were identical. For instance, when
the thickness of PCM was 10 mm, the beneficial PCTs were 27 ◦C in Taipei and 31 ◦C in
Kaohsiung; when the thickness of PCM was over 20 mm, the beneficial PCTs were 25 ◦C
in Taipei and 29 ◦C in Kaohsiung. In addition, the beneficial PCTs for the ventilation and
air-conditioning seasons were identical in Kaohsiung; but in Taipei, the beneficial PCT for
the air-conditioning season was 4 ◦C higher than that for the ventilation season. The main
reason for this difference is because the outdoor air temperature of the air-conditioning
season was higher than that of the ventilation season; ideally, dual-layer PCM roofs with
different PCTs would be expected to be selected according to the outdoor climate features
of the ventilation and air-conditioning seasons. Specifically, the outer PCM layer, which
possesses a higher melting temperature, would be active in summer, and the inner PCM
layer, which possesses lower melting temperatures, would be active in winter. Through
this measure, the energy-saving effect and indoor thermal comfort of a building could be
improved in both summer and winter [42,43]; however, it may increase construction costs
and construction difficulties.

3.4. Efficiency of PCM

The corresponding efficiency coefficients for the PCM roof with the closest feasible
PCT for applying to school buildings in Taiwan are listed in Table 4. According to the
table, it could be concluded that the efficiency coefficients of CE (daytime heating) and HE
(nighttime cooling) tended to be low for the selected PCM layers of various thicknesses in
the two seasons. Regarding the air-conditioning season, CE and HE in Taipei, respectively,
lay within 0.58–0.39 and 0.50–0.38, and those in Kaohsiung were within 0.45–0.73 and
0.43–0.55. For the ventilation season, CE and HE in Taipei, respectively, lay within 0.33–0.24
and 0.35–0.27, and those in Kaohsiung were within 0.35–0.48 and 0.38–0.53. It is predictable
that the CE and HE of both cities in the two seasons were close to each other. In addition, it
is worth mentioning that CE in the air-conditioning season was slightly higher than HE,
particularly for the thinner PCM layer. This is because during the air-conditioning season,
the outer surface temperature of the roof at 7:00–8:00 in the morning led to the PCM to
start melting instead of continuously solidifying, offsetting part of the cold energy charged
at nighttime. This could also be corroborated by the lower nighttime latent heat-storing
ratio (LC), as compared to the daytime latent heat-releasing ratio (LDC). The reasons for the
low CE and HE could be clarified by observing the latent heat charging ratio and operating
time ratio of the PCM layer. Taking the simulation results of Taipei as examples, for various
selected thicknesses of PCM, it was found that the nighttime operating time ratio (TC)
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and latent heat charging ratio (LC) from May to October were respectively 0.62–0.74 and
0.21–0.57.

Figure 9 reveals the efficiency of PCM for the four days in May. A high TC indicates
that the PCM layer was solidifying and releasing heat at night for most of the time. On
the other hand, a low LC indicates that the PCM layer had not completely solidified before
sunrise; as shown in Figure 9, the latent heat capacity could not be fully utilized. The
daytime latent heat-releasing ratio (LDC) of the PCM layer was usually close to the nighttime
value LC, but the daytime operating time ratio lay within 0.44–0.67, which means that
they only operated for half of the time during the daytime, even becoming entirely liquid
by noon.

According to the analysis mentioned above that the utilization efficiency barely lay
within 0.44–0.67, which means that although the roof with PCM significantly improves
indoor thermal comfort from November to April, it does not accompany by high efficiency.
In the same manner, we also evaluated the operating time ratio (TC) and latent heat-
storing ratio (LDC) for the operation of the PCM layer through the entire ventilation season
(November to April). Unlike the air-conditioning season, the nighttime operating time
ratios are not high (0.30–0.42 for Taipei, 0.37–0.54 for Kaohsiung) from November to April.
Moreover, as revealed by comparing Figures 9 and 10, on those four days of February, the
daytime latent heat discharging ratio (LDC) of the PCM was 0.0 at 08:00 and did not reach
1.0 until 17:00; besides, the PCM layer even started solidification after 15:00. According
to the results, it means that the lack of demand was the main reason for the PCM not
operating for the entire day and could not make full utilization of the latent heat effect, and
accordingly lead to the poor CE or HE. Overall, the lack of demand during the daytime
was the main reason for the low usage efficiency of the PCM layer in the ventilation season.
This result was different for the situation during the air-conditioning season as the PCM
was not able to completely solidify at nighttime. However, for the better utilization of
storage capacity, the PCM must be fully melted during daytime and fully solidified during
nighttime; in other words, the PCM must complete its daily phase change cycle to reach
greater performance.

Table 4. Corresponding efficiency coefficients for PCM roofs for school buildings in Taiwan.

Thickness (mm)

May to October
(Air-Conditioning Season)

November to April
(Ventilation Season)

PCT (◦C)
Storing Releasing

PCT (◦C)
Storing Releasing

TC LC CE TDC LDC HE TC LC CE TDC LDC HE

Taipei
10 29 0.62 0.57 0.58 0.44 0.62 0.50 25 0.30 0.38 0.33 0.33 0.43 0.35
20 29 0.71 0.42 0.53 0.57 0.45 0.49 25 0.37 0.29 0.32 0.40 0.32 0.34
30 29 0.73 0.31 0.47 0.61 0.34 0.44 25 0.39 0.21 0.29 0.44 0.25 0.32
40 29 0.74 0.25 0.42 0.65 0.27 0.41 25 0.41 0.17 0.26 0.46 0.20 0.29
50 29 0.74 0.21 0.39 0.67 0.23 0.38 25 0.42 0.14 0.24 0.47 0.17 0.27

Kaohsiung
10 29 0.79 0.69 0.73 0.46 0.72 0.55 29 0.37 0.62 0.47 0.45 0.68 0.53
20 29 0.85 0.49 0.64 0.60 0.51 0.54 29 0.48 0.49 0.48 0.56 0.51 0.52
30 29 0.86 0.37 0.56 0.67 0.39 0.49 29 0.51 0.36 0.43 0.60 0.38 0.46
40 29 0.86 0.30 0.50 0.71 0.31 0.45 29 0.53 0.28 0.38 0.62 0.30 0.42
50 29 0.86 0.25 0.45 0.75 0.26 0.43 29 0.54 0.23 0.35 0.63 0.24 0.38
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Figure 9. Operating efficiency of the PCM during the air-conditioning season.

Figure 10. Operating efficiency of the PCM during the ventilation season.

3.5. Selection of PCM

After discussing the feasible PCTs, the proper thickness of the PCM layer for achiev-
ing a better economic outcome was analyzed in this section. Under the situation of the
advantageous PCT, the relationship between energy-saving effect, thermal comfort, as well
as HE, and the thickness of PCM is shown in Figure 11. According to the results, when the
thickness was greater than 20 mm, the rates of increase in both energy-savings during the
air-conditioning season and thermal comfort enhancement during the ventilation season
became significantly more moderate as the PCM layer became thicker. Simultaneously, the
decreasing rate of HE became rapid. Therefore, it was more economical to select the PCM
with a thickness of 20 mm.

Figure 11. The energy-saving and thermal comfort efficacy of different thicknesses of PCM layers under the beneficial PCT.18
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As revealed in the analysis above, the beneficial PCT during the air-conditioning
season in Taipei was 4 ◦C higher than the PCT during the ventilation season. Under the
thermal management approach of schools in Taiwan, the feasible selection of PCM roofs
must simultaneously consider the energy consumption during the air-conditioning season
and the annual benefit of thermal comfort during the ventilation season. The issue of
whether to prioritize thermal comfort during the ventilation season or to prioritize energy
consumption during the air-conditioning season may not alter by the 4 ◦C temperature
difference when selecting a feasible PCT. Under the economic PCM thickness of 20 mm,
the benefits of a PCT of 25 ◦C or 29 ◦C in the air-conditioning season and the ventilation
season can be observed according to Table 5. Specifically, when 29 ◦C is selected as the
feasible PCT, only an additional 29 h of overheating and 22 h of weighted overheating
hours are added in the ventilation season, which does not significantly increase the level
of thermal discomfort. Besides, it can achieve an additional 2.5 GJ (3.7%) energy-saving
potential of cooling load compared with selecting 25 ◦C as the beneficial PCT. Even if
the air conditioner is turned on for an additional 22 h during the ventilation season, the
percentage of increasing cooling load is much less than 3.7%. Thus, we can confirm that the
most economical PCM layer in Taipei was PCT = 29 ◦C and a thickness of 20 mm, which
was the same as that in Kaohsiung.

Table 5. Comparison of annual efficacy of a PCT of 25 ◦C or 29 ◦C in Taipei.

PCT
(◦C)

Overheating Hours,
I1 (hr)

Weighted
Overheating Hours,

I2 (hr)

Energy-Saving
Potential (GJ)

25 80 206 2.5 (3.7%)
29 51 184 4.7 (6.9%)

Difference 29 22 −2.2 (−3.2%)

4. Conclusions

Owing to the undergoing policy of broadly installing the air-conditioning in school
buildings in Taiwan, it is essential to draw up energy-saving strategies that not only reduce
energy consumption but create better indoor comfort. This paper selected the school
buildings located in Taipei and Kaohsiung as target buildings to discuss their cooling load
in air-conditioning season and thermal discomfort in natural ventilation season under
the circumstance of installing PCM on rooftops. In order to confirm that combining the
rooftop structure and PCM brings benefits to building energy-saving, this study firstly
revealed the importance of heat insulation from the rooftop by simulating the incoming
heat from the rooftop. Secondly, thirty cases of different setting parameters of PCM,
including thickness and PCT, were set to simulate their energy-saving effect and thermal
discomfort. Eventually, the recommended feasible utilization patterns of PCM for better
indoor comfort and energy-saving potential was proposed.

According to the simulation results of incoming heat from a rooftop in AC season, it is
known that the ratio of cooling load resulting from the rooftop is significant and cannot be
ignored. Regarding the NV season, the ratio of overheating hours resulting from the rooftop
should not be overlooked either. As aforementioned, the urgency of heat insulation from
the rooftop could be confirmed. The investigated cases of different PCT and thicknesses of
PCM show that the features of PCM make noticeable influences on the reducing potential
of cooling load. Specifically, regarding the relationship between different PCT and energy-
saving effects in the AC season, when the thickness of PCM is fixed, it is worth noting
that the energy-saving effect increases as the PCT increase. However, when reaching the
peak of the energy-saving effect, the energy-saving effect decreased as the PCT increased.
Furthermore, based on the simulation results, for achieving the maximum energy-saving
potential, the beneficial PCT for all different thicknesses of PCM was clarified as 29 ◦C.
Additionally, this study also analyzed the relationship between the thickness of PCM and
the energy-saving effect. The results show that the energy-saving effect increased as the
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thickness of the PCM increased, whereas the increasing trend becomes moderate when the
thickness of PCM keeps increasing. Briefly, the relationship between the energy-saving
effect and the thickness of PCM was not linear.

Concerning the relationship between PCM and thermal discomfort in the NV season,
the results showed that installing the PCM on the rooftop apparently cut down the weighted
overheating hours in both Taipei and Kaohsiung. Furthermore, the feasible PCT under the
conditions of different thicknesses of PCM was suggested. In addition, it is worth noting
that the beneficial PCT in AC season and NV season was the same value in Kaohsiung; as
for Taipei, the beneficial PCT in the air-conditioning season was 4 ◦C higher than in the
NV season. After confirming the feasible PCT, the most economical thickness of PCM for
improving the energy-saving effect and thermal comfort is clarified as 20 mm.

According to the aforementioned, this study suggests the feasible selection of PCM,
including its thickness and PCT for the school buildings during different seasons. In
addition, based on the simulation conducted respectively in the AC season and NV season,
the feasible pattern of PCM through the year is proposed to fulfill the whole year indoor
comfort and energy-saving potential. Through the recommendations proposed in this study,
it is expected to efficiently utilize the PCM in school buildings to reduce the additional
energy consumption and eventually realize the goal of energy conservation.
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Abstract: Among environmental factors, noise represents one of the most relevant determinants
on human health and on the urban quality level and, consequently, on real estate values. Thus,
the noise pollution issue plays a significant role in public urban policies aimed at increasing the
acoustic comfort level and creating more sustainable and comfortable cities. The real estate market
is highly sensitive to noise factor and the residential prices can be strongly influenced by a high
acoustic pollution rate. The present research aims to analyze the functional relationships between
noise pollution and selling prices in four municipal areas of the city of Bari (Southern Italy). For
each area, a study sample constituted by two hundred residential properties sold in 2017–2019 was
detected for the identification of the main influential factors on prices and the investigation of the
contribution of noise on them. The implementation of an econometric technique was used to obtain
four different models (one for each municipal area of the city of Bari) able to explain the specific
impact of noise pollution level on selling prices. From the comparison of the results obtained for
each area, the outputs confirm the expected phenomena in terms of a decrease of noise component
influence on residential prices from the central area to the peripheral. For the suburban area of the
city of Bari, the model obtained does not include the noise pollution factor, showing a lower (scarce)
importance of the environmental factor among the buyer and seller bargaining phases.

Keywords: noise pollution; environmental factors; property prices; genetic algorithm; residen-
tial market

1. Introduction

Noise is one of the most significant environmental risks to health. It continues to
be a growing question of concern discussed by policy decision-makers. Road traffic,
public transportation systems, workplaces, industrial machinery, loud music and electronic
equipment have a relevant impact on people’s well-being. The correlations between some
pathologies and the continuous exposure to the physical agent of noise are known; in the
context of health protection in the workplace, for example, there have been specific laws
and procedures that regulate the exposu1re of workers to noise, identifying limits of level
and exposure time, and in some cases, suitable personal protective equipment to protect
hearing. In the context of traffic noise, the Environmental Noise Directive of the European
Union [1] is focused on the noise generated by this source and defines the assessment
threshold; currently, at least 100 million EU people are affected by traffic noise.

Especially in urban areas, there are also additional sources of noise that weigh on
the population, such as anthropic noise in crowded places and the so-called “nightlife”
noise. This type of noise occurs in a punctual way around aggregation centers and changes
during the day, avoiding analysis on the incidence when referring to large populations.
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Sound emission becomes noise when it produces negative effects on the environment
and on human health, that is, when it compromises quality of life.

Noise pollution, like air pollution, “directly” affects health [2–4], differing from water
and soil pollution which damage the health only if water or soil products are used for
food production.

In recent decades, European technological development has led to several lifestyle
changes that have effects on urban systems. At the same time, appropriate measures aimed
to reduce the noise of the working and home environment and to fully preserve the life
quality level have not been adopted in all countries because of the high costs connected to
the interventions for the introduction of acoustic isolation systems (acoustic glazing and
acoustic window and façade units, as well as internal sound-insulating partitions).

Moreover, the economic influence of noise is growing. The World Health Organization
(WHO) estimates that, as of 2012, at least 1.6 million healthy life years in Western Europe
were being lost annually to environmental noise [5]. Other assessments put the external
noise cost related to health issues between 0.3–0.4% of GDP in the European Union [6,7]
and 0.2% of GDP in Japan [8]. Long-term exposure to noise has been shown to cause
12,000 premature deaths and contribute to 48,000 new cases of ischemic heart disease per
year in Europe. Furthermore, it is estimated that 22 million people are affected by chronic
discomfort and 6.5 million people are affected by chronic sleep disturbances [9].

The WHO Regional Office for Europe has developed noise guidelines [10] for (i) the
definition of the noise level that causes significant harmful effects on health and must not
be exceeded, (ii) the identification of the measures to reduce its effects as much as possible.
The document constitutes an important reference for political decision-makers and expert
technicians for law development in order to regulate the noise issue at local, national and
international levels. The guidelines aim to raise awareness the public administrations
and private investors of the harmful impacts on the local community, influencing urban
planning choices to achieve the Goals of the Agenda 2030 for Sustainable Development [11].
In particular, the noise protection contributes to the achievement of (i) Goal 3 “Ensure
healthy lives and promote well-being for all at all ages,” as the noise exposure is a sig-
nificant cause of health deterioration, (ii) Goal 9 “Build resilient infrastructure, promote
inclusive and sustainable industrialization and foster innovation” through the develop-
ment of low-cost sensors (MEMS (Micro Electro-Mechanical Systems) microphones) which,
combined with the increase in the transmission and management of large amounts of
data, could be an incentive to create widespread acoustic monitoring networks, (iii) Goal
11 “Make cities and human settlements inclusive, safe, resilient and sustainable,” as the
progressive expansion of the population in urban agglomerations determines an increase in
the demand for mobility and an increase in social and entertainment activities, potentially
causing disturbance.

The Directive 2002/49/EC [1] modifies the methods of assessing the harmful effects
of noise pollution, taking into account: (i) ischemic heart disease; (ii) high annoyance; (iii)
high sleep disturbance.

The adverse effects are separately calculated using the relative (or absolute) risk
formulas and they must be independently assessed for each noise source. Currently, road,
rail and airport traffic are only considered, and Member States are required to transpose
the new Directive by 31 December 2021.

In the framework outlined, different studies in the U.S. and Europe have demonstrated
the relationship between real estate markets and environmental noise, showing a decrease
of housing prices per decibel (dB) of noise increase.

This approach has limitations, as the “noise level” parameter alone does not con-
sider the typology and specific factors of the individual sources, but it can provide
a first indication about the correlation between housing price and the quality of the
acoustic environment.

Regarding the disturbance generated by multiple types of anthropic activities that
are different from industrial noise and traffic noise, there are greater difficulties in fram-
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ing the issue in a generalizable perspective, especially in urban areas, and therefore the
definition of universally feasible strategies and solutions is more complex. The harmful
noise, connoted as neighborhood disturbance, often derives from (i) discos, (ii) bars and
squares frequented by young people and (iii) productive or commercial activities located in
residential contexts. These sources are randomly distributed throughout the territory and
they are sometimes concentrated in areas with particular vocations, such as the so-called
nightlife “movida” which, on certain days and times, upsets the acoustic environment of
a residential area. The “movida” noise originates from a plurality of sources, sometimes
fixed, but often linked to the anthropic emissions of subjects which can be assimilated to
punctual, temporary and mobile sound sources. The difficulty in determining and quanti-
fying the disturbance generated by this type of noise makes it complicated to circumscribe
and summarize in coherent data that can be suitable for correlation with others. In this
sense, the different connotation given to the voices and bawl that are considered “festive”
in a holiday location but “unbearable” if they are under the home windows should be
taken into account. Therefore, it is difficult to correlate this type of environmental noise
with its effects on property values. Furthermore, it should be added that the noise sources
are often concentrated around an attraction pole, for example a bar, which can also be
isolated and located in an acoustically quiet context. This determines an excess of noise
that could literally cause the collapse of the market prices of the residential units located
in its immediate closeness; on the other hand, this “disturbance” is only limited, as at a
distance of a few tens of meters the situation varies and the property values are consistent
with the area average values. In this sense, the discrimination of the entity and reliability
of an economic indicator that takes into account specific elements is a complex operation.

Moreover, robust and extended data able to allow a first-level study of the correlation
between environmental noise and property prices by focusing on traffic-induced noise
are known:

1. The noise caused by traffic on infrastructures, in particular in urban areas, determines
the highest impact on the population, both in quantitative terms and regarding
the exposure.

2. European and national directives consider as a first priority the analysis, the map-
ping, the monitoring and the mitigation of transport infrastructures: this allows for
immediate and updated availability of studies and checking data.

3. The “traffic” source is generated by vehicles (or trains) that move on predetermined
and fixed paths (and in this way, to a certain extent, for aircraft). Therefore, this source
is acoustically comparable to a linear-type source whose emission levels are directly
proportional (i) to the number of vehicles in transit (i.e., vehicles/hour), (ii) to the
average travel speed and (iii) to the percentage of heavy vehicles (or freight trains).
Once a road axis has been acoustically characterized, it knows with good approxi-
mation the values of sound emission (and the consequent input at the receivers) by
monitoring one or more correlated parameters (e.g., the number of transits).

4. The “length” of a road axis can be considered as a single homogeneous “traffic” source
involving multiple properties, such as in an urban area where a stretch of road defined
by typical acoustic factors has a minimum length equal to one block of properties.
The road stretches with almost homogeneous traffic conditions, which determine the
typical sound emission, are generally much longer and cross entire neighborhoods.

5. The vehicular traffic, as well as air and rail traffic, presents considerable differences in
noise emissions between the day and night, allowing the influence of the exposure
to noise phenomena for the residential units in the night period (where a sleep
disturbance can occur) on the property market to be analyzed compared to the more
relevant, but less complained about daytime disturbance.

2. Aim

The present research concerns the analysis of the influence of noise pollution, generally
defined by the traffic on road infrastructure, on housing prices in the city of Bari (Southern
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Italy). With reference to the four municipal areas in which the territorial context is divided,
taking into account the geographical distribution developed by the Real Estate Market
Observatory (OMI) of the Italian Revenue Agency [12], a study sample relating to two
hundred properties sold in 2017–2019 for each area was considered. For each sample, the
total market prices and the relevant influential factors for their formation were detected in
order to assess the contribution of acoustic component on the local residential market. The
implementation of an econometric technique allowed for obtaining four models (one for
each municipal OMI area of the city of Bari) able to point out the functional relationships
between the most influential factors selected and the selling prices. The study aims to
examine the contribution of sound level calculated in the street where each property is
located on the housing prices in order to (i) investigate the influence of noise pollution in
each municipal OMI area of the city of Bari considering the homogeneous noise factors on
the road axes considered; and (ii) compare the outputs obtained for defining the different
impacts on residential market segments in the city.

This work is part of a wider research line aimed to assess the externalities deriving
from different sound levels that characterize the acoustic environment of the different areas
in terms of housing prices. The results could represent a useful tool for urban planning
to guide the decision-making processes towards public strategic actions able to reduce
noise pollution levels. In fact, the output of the analysis could constitute a reference for
Public Administrations for orienting local initiatives aimed to decrease the noise pollution
level and, in this way, to improve environmental quality in the city. In this sense, this
research intends to highlight the benefits for the community from a decrease of noise
pollution levels in terms of well-being and the economy. Firstly, it is well known that the
main positive impact of living in a noiseless and acoustically comfortable environment is
connected to human health. Secondly, from the economic point of view, the increase of the
existing residential asset market value is strongly linked to housing factors, among which
the acoustic comfort constitutes a fundamental factor for the reference market appreciation
and the buyers’ decisions.

Furthermore, in the contexts of civil trials, the practical outcome of the analysis
could be a significant reference for experts to define the loss of property value caused by
long exposure to noise; therefore, this work intends to provide appropriate indications,
including charts, in order to support the official technical consultants with acoustic damage
assessments.

The structure of the paper is summarized as follows. In Reference Literature (Section 3),
the main international and national research that have examined the relationships between
noise pollution and property prices are illustrated. In Case Study (Section 4), the applica-
tion is introduced: the variables considered are listed and the main descriptive statistics
related to the four study samples are analyzed. In Methodology (Section 5), the technique
implemented and the model obtained for each study sample is explained. In particular,
the specific statistic performances are reported, the empirical reliability of the functional
correlations is checked, and the results are discussed. Finally, in Conclusions (Section 6),
the findings of the work are outlined.

3. Reference Literature

A high noise pollution level has a relevant impact on rents, costs and values of
residential properties. Among the factors taken into account in the choice processes
(architectural aspects, distribution of internal spaces, quality of the materials used, thermal
insulation, etc.), the acoustic comfort level constitutes an important element considered by
buyers and sellers relating to house sales.

In this sense, the noise pollution is an essential indicator in the environmental quality
definition that, in turn, influences the property’s market value, as it could indicate the
occurrence of a noise nuisance negatively impacting social relationships and people’s
well-being. The building’s acoustic comfort depends on different factors: some of them are
immediately perceived, e.g., the road traffic exposure, the proximity to airports or railway,
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the presence of industrial areas or commercial and recreational activities (restaurants or
public places or clubs open until late at night, etc.), others are more “hidden” and are
related to the building construction techniques, materials and technologies.

In recent years, new needs and services has led a continuous growth of the noise
pollution level: the buildings are “invaded” by internal and external sound that generates
sleeping and working disorders. The noise, in fact, determines health problems—widely
documented in the reference literature [13,14]—including annoyance, tiredness, headache,
anxiety and physiological and even cardiovascular stress effects. In this context, the
inclusion of a property in an acoustically degraded area or with a lack of sound insulation
can cause a depreciation of the property. It has been noted that a house or an office placed
in a noisy environment has less market value compared to the same one, ceteris paribus,
located in a peaceful and noiseless place.

With reference to the property acoustic quality, it is linked to (i) the acoustic insulation
of both the internal and external dividing walls and of horizontal partitions that can be
obtained through the introduction of acoustically performing materials and by adopting
adequate technical solutions; (ii) the footfall sound insulation, which can be obtained
through floating or resilient floors; (iii) the low emission level of sewage systems, which
can be obtained through appropriate installation measures and choice of low intrinsic
noise solutions; (iv) the airborne and structural noise of systems such as lift, heating,
autoclaves, etc.; (v) the replacement of older paved roads with smoother asphalt; and (vi) a
better management of traffic flows and the introduction of speed limits in urban contexts.
Furthermore, in recent years strategic measures aimed at raising the awareness of people
to change their behavior to use less noisy transport modes, e.g., cycling, walking or electric
vehicles, have been promoted in several cities.

The correlations between noise pollution factors and housing prices have been studied
in numerous research papers [15–28]. All the developed analyses intend to highlight the
fundamental role played by the acoustic component on selling prices. Chang and Kim [29]
demonstrated a drop in prices equal about to 0.5% per additional decibel emitted by the
rail network in the city of Seoul (Korea). Furthermore, Bureau and Glachant [30] have
shown that the selling prices of the residential units located in peaceful districts of the city
of Paris (France) are 1.5% higher than those of properties in noisier areas. Similarly, the
European Environment Agency have attested to a price decrease in the range of 0.2–1.5%
for each decibel above 50–55 dB [31].

The analysis of the road noise influence on the prices of condominiums in the city
of Hamburg (Germany) represents the main goal of Brandt and Maennig’s research: on
the basis of micro-level datasets capturing road traffic-noise exposure, price discounts
in the amount of 0.23% following a 1 dB(A) increase in road noise were observed [32].
Most studies aimed to monetize noise have focused on road and air noise [33–38]. Anders-
son et al. [39] examined the market participants’ preferences regarding improvements in
environmental quality through the willingness to pay to reduce road and railway noise.

With reference to 292 single-family houses located in a suburb of the city of Stockholm,
the empirical analysis carried out by Wilhelmsson [40] found an average noise discount of
0.6% of the house price per decibel, or a total discount of 30% of the price for a house in a
noisy location compared to a house in a quiet one.

In the last decades, a steady growth in road traffic intensity in most urban areas
has forced politicians and city planners to seriously consider the resulting environmen-
tal impact, such as traffic noise. The assessment of negative factors related to acoustic
component is required in order to reveal the social benefit of infrastructure plans and
to orient the public decisions toward efficient strategies to decrease noise pollution. For
the Copenhagen region, Rich and Nielsen [41] analyzed the implicit costs of traffic noise,
measured as the marginal percentage loss in property values with respect to the decibel
traffic noise, highlighting a Noise Sensitivity Depreciation Index (NSDI)—defined as the
marginal percentage depreciation in house prices with respect to dB noise—of 0.54 for
houses and 0.47 for apartments. Some years later, Duarte and Tamez [42] demonstrated that
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the environmental noise has become a major issue in densely urbanized areas, defining a
NDSI equal to 0.08% by differentiating according to city areas and to the nature of the noise
source. The outputs obtained by Wen et al. [43] and based on data of 7590 multi-story and
4980 high-rise residential properties in the city of Hangzhou (China) in 2017 attested that
the urban road traffic generates noise and air pollution, thereby resulting in a disamenity
effect on surrounding residential property and subsequently affecting the willingness to
pay from homebuyers. The results confirmed a significant moderating effect of floor level
on the impact of road traffic.

In order to identify the relationships between traffic noise levels and the prices of
apartments located in three residential districts in the city of Olsztyn in north-eastern
Poland, Szczepańska et al. [44] implemented a linear correlation analysis. The negative
relationship obtained confirms that a building’s location relative to the road network and,
consequently, the level of traffic noise, is one of the most significant factors in the potential
real estate buyers’ choice of property.

The functional link between rental prices and noise levels in the city of Munich
(Germany) was determined with the implementation of the hedonic price regression model
in the studies of Kuehnel and Moeckel [45]. In particular, the output indicated a rental
price discount equal to 0.4% per dB(A), on average. Similar negative correlations between
housing prices and noise levels have been reported by other authors [46–48].

In the framework outlined, the present research analyzes the correlations between the
noise pollution and the housing prices in a city located in the Southern Italy. Compared
to similar research in international and national contexts, this aim was carried out by
borrowing (i) the urban acoustic maps developed by an Italian public entity, (ii) the
classification of the sound pressure level through different acoustic ratings and (iii) an
econometric technique that implements a genetic algorithm for the assessment of the
contribution of the influential factors on selling prices.

4. Case Study

This case study concerns four samples of two hundred residential properties located
in the city of Bari (Italy). Bari is the main city of the Apulia region in Southern Italy. It
covers an area of about 120 km2 and it has a population of over 325,000 inhabitants.

Each residential unit of the four study samples had been sold between the second half
of 2017 and the first half of 2019 and is located in one of the four municipal areas of the city
of Bari, taking into account the geographical distribution developed by OMI of the Italian
Revenue Agency. In particular, the definition provided by OMI of the municipal trade areas
is the following: “Aggregation of homogeneous contiguous zones. It represents a territorial
area with specific geographical position, and it reflects a consolidated urbanistic location.
The municipal context is divided into the following OMI areas: central, semi-central,
peripheral, suburban, extraurban”.

The central area identifies the municipality portion corresponding to the city urban
center, i.e., the distinguishable building aggregate able to attract a larger settlement. The
semi-central area identifies the municipal zone immediately adjacent to the city urban
center and directly connected to it for services, transport system, infrastructure. This area
presupposes the presence of the central and peripheral ones, being located between the two.
Therefore, the peripheral area identifies the portion of the municipal territory that is bound
by built settlement external limiting. The suburban area indicates the territory zone with
the urbanized portions separated from the urban agglomeration from an undeveloped area,
i.e., a natural or artificial barrier. The extra-urban area represents the municipal zone where
the main activity is agricultural with rural buildings or where the residential properties are
almost or completely absent. In this sense, the extra-urban area identifies the remaining
part of the municipal context not included in the previous areas and it is bound by the
administrative city border; therefore, it is one residual municipal region [49].

With reference to medium-sized municipalities, the following areas are normally
identified: old town and central zones (OMI central area), city semi-central zones (OMI

28



Buildings 2021, 11, 213

semi-central area), residential expansion zones and artisan-industrial zones (OMI periph-
eral and/or suburban area), agricultural and rural zones (OMI extra-urban area). Each of
the municipal areas may require an articulation in multiple different areas.

For the present analysis, OMI areas considered were the central, the semi-central, the
peripheral and the suburban. The extra-urban area was excluded as the building is scarcely
present or mainly rural.

For each property considered in the analysis, the selling price and the most influen-
tial intrinsic and extrinsic characteristics taken into account by buyers and sellers in the
negotiation phases were considered. With reference to the indications provided by the
market operators in the four municipal OMI areas of the city of Bari, the influential factors
in the corresponding market segment of each property were analyzed. Figures 1–4 show
the localization of the four study samples in the related municipal OMI areas of the city of
Bari. In Figure 5, the localization of the eight hundred properties considered for the case
study in the entire municipal territorial context of the city of Bari is reported.

Figure 1. Localization of the study sample properties in the OMI central area of the city of Bari.

Figure 2. Localization of the study sample properties in the OMI semi-central area of the city of Bari.
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Figure 3. Localization of the study sample properties in the OMI peripheral area of the city of Bari.

Figure 4. Localization of the study sample properties in the OMI suburban area of the city of Bari.
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Figure 5. Localization of the study sample properties in the city of Bari.

Variables

With reference to the model developed in this research, the dependent variable is
represented by the total selling price (Pr), expressed in euro. For each residential unit, the
factors considered by local operators—buyers and sellers—in the bargaining phases [50]
were detected. In particular, the variables were selected on the basis of (i) the indications
given by the market operators in the area, (ii) the data generated by OMI and (iii) research
found in the reference literature [51–54]. In fact, several scientific papers pointed out the
unavoidable tradeoff between bias from omitted factors and increased sampling variance
related to the collinearity that is involved in this step [55], even if a relative agreement on
the major influencing factors is observed [56–58].

Among the variables analyzed, the acoustic one selected by local real estate agents
confirms the importance assumed by this factor in the context of the Italian market. The
recent fiscal incentive measures taken within the residential asset redevelopment and
ex-novo realizations framework aim to enhance the housing comfort improvement and,
generally, to reach a high housing quality.

The explanatory variables considered are described below:

- the size of the property (S) in square meters of gross floor area;
- the number of bathrooms in the property (B);
- the floor level on which the property is located (L);
- the presence of the lift in the building where the property is located (A). In the model,

the factor is considered as a dummy variable, for which the presence of the service is
represented by the value “one,” whereas the absence of the service is indicated with
the value “zero”;

- the presence of the parking space in the building where the property is situated (P);
- the maintenance conditions of the property (Sc), assumed as a qualitative variable and

differentiated, through a synthetic evaluation, by the scores 1, 3 and 5, respectively
corresponding to the categories “to be restructured,” “fit for habitation” and “restruc-
tured.” Following the logic of the dummy variables, the score “one” is assigned to the
category that defines the specific quality of each property, and the score “zero” for the
remaining two categories. In particular, the “to be restructured” state refers to proper-
ties that require significant refurbishment interventions, because the functionality and
the livability of the property are not good due to the inappropriate conservative state
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of the elements that compose it; the “good” state indicates properties whose main-
tenance conditions are acceptable and whose functions can be carried out without
heavy refurbishment interventions. Finally, the “excellent” state refers to properties
characterized by high construction and aesthetic quality, possibly affected by recent
redevelopment and renovation initiatives;

- the distance of the property from the Araldo di Crollalanza waterfront of the city of
Bari (Dl), identified as the landmark for the local community, according to different
surveys carried out. The variable is measured in kilometers it takes to walk to it;

- the maintenance conditions of the public spaces adjacent to the property (Sa), assessed
through a scale of scores (1, 3, 5) attributed by panels of experts (sociologists, landscape
architects, etc.), where the score “1” indicates a bad maintenance condition of the
public spaces, the score “3” is a good state and the score “5” is an excellent state.
In particular, fixed furniture suitable for equipping public spaces, such as public
lighting lamps, waste baskets, benches, planters, parking canopies, display boards for
billboards, etc., are included in the category of street furniture;

- the property distance from the nearest food market or grocery shop (Dm), calculated in
kilometers it takes to walk to it. The category “grocery shop” includes the self-service
retail shops of consumer products (supermarkets and hypermarkets) present in the
municipal area;

- the maintenance conditions of the building facades adjacent to the property (Sf),
assessed through a scale of scores (1, 3, 5) attributed by panels of experts (sociologists,
landscape architects, etc.): the score “1” indicates bad maintenance conditions of
the facades’ conservative state, the score “3” is a good state and the score “5” is an
excellent state.

- the road private and public vehicular traffic (buses) level (T), evaluated by a team of
experts (sociologists, landscapers, architects, engineers, etc.) through a scale of scores
defined as follows: score “1” indicates a road characterized by high traffic intensity,
score “3” indicates a medium traffic intensity, score “5” indicates a road characterized
by low traffic congestion;

- the property distance from the nearest public green space (Dv), calculated in the
kilometers it takes to walk to it;

- the property distance from the nearest highway (Dt), measured in the kilometers it
takes to get there by car;

- the distance of the property from the nearest railway station (Ds), measured in the
kilometers it takes to walk to it;

- the perceived environmental quality level of the property area (Qn), assessed by
assigning a numerical score from “1” (disagreement with the item) to “5” (agreement
with the item), given by a sample of users sufficiently representative of the urban area.
The items considered are:

� this neighborhood is generally not polluted,
� this is a quiet neighborhood,
� residents’ health is threatened by pollution,
� the heavy traffic in this neighborhood is very annoying,
� there are green areas for relaxing,
� going to a park means travelling to other parts of the city,
� the green areas are well-equipped.

- the sound level (Ld), expressed in decibels dB(A), measured on day, evening and night
intervals, in the street where the residential unit is located. The data are borrowed
by the Strategic Noise Map of the Bari agglomeration, published in June 2017 by
the Scientific Directorate of the Regional Agency for Environmental Prevention and
Protection of the Puglia Region (ARPA Puglia) and reported in Figure 6 [59]. The
sound pressure level expressed in decibels are shown in the map for each city road
axis and it is divided into seven classes of ratings as follows:

(i) Rating 1: ≤40 dB(A);
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(ii) Rating 2: >40 dB(A) and ≤50 dB(A);
(iii) Rating 3: >50 dB(A) and ≤55 dB(A);
(iv) Rating 4: >55 dB(A) and ≤60 dB(A);
(v) Rating 5: >60 dB(A) and ≤65 dB(A);
(vi) Rating 6: >65 dB(A) and ≤70 dB(A);
(vii) Rating 7: >70 dB(A) and ≤75 dB(A).

Figure 6. Strategic Noise Map of the city of Bari (Source: Arpa Puglia—Scientific Directorate, adapted from ref. [59]).

It should be noted that some variables considered in the present research are directly
or indirectly connected to the noise and to its effects on selling prices. In this sense, the
floor level on which the property is located may influence the acoustic pollution, as the
road traffic or leisure activity noises are mainly perceived on lower floors. Furthermore,
the presence of the parking spaces in the building where the property is located might
cause different noise sources, e.g., a car’s engine or horn. At the same time, the property
distance from the nearest railway station or from the nearest highway influences the noise
pollution level since there are different noisy elements that characterize these places, e.g.,
the trains’ passage or the announcements for the trains’ information or, in the case of
highway proximity, the traffic congestion. It is evident that the variable “road, private and
public vehicular traffic (buses) level of the building area” is strongly linked to the noise
pollution level recorded for each property, as the vehicular traffic is one of the most relevant
noise sources. Finally, it is expected that the maintenance conditions of the property have
an impact on selling prices, as an “excellent” state presupposes recent refurbishment
initiatives, e.g., the realization of acoustic insulation interventions. Contrarily, the “to be
restructured” state is reserved for properties that are characterized by bad maintenance
conditions and require significant refurbishment interventions, among which acoustic
improvement operations are included.
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The data, i.e., the values of the selected explanatory variables relating to each property
of the four study samples, were subsequently homogenized through a normalization
operation in order to obtain numerical terms of the same size order and to facilitate the
comparison between them.

In Table 1, a summary of the variables considered in the analysis is shown. The
acronym, the type (dummy or cardinal or discrete) and the measurement unit for each
variable is specified.

Table 1. Summary of the variables selected in the analysis.

Variable Acronym Typology Measurement Unit

Total selling price Pr Cardinal €

Size S Cardinal m2

Bathroom number B Cardinal number

Floor level on which the property is located L Cardinal number

Presence of the lift in the building where the property is located A Dummy 1—presence, 0—absence

Presence of the parking space in the building where the
property is located P Dummy 1—presence, 0—absence

Quality of the property maintenance conditions Sc Discrete
1—”to be restructured” property, 3—“fit for

habitation” property,
5—“restructured” property.

Property distance from the Araldo di Crollalanza waterfront of
the city of Bari Dl Cardinal kilometers by walking

Maintenance conditions of the public spaces adjacent to the
property Sa Discrete 1—bad maintenance,

3—good state, 5—excellent state.

Property distance from the nearest food market or grocery shop Dm Cardinal Kilometers by walking

Maintenance conditions of the building facades adjacent to the
property Sf Discrete 1—bad maintenance,

3—good state, 5—excellent state.

Road, private and public vehicular traffic (buses) level of the
building area T Discrete

1—high traffic intensity, 3—medium traffic
intensity,

5—low traffic congestion

Property distance from the nearest public green space Dv Cardinal Kilometers by walking

Distance from the nearest highway Dt Cardinal Kilometers by car

Distance from the nearest railway station Ds Cardinal Kilometers by walking

Perceived environmental quality level of the property area Qn Discrete Scores scale from 1—disagreement with the
item to 5—agreement with the item

Sound level in the street where the property is located Ld Discrete

Rating 1: ≤40 dB(A);
Rating 2: >40 dB(A) and ≤50 dB(A);
Rating 3: >50 dB(A) and ≤55 dB(A);
Rating 4: >55 dB(A) and ≤60 dB(A);
Rating 5: >60 dB(A) and ≤65 dB(A);
Rating 6: >65 dB(A) and ≤70 dB(A);
Rating 7: >70 dB(A) and ≤75 dB(A).

Tables S1–S4 in Supplementary Materials report the main descriptive statistics of the
selling prices and values of the explanatory variables for the four municipal OMI areas of
the city of Bari. The analysis has allowed a global reading of the phenomenon through the
chosen samples. For each characteristic, the recorded average value, the standard deviation,
the different levels or intervals that each variable can be divided into and the frequencies
with which each is verified for the properties of the study samples are indicated.

5. Methodology

The methodologic approach used is the Evolutionary Polynomial Regression (EPR).
In particular, a recent version of EPR [60], called EPR-MOGA, was implemented. The EPR-
MOGA applies a multi-objective evolutionary genetic algorithm as an optimization strategy
based on the Pareto frontier and it allows to simultaneously reach different objective
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functions, such as to define an optimal Pareto frontier of the fixed conflictual objectives
that provide for (i) the maximization of the statistical model accuracy; (ii) the maximization
of the model parsimony, by means the minimization of the number of coefficients (ai) of the
equation; (iii) the minimization of the number of explanatory variables (Xj) for reducing
the complexity of the model.

From the starting database that includes the set of variables detected according to the
data available, the technique allows for extrapolating the selling price function, making
explicit the factors that influence the values. In particular, EPR-MOGA is a hybrid data-
driven technique that combines numerical and symbolic regression methods through
polynomial structures [61,62]. The implementation procedure consists of two main phases.
In the first step, the search is performed to identify the model structure by generating a set
of polynomial expressions. In the second one, the classical (numerical) regression method
is used in order to estimate the polynomial coefficient values. In this sense, the main goal
of EPR-MOGA is to find the best price function as a combination of independent variable
vectors by implementing a regression with the least squares method aimed at generating
the value of the coefficients of each variable, elevated by the proper exponents [63,64].

The generic expression of the polynomial equation generated by EPR is represented
by Equation (1), which describes a generic nonlinear model structure:

Y = a0 +
n

∑
i=1

[ai·(X1)
(i,1)· . . . ·(Xj)

(i,j) · f ((X1)
(i,j+1) · . . . · (Xj)

(i,2j))] (1)

Each equation element is explained below: n is the number of additive terms, a0
represents the constant additive term, ai are numerical coefficients to be assessed, Xj are
candidate explanatory variables, (i, l)—with l = (1, . . . , 2j)—is the exponent of the l-th input
within the i-th term in Equation (1), f is a function selected by the user. The exponents (i, l)
are also selected by the user from a set of real numbers.

The EPR-MOGA technique allows to generate a set of models; the quantity and the
complexity of the solutions depend on the maximum terms number and on the possible
exponents defined by the user.

Each polynomial expression generated by the EPR-MOGA technique is characterized
by a specific statistical performance level. In this sense, the statistical accuracy of each model
returned following the EPR-MOGA implementation is checked through its Coefficient of
Determination (COD), which ranges between 0 and 1, reported in Equation (2):

COD = 1 − N − 1
N

·
∑
N
(yestimated − ydetected)

2

∑
N
(ydetected − mean(ydetected))

2 (2)

where yestimated are the values of the dependent variable assessed by the method, ydetected
are the collected values of the dependent variable, N is the sample size in analysis.

The model statistical accuracy is higher when the COD is close to the value 100% and,
therefore, the user will choose a model characterized by a high COD level. In this regard,
it should be outlined that the user choice is linked not only to the statistical performance
of the model, but also to the empirical evidence of the functional relationships between
explanatory variables (independent variables) and the selling prices (dependent variables).

Application of the Method

With reference to the four samples related to the four municipal areas in which the
city of Bari is divided according to OMI, in the present research the EPR-MOGA technique
implemented the generic model mathematical structure shown in Equation (1) with no
function f considered, so that the technique chose the best one and the algebraic expression
was not excessively complicated.

Taking into account several study outputs [65,66], Pr (the dependent variable) is
represented by the natural logarithm of the total selling price (Y = ln(Pr)).
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The log-linear model was used as it is characterized by many attractive advantages [67,68].
Moreover, the log-linear form partially mitigates a common form of heteroskedasticity.

Each additive monomial term of the polynomial expressions generated by EPR-MOGA
is a combination of the selected explanatory variables (inputs of the model) raised to the
proper exponents.

For each EPR-MOGA application, the maximum number n of additive terms is equal
to eight in order to avoid a high complexity of model functional form and to allow an
immediate interpretation of the results. It is evident that a larger number of terms in
the equation complicates the analysis’ functional correlations and the verification of the
empirical evidence with the expected outputs. The candidate exponents belong to the
range (0; 0.5; 1; 2) in order to have a sufficiently wide set of solutions able to describe the
phenomenon of the formation of selling prices and, at the same time, to avoid an excessive
complexity of the mathematical forms. In fact, the exponent equal to zero value nullifies
the variable influence and the exponent equal to unit value corresponds to the “pure”
explanatory variable, whereas the exponents equal to 0.5 and 2 allow for considering
functional quadratic-type forms.

The implementation of the EPR-MOGA technique was carried out four times (one for
each study sample) including the same initial conditions (maximum number of additive
terms, range candidate exponents) in order to obtain a model for each municipal OMI area
of the city of Bari and to compare the outputs.

For each elaboration of EPR-MOGA, several models were generated. Table 2 shows
the four equations selected (a model for the OMI central area, one for the semi-central area,
one for the peripheral area and, finally, one for the suburban area). For each of them, the
statistical accuracy of the outputs in terms of COD is indicated in Table 2.

Table 2. Models generated by EPR-MOGA implementation for each municipal OMI areas of the city of Bari.

Municipal OMI Area Model COD (%)

Central − 2.1364 · Dl0.5 + 2.0268 · Sc · Dl0.5 · Ld + 3.2642 · A · Ds +
+ 1.555 · L0.5 + 4.4836 · S0.5 − 6.9297 · S0.5 · L0.5 · Ds0.5 · Ld0.5 + 9.4094

86.73

Semi-central

+ 33.7673 · Sc0.5 · Dl2 · Ds0.5 · Qn2 + 0.34205 · P0.5 · Sf0.5 –
+ 28.409 · P0.5 · Dl2 · Dv0.5 · Qn2 · Ld0.5 + 2.0779 · L0.5 –

+ 2.0641 · L · Ld0.5 + 0.56217 · B0.5 · A2 · Sc2 · T0.5 + 3.6085 · S0.5 –
+ 4.9704 · S2 · B · Sc · Dl0.5 · Dt0.5 + 9.2473

83.15

Peripheral
+ 2.2214 · Dv0.5 · Ds · Qn + 0.54754 · Sc0.5 · Sa0.5 + 0.83222 · P0.5 ·

· Ds + 0.18301 · A0.5 + 4.5316 · L0.5 · Sf0.5 · Dt0.5 · Qn · Ld2 –
+ 2.5508 · L0.5 · P0.5 · Sf0.5 · Dt + 5.2405 · S0.5 − 2.0766 · S · Ld + 8.6718

83.14

Suburban + 1.6114 · Dl0.5 + 2.1545 · Dl · Dv + 1.8803 · Sc · Dv + 0.19514 ·
A0.5 + 8.3442 · S0.5 − 5.2521 · S + 7.5065

81.71

It should be noted that each model is characterized by a high statistical accuracy level
(COD = +86.73% for the OMI central area model, +83.15% for the semi-central one, +83.14%
for the OMI peripheral area equation and +81.71% for the model related to the suburban
area) and includes a large number of influential factors (seven for the central area study
sample, fourteen for the semi-central area sample, twelve for the peripheral one, five for
the suburban area study sample).

Furthermore, for all models the algebraic structure of the equations, i.e., the com-
plexity of the terms that compose them, does not allow an immediate interpretation of
the functional relationships among the variables. In fact, each term of the equations is a
combination of different variables that occur several times in the same model.

Therefore, the functional correlations of the i-th independent explanatory variable
with the variation of the selling prices were explicated by means of a simplified approach
that considers the other variable values equal to the average values of the starting database
(value 1 or 0 if the factor is a dummy variable). Moreover, the approach provides the analy-
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sis of the changes in value of the assessed variations of selling prices in correspondence of
each i-th variable in the admissible range of its corresponding sample values.

In particular, for each municipal OMI area Tables 3–6 show the functional relationships
typology (direct or negative) found for each explanatory variable selected by the four
models. For each variable, the marginal influence on selling prices in terms of average
percentage variation obtained in correspondence of the passage from a level to the next
one is reported. From the analysis of functional correlations between influential factors
selected by the models and market prices, the empirical evidence of the coefficient signs is
verified for all municipal OMI areas of the city of Bari. Thus, for each explanatory variable
the consistency of the links with the expected phenomena is verified.

Table 3. Total selling price average percentage variation for the variables chosen by the model for the
OMI central area of the city of Bari.

Variable
Denomination

Variable
Acronym

Functional
Correlation

Average Percentage
Variation (%)

Distance from the waterfront Dl negative −3.56

Maintenance conditions Sc direct 20.22

Sound level in the street where
the property is located Ld negative −3.31

Lift A direct 30.95

Distance from the nearest
railway station Ds negative −3.01

Floor level L direct 2.67

Size S direct 22.80

Table 4. Total selling price average percentage variation for the variables chosen by the model for the
OMI semi-central area of the city of Bari.

Variable
Denomination

Variable
Acronym

Functional
Correlation

Average Percentage
Variation (%)

Maintenance conditions Sc direct 19.49

Distance from the waterfront Dl direct 0.63

Distance from the nearest railway
station Ds direct 2.48

Perceived environmental quality level Qn direct 0.52

Presence of parking P direct 4.3

Maintenance conditions of the building
facades adjacent to the property Sf direct 9.01

Distance from the nearest public green
space Dv negative −1.14

Sound level in the street where the
property is located Ld negative −3.46

Floor level L parabolic 0.77

Bathroom number B direct 0.09

Lift A direct 8.85

Road private and public vehicular traffic
level T direct 3.08

Size S direct 19.91

Distance from the nearest highway Dt negative −1.77

37



Buildings 2021, 11, 213

Table 5. Total selling price average percentage variation for the variables chosen by the model for the
OMI peripheral area of the city of Bari.

Variable
Denomination

Variables
Acronym

Functional
Correlation

Average Percentage
Variation (%)

Distance from the nearest public
green space Dv direct 3.73

Distance from the nearest railway
station Ds direct 7.11

Perceived environmental quality
level Qn direct 4.73

Maintenance conditions Sc direct 8.69

Maintenance conditions of the public
spaces adjacent to the property Sa direct 11.26

Presence of the parking P direct 3.59

Lift A direct 16.72

Floor level L direct 1.38

Maintenance conditions of the
building facades adjacent to the
property

Sf direct 2.52

Distance from the nearest highway Dt parabolic −2.85

Sound level in the street where the
property is located Ld negative −2.47

Size S direct 21.57

Table 6. Total selling prices average percentage variation for the variables chosen by the model for
the OMI suburban area of the city of Bari.

Variable
Denomination

Variables
Acronym

Functional
Correlation

Average Percentage
Variation (%)

Distance from the waterfront Dl direct 5.52

Distance from the nearest public
green space Dv direct 1.2

Maintenance conditions Sc direct 17.74

Lift A direct 17.73

Size S direct 0.88

It should be pointed out that for the suburban area the variable Ld was not selected by
the model as an influencing factor on selling prices. Therefore, the following considerations
related to the noise pollution incidence on property prices exclusively refer to the remaining
three OMI areas (central, semi-central, peripheral) of the city of Bari.

Thus, with reference to the sound level detected in the street where the property
is located (Ld), the graphs in Figures 7–9 show a negative correlation between the unit
selling prices and the Ld label for the central, semi-central and peripheral municipal areas.
Furthermore, in each Figure the percentage variations of the total selling prices for the
noise pollution class rating for the three OMI areas of the city of Bari are reported.

38



Buildings 2021, 11, 213

Figure 7. Functional relationship between the Ld label and the prices and percentage variations for the noise pollution class
rating for the OMI central area of the city of Bari.

Figure 8. Functional relationship between the Ld label and the prices and percentage variations for the noise pollution class
rating for the OMI semi-central area of the city of Bari.

Figure 9. Functional relationship between the Ld label and the prices and percentage variations for the noise pollution class
rating for the OMI peripheral area of the city of Bari.

With regard to the aim of the study, the results obtained for the variable Ld—the sound
level detected in the street where the property is located—allow for obtaining interesting
considerations.
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Firstly, as already mentioned, the variable Ld is included in the models related to
the OMI central area, semi-central and peripheral municipal areas of the city of Bari,
whereas it is excluded from the variables selected by the EPR-MOGA technique in the OMI
suburban area.

This result confirms an expected phenomenon: the central and semi-central municipal
OMI areas are affected by a higher noise pollution level compared to the peripheral and
suburban trade areas, for which a lower noise pollution is detected. The Strategic Noise
Map of the city of Bari, reported in Figure 6, attests that, excluding the airport area
characterized by a relevant noise pollution level, the other portions of the peripheral and
suburban of city of Bari show a sound level (Ld) between <40 dB(A) and 55dB(A). In this
sense, the central and semi-central municipal areas are characterized by a larger number of
leisure and commercial activities that cause higher loudness level, especially in the evening
hours, instead of peripheral and suburban areas in which there are a greater amount of
green or empty urban spaces that determine lower noise pollution levels.

With reference to the outputs obtained, the average percentage decrease in the selling
price corresponding to a variation from one Ld level to the next one is almost constant for
the OMI central area (−3.31%) and for the OMI semi-central area (−3.46%) of the city of
Bari. Conversely, for the peripheral area, the average percentage decrease in the housing
price corresponding to a passage from a Ld level to the next one is lower and equal to
−2.47%. This confirms the lower influence given by the factor related to the noise pollution
on selling prices in the municipal OMI area in which the pollution is minor, due to a less
levels of road traffic and industrial traffic and less of a preference for recreational activities.
For the suburban municipal area, the model generated by the EPR-MOGA technique
implementation does not include the variable Ld among the influencing factors on selling
prices. Thus, it is evident that a lower noise pollution level (average sound level Ld for
the central area is equal to 64.8 dB(A), whereas the sound level Ld for the suburban area is
equal to 57.02 dB(A)) corresponds to a less significant effect of the acoustic factor in the
selling price formation.

For each study sample, in the Table 7 the percentage variations in the total selling
residential prices, from the best situation—i.e., rating 1 (<40 dB(A))—to the worst one—
rating 7 (>70 and ≤75 dB(A))—are reported.

Table 7. Percentage variation in the market prices from rating 1 to rating 7 for the four municipal
OMI areas of the city of Bari.

Municipal OMI Area Average Percentage Variation from Rating 1 to Rating 7 (%)

Central −21.50

Semi-central −22.56

Peripheral −15.67

Suburban -

Finally, the average unitary contribution of the explanatory variable Ld on the housing
prices for the four OMI areas of the city of Bari and in percentage terms is shown in Table 8.

Table 8. Average unitary influence of the variable Ld for the four municipal OMI areas of the city
of Bari.

Municipal OMI Area Average Unitary Contribution of Ld (%)

Central −0.56

Semi-central −0.58

Peripheral −0.42

Suburban -
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6. Conclusions

The increase of public and private road traffic, loud recreation activities and industrial
activities located in residential areas in European and U.S. cities has led to a relevant growth
of the noise pollution level. In particular, the road networks cover entire cities, undergoing
and connecting the residential, commercial and directional districts. It is noted that the
road noise is one of the greatest sources of discomfort [69] because an increasing congestion
level characterizes the traffic on the city street. Therefore, currently the environmental
aspects play a fundamental role in the urban policies aimed to define strategies for the
reduction of noise pollution and, at the same time, for the development of more sustainable
cities characterized by a high urban quality level [70–72]. In this sense, the noise levels may
directly and strongly influence the market residential prices.

With reference to four study samples composed of two hundred residential properties
sold in 2017–2019 and located in the four municipal OMI areas in which the city of Bari
(Southern Italy) is divided (central, semi-central, peripheral and suburban), the aim of the
present paper was double: (i) to investigate the presence and, eventually, the influence
of noise among the most influencing factors on property prices and (ii) to compare the
contribution of acoustic components on selling prices in the four municipal OMI areas
according to the different features of each in terms of the traffic congestion level and
presence of loud activities. For each study sample, the total market prices and the relevant
influential factors for their formation were detected. An econometric technique was
implemented for determining the contribution of each factor selected and for analyzing
the influence of noise pollution factor on property prices. For each municipal OMI area, a
model was selected among those generated by the technique, and the functional correlations
between the influential factors and the market prices were analyzed. With reference to the
acoustic component, the models for the central, semi-central and peripheral areas included
the variable related to the sound level calculated in the street where the property was
located, whereas for the suburban area this variable was not selected.

Furthermore, for the central, semi-central and peripheral areas, a negative link between
the noise level and the housing prices was noted, which confirms that a building’s location
characterized by a noise high level causes a reduction in residential market values. In
particular, the average percentage decrease of prices given by a high noise pollution level
was similar for the central and OMI semi-central areas of the city of Bari, and it was lower
for the peripheral one. Thus, the results of the study confirm that the impact of noise on the
decisions made by real estate buyers is less relevant in the urban area where the acoustic
pollution is weaker.

This analysis could represent a useful tool for public administration to orient specific
urban interventions aimed to create acoustic comfort in urban spaces and to promote
measures for the reduction of the noise pollution, e.g., introduction of limited traffic or
pedestrian areas, planning of ecological days, provision of public services for sustainable
and slow mobility and diffusion of bike sharing systems.

The present research has intended to focalize the relevance of the issue. In recent years
a higher attention has been focused on the housing aspects able to increase the well-being
of inhabitants. Furthermore, strong awareness-raising actions and information campaigns
have been developed in order to promote the realization of domestic spaces characterized
by high quality levels. In this sense, the main three topics sponsored concern energy
saving, seismic safety and noise reduction. The definition of incentives—also in fiscal and
economic terms—aimed at stimulating the housing comfort improvement contributes to
the awareness growth toward residential property factors redevelopment and ex-novo
realization. In the Italian context, the variables associated with the acoustic component vary
among different urban territories because of urban morphology (e.g., building typology,
density of the property asset, houses proximity, green barriers, etc.). In particular, with
reference to the present analysis, the factors considered were selected taking into account
the indications of the local market operators that reported the acoustic factor as one of the
most influencing in the buyers’ decision process. This attests to the prominence of domestic
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space comfort aspects in the current specific market of the city of Bari. It should be added
that the Covid-19 pandemic lockdown has raised the attention for indoor noise even more
due to (i) the smart working spread, (ii) the functional adaptation of housing spaces for a
longer duration of home living, (iii) the temporary reduction of external noise (cars, trains,
airplanes, people, etc.). Therefore, this contingence has determined a higher appreciation
for specific residential property factors that probably in the past were not so influential.

Further insight into the research may address the implementation of the econometric
technique to other national or international territorial contexts in order to analyze the
influence of noise pollution on selling prices in different urban areas and to compare
the results.

Moreover, the study may be developed through the investigation of the relationship
between the environmental factors related to the acoustic component and the floor level
on which the property is located. In this sense, the floor level could have a significant
moderating effect on the external effect of road traffic and, at the same time, the sound
pressure deriving from the road traffic could drop significantly with the increase of floor
level [73]. It could be interesting to implement the econometric technique using the noise
level as a dependent variable and the floor level as one of the factors that influences its
value in order to define a direct functional link between the two characteristics.
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Abstract: Deep Reinforcement Learning (DRL) proved to be successful for solving complex control
problems and has become a hot topic in the field of energy systems control, but for the particular
case of thermal energy storage (TES) systems, only a few studies have been reported, all of them with
a complexity degree of the TES system far below the one of this study. In this paper, we step forward
through a DRL architecture able to deal with the complexity of an innovative hybrid energy storage
system, devising appropriate high-level control operations (or policies) over its subsystems that
result optimal from an energy or monetary point of view. The results show that a DRL policy in the
system control can reduce the system operating costs by more than 50%, as compared to a rule-based
control (RBC) policy, for cooling supply to a reference residential building in Mediterranean climate
during a period of 18 days. Moreover, a robustness analysis was carried out, which showed that,
even for large errors in the parameters of the system simulation models corresponding to an error
multiplying factors up to 2, the average cost obtained with the original model deviates from the
optimum value by less than 3%, demonstrating the robustness of the solution over a wide range of
model errors.

Keywords: deep reinforcement learning; optimal control; optimization; HYBUILD; thermal energy
storage; residential buildings

1. Introduction

As building energy consumption accounts for a large percentage of the total energy
consumption, an extensive work on new methods and strategies for more efficient control
systems has been done. In this sense, many approaches have been proposed, from classical
control theory to reinforcement learning, particularly related to heating, ventilation and
air conditioning (HVAC) systems. The availability, ubiquity and performance of current
digital systems, as well as their reduced cost, allow to devise control scenarios where many
parameters can be easily monitored (i.e., batteries state, instant photovoltaic production,
current consumption demand, etc.) and take real-time decisions according to different
control techniques, always pursuing some predefined objectives such as lowest operating
costs or better efficiencies, among others.

Even though the use of machine learning techniques is relatively recent, model predic-
tive control (MPC) and all its flavors, produced a large number of publications in the field
of optimal control for energy storage systems. A complete review on control of storage
systems can be found in [1–4] with particular reference to MPC approaches. Even though
MPC is able to reach optimal or quasi-optimal solutions, its implementation for complex
systems is challenging. Aside from its computational requirements that can difficult a
real-time control, MPC optimization problems usually require to be formulated as mixed
integer non-linear programming (MINLP) problems [5,6], requiring specialized solvers to
find optimal solutions as SCIP [7,8]. Current state-of-the-art solvers only deal with certain
type of non-linearities, making it sometimes hard or impossible to express a complex
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system as a quasi-linear system. Not to mention its difficulty to adapting under uncertainty
scenarios, especially arising from model inaccuracies.

In recent years, reinforcement learning (RL) has emerged as an efficient alternative
to MPC. RL is based on a mathematical framework for experience-driven autonomous
learning [9]. In essence, the learning process is established on a trial-and-error basis,
interacting with either the real system or its model. Early RL algorithms, back to the 1980s,
proved to solve a wide range of problems in different areas. Q-Learning was one of the
most often recurred [10], being firstly used in the field of thermal storage control by Liu
and Henze [11,12], and proving experimentally its feasibility. It was in that work where
the RL drawbacks for optimal control were mentioned. An inaccurate model may lead to
unexpected behavior and, as in all the RL approaches, the curse of dimensionality of the
actions-state space arose, putting difficulties in future approaches for complex systems.
It was at this point that neural networks came to the rescue, by substituting the time and
memory consuming value tables in classical RL schemes and becoming deep reinforcement
learning (DRL).

Since its appearance in 2013 [13], DRL has been applied successfully to many complex
control problems and, particularly, was first used in HVAC control in [14]. A good review
of RL for energy management can be found in [15–17], while [18] made an exhaustive
analysis of DRL applications for HVAC systems. For the particular case of thermal energy
storage (TES) systems, only a few studies were reported in [15,17]. Actually, [17] only
identifies 6 publications related to the control of TES systems, all of them with a complexity
degree of the TES system far below the one of this study. The study and experimentation by
Liu and Henze [19] were the cornerstones of the application of RL to active and passive TES
systems, proving the advantages of hybrid approaches that allow accelerating the learning
phase by simulation. Later and distinct uses of RL are found in [20,21] describing the first
use, to the authors knowledge, of RL techniques to phase change materials (PCM) storage.

The main contribution in this study is twofold. First, the use of DRL for optimal
control under demand response in a complex and innovative system to reduce the energy
demand for heating, cooling and domestic hot water of a standard single-family residential
building is presented in detail. The system, proposed and developed within the H2020
research project, HYBUILD [22], integrates different subsystems such as photovoltaic (PV)
panels, Fresnel solar thermal collector, a sorption chiller connected with a reversible heat
pump and electrical and thermal energy storages. The application of DRL for optimal
control of such a complex system is the first to the best of the authors knowledge. Second,
a robustness analysis of the learning process was performed, showing that the learned
model results are useful and accurate even for large deviations between the real and the
simulated system, answering one of the open questions reported in [17] and proving that
the model presented in this study and evaluated under a simulated scenario may fit the
control requirements for the real test pilot plant.

2. Methodology

This section explains the details of the system and the approach used for system
modelling and optimization.

2.1. System Description

The system considered in this study (Figure 1) was designed to ensure comfort indoor
conditions and domestic hot water (DHW) in residential buildings, and specifically to
reduce primary energy consumption of single-family houses located in Mediterranean
climate regions. Therefore, the different system components were chosen and sized with
the main purpose to meet most of the cooling demand using solar energy. To enhance
the energy efficiency of the system and the share of renewable energy, it incorporates
four different energy storage technologies: an electric battery connected to PV panels, a
low-temperature phase change material (PCM) storage unit connected to the low-pressure
side of the heat pump, a sorption chiller connected to the high-pressure side of the heat
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pump and a buffer water tank that stores the heat produced by the Fresnel solar collectors.
The hot water stored in the buffer tank is used to drive the sorption chiller and also to
contribute to heating and DHW supply.

Figure 1. Schematic of the system and its main components.

The heat pump is fed with DC current by means of a DC-bus, which interconnects the
PV panels, electric battery, heat pump and (by means of an AC/DC inverter) the power
grid. Even though this type of connection enhances the complexity of the system, it also
gives a high flexibility and improves the efficiency of the system by reducing the number
of multiple stages of conversions from DC to AC and vice-versa.

To obtain the energy demand of the building, a single-family residential building
located in Athens was considered as a reference building for Mediterranean climate regions.
The building has a total surface of 100 m2 distributed in two floors, each having a living
surface area of 50 m2, and it was assumed to be inhabited by four people. The ceiling/floor
heights considered were 2.5 m/3.0 m, while the building width/depth were 6.5 m/8.0 m.
The glazing ratio considered was of 20% on the south side, 10% on the north side and 12%
on the east and west sides. The energy demand profile for cooling, heating and DHW of
the building were obtained within the HYBUILD project [23] activities and it is out of the
scope of this paper to present the details of energy demand calculations.

2.2. Components Models and Operating Modes Description

This subsection presents the main system components mathematical models along
with the associated operating modes, which were implemented in the control strategies
developed for the system.

2.2.1. Fresnel Collectors

The Fresnel collectors consist of flat mirrors that can rotate around a fixed horizontal
axis oriented along the north-south direction. There are only two possible operating modes
of this component: mode 1 (on) and mode 2 (off). In mode 1, the orientation of the mirrors
is set by a controller in such a way that they focus the incident solar radiation to the receiver
that is located on top of the mirrors to heat the water in the primary circuit up to 100 ◦C.
The heat is transferred to the buffer tank by means of a heat exchanger (HEX1) and two
circulation pumps (P1 and P2) installed in the primary and secondary circuits, respectively.
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No heat losses were considered in HEX1 for simplicity. In mode 2, no heat is harvested by
the solar collectors and pumps P1 and P2 are switched off.

When operating in mode 1, the thermal power generated by the Fresnel collectors
(

.
Qsolar, in kW) is given by Equation (1), otherwise

.
Qsolar = 0.

.
Qsolar =

[
ηopt·ηclean·DNI −

(
4.8703 − 0.0981·Tm + 9·10−4·T2

m
)
−(

(Tm−Tamb)−80
4 + 29.043 + 1.0983·vw + 0.4188·v2

w + 4·10−5·v3
w

)]
·

AFres/1000,

(1)

where ηopt is the optical efficiency of the receiver, ηclean = 1 is the mirror cleanness factor,
DNI (in W/m2) is the direct normal irradiance at the specified location [24], Tm = 95 ◦C is
the mean receiver temperature, Tamb (in ◦C) is the ambient air temperature [24], vw (in m/s)
is the wind speed [24] and AFres = 60 m2 is the total surface area of the solar collectors.

The values for the optical efficiency of the receiver (ηopt) depend on the month of
the year and on the geographic coordinates of the location, and were provided by the
manufacturer within HYBUILD activities [22].

The overall electricity consumption of Fresnel collectors is the sum of the consumption
of the circulation pumps P1 (34 W) and P2 (34 W), when the Fresnel collectors operate in
mode 1, otherwise the electricity consumption of this component is zero.

2.2.2. PV Panels

The PV panels were assumed to face south and have a tilt angle of 30◦ with respect to
the horizontal plane. The net power generated by the PV panels (PV, in kW) is given by
Equation (2):

PV = ηPV ·EPOA·APV , (2)

where ηPV = 0.16 [25] is the efficiency of the PV system, EPOA (in W/m2) is the plan of
array (POA) irradiance at the specified location and APV = 20.9 m2 is the PV panels surface
area. The efficiency of auxiliary components related to the PV system (DC/DC converter,
connections, etc.) was assumed to be accounted for in ηPV .

The value of the solar irradiance incident to the PV surface (EPOA, in W/m2) is the
sum of three contributions, as shown in Equation (3):

EPOA = Eb + Eg + Ed, (3)

where Eb (in W/m2) is the POA beam component, Eg (in W/m2) is the POA ground-
reflected component and Ed (in W/m2) is the POA sky-diffuse component.

The three contributions shown in the right-hand member of Equation (3) were obtained
using Pysolar library [26] and Reindl model [27–29], and assuming an albedo of 0.2.

2.2.3. Heat Pump and PCM Tank

The heat pump (HP) is one of the core components of the system and it is mainly used
to provide space cooling, although it can also provide space heating. On the one hand, the
low-pressure circuit of the HP is connected to an innovative type of PCM tank, which can
at the same time act as the evaporator of the heat pump. The main purpose of the PCM
tank is to store the surplus of coolness produced by the HP during periods of low cooling
demand and high PV production, when the electric battery is already completely charged.
On the other hand, the high-pressure circuit of the HP (condenser) is connected, by means
of a hydraulic loop, to the evaporator of a sorption chiller, so that the heat rejected by the
HP condenser is absorbed by the evaporator of the sorption chiller. The objective of this
connection is to increase the efficiency (EER) of the HP and reduce therefore the overall
electricity consumption of the heat pump.

As shown in Figure 1, the hydraulic connections allow the HP and PCM tank to
operate in different modes, either for cooling or heating purposes, as summarized in
Table 1.
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Table 1. Operating modes of the HP and PCM tank.

Mode Description Active Pumps Dry Cooler Fan-Coils

Cooling 1
PCM tank is charged by the heat
pump, no cooling is provided to

the building

P5–P8 (if sorption is on)
P7 and P8 (if sorption is off) On Off

Cooling 2 PCM tank is discharging to
provide cooling to the building P9 and P10 Off On

Cooling 3 Cooling is provided by the HP
through the PCM tank

P5–P10 (if sorption is on)
P7–P10 (if sorption is off) On On

Cooling 4 Cooling is provided by the HP
through the standard evaporator

P5–P10 (if sorption is on)
P7–P10 (if sorption is off) On On

Heating Heating is provided by the HP P7 and P10 On On
0 No cooling or heating is provided None Off Off

The PCM tank consists of a compact three-fluids (refrigerant-PCM-water) heat ex-
changer, in which PCM is placed in an array of parallel channels containing aluminum fins,
sandwiched between refrigerant and water channels in an alternating sequence. This con-
figuration allows for efficient heat transfer between the three fluids in the same container,
also made of aluminum, which allows for easy charging and discharging of the PCM, as
well as direct heat transfer between the supply and demand circuits. An amount of 160 kg
of the commercial RT4 PCM, which is a paraffin that melts around 5 ◦C, was considered in
the PCM tank. A complete description of the HP and PCM tank model can be found in [30].
A slightly improved model for the PCM tank was used in this study to also consider the
sensible contribution to the overall energy stored in the PCM tank, as well as energy losses
to the ambient. The updated relation between the charging level of the PCM tank (EPCM,t,
in kJ) and the PCM temperature (TPCM,t, in ◦C) at time t is shown in Equation (4):

EPCM,t =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

43186.8, i f TPCM,t < −2 ◦C
−211.75·TPCM,t

2 − 2110.7·TPCM,t + 39812, i f − 2 ◦C ≤ TPCM,t ≤ 3 ◦C
−1270.5·TPCM,t

2 + 3183·TPCM,t + 33460, i f 3 ◦C < TPCM,t < 6 ◦C
−1136.7·TPCM,t + 13640, i f 6 ◦C& ≤ TPCM,t ≤ 12 ◦C

0, i f TPCM,t > 12 ◦C

, (4)

Regardless the operating mode, the change in the energy stored in the PCM tank at
time t is calculated from the charging level at the previous time slot (EPCM,t−1, in kJ) and
the net rate of coolness transfer to the PCM in the time interval Δt (in seconds), as shown
in Equation (5):

EPCM,t = EPCM,t−Δt +
( .

QPCM −
.

Qlosses

)
·Δt, (5)

where
.

QPCM (in kW) is the rate of coolness transfer to the PCM and
.

Qlosses = (Tamb,t−
TPCM,t−1)/RPCM (in kW) are the coolness losses from the PCM tank to the ambient air at
temperature Tamb,t (in ◦C). The thermal resistance of the PCM tank (RPCM) was estimated
to be equal to 424.5 K/kW.

The rate of coolness transfer to the PCM (
.

QPCM) depends on the operating mode.
When operating in cooling mode 1, the entire energy (coolness) generated by the HP (

.
Qevap,

in kW) [30] is transferred to the PCM, so that
.

QPCM =
.

Qevap. In cooling mode 2, the PCM
is discharged by the heat transfer fluid (HTF) of the building cooling circuit, and it was
assumed to be equal (in absolute value) to the cooling demand, i.e.,

.
QPCM = −

.
Qcool,demand.

In cooling mode 3, an energy balance is needed to determine the net rate of coolness
transferred to the PCM because, on the one hand, the PCM is cooled down by the refrigerant
and, on the other hand, it is heated up by the HTF. Therefore, in cooling mode 3, the PCM
tank can actually be charging or discharging, depending on the charge level and the cooling
demand. In cooling mode 4, the heat pump operates with the standard evaporator and the
PCM tank is by-passed, and the same occurs when the heat pump operates in the heating
mode. Therefore,

.
QPCM = 0 in cooling mode 4 and in heating mode.
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When the heat pump operates in heating mode, the sorption chiller is always off.
The heat required by the building is taken from the ambient air through the dry cooler by
activating pump P7 and by-passing HEX2, and it is delivered to the building heating loop
connected to the condenser of the heat pump by activating P10 and by-passing HEX3.

Once the charging level of the PCM tank at time slot t (EPCM,t) is calculated, the
PCM temperature and the water temperature at condenser outlet (Twc,out,t) can be updated.
Moreover, the electricity consumption of the compressor of the heat pump (

.
Qcomp), as well

as the electricity consumption of all auxiliary equipment (pumps, dry cooler, fan-coils), can
be calculated by taking into account what components are active in each operating mode
according to Table 1. Only the compressor of the heat pump is driven by the DC-bus, while
all other equipment uses electricity directly from the grid.

2.2.4. Sorption Chiller

The sorption chiller consists of two adsorbers based on a silica gel/water system,
which switch periodically between adsorption and desorption operation in counter phase,
a condenser and an evaporator. There are only two possible operating modes for the
sorption chiller: mode 1 in which the sorption chiller is on and mode 2 in which it is off. In
mode 1, the adsorption cycle is activated thanks to the hot water provided by the buffer
tank. To work properly, the temperature of the hot water provided by the buffer tank
(THT,in) should lie between 65 ◦C and 95 ◦C. At the evaporator side of the sorption chiller,
heat is taken from the condenser of the HP. The waste heat produced by the sorption chiller
is drained by the dry cooler to the ambient air at temperature Tamb.

The thermal coefficient of performance (COPth) of the sorption chiller is defined
as COPth =

.
QLT/

.
QHT , where

.
QLT (in kW) is the cooling power (heat taken from the

condenser of the HP) and
.

QHT (in kW) is the thermal power extracted from the buffer tank.
Experimental tests performed in the lab showed that COPth can be considered constant
and equal to 0.55 for a large range of operating conditions.

The cooling power of the sorption module (
.

QLT) is a function of the water temperature
at the evaporator inlet (TLT,in, in ◦C), the water temperature that returns from the dry
cooler (TMT,in, in ◦C) and the water temperature that returns from the buffer tank (THT,in,
in ◦C) [31], as shown in Equation (6):

.
QLT = 4.559 + 1.36245·TLT,in − 1.64553·TMT,in + 0.47773·THT,in, (6)

The return water temperature from the dry cooler (TMT,in) was assumed to be 5 K
above the ambient temperature, i.e., TMT,in = Tamb + 5. The water temperature at the
evaporator inlet (TLT,in) was assumed to be equal to the water temperature at the outlet of
the condenser of the HP evaluated at the previous time slot, i.e., TLT,in,t = Twc,out,t−1.

Therefore, the thermal power extracted from the buffer tank (
.

QHT) can be calculated
according to Equation (7) [31]:

.
QHT =

.
QLT

COPth
=

.
QLT
0.55

, (7)

Water temperature at the outlet of the adsorption module (THT,out,t, in ◦C) can be
obtained using an energy balance as shown in Equation (8):

THT,out,t = THT,in,t −
.

QHT
.

mad·cp,w
, (8)

where
.

mad = 0.694 kg/s is the mass flow rate of the water in the loop that connects the
buffer tank with the sorption chiller and cp,w = 4.18 kJ/(kg·K) is the specific heat capacity
of the water.
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Finally, the water temperature at the evaporator outlet (TLT,out,t, in ◦C) can be obtained
using an energy balance as shown in Equation (9):

TLT,out,t = TLT,in,t −
.

QLT
.

mwc·cp,w
, (9)

where
.

mwc = 1.417 kg/s is the mass flow rate of the water in the loop that connects the
condenser of the HP with the evaporator of the sorption chiller.

In mode 2, the sorption chiller is off and the following values were assumed for the
main variables related to the sorption chiller:

.
mad =

.
QHT =

.
QLT = 0, THT,out,t = THT,in,t =

Tbu f f er,top,t−1, TLT,in,t = Tamb + 5 and TLT,out,t = TLT,in,t, where Tbu f f er,top,t−1 (in ◦C) is the
temperature of the water at the top part of the buffer tank at the previous time slot.

The overall electricity consumption of the sorption chiller in mode 1 is the sum of the
electricity consumption of the dry cooler, pumps P5–P8 and the actuators of the hydraulic
system and controller (around 200 W). In mode 2, the electricity consumption of the
sorption chiller is zero. The electricity needed to feed the sorption module is taken from
the grid.

2.2.5. Dry Cooler

The dry cooler switches on whenever there is a need to reject heat from the system to
the ambient air, i.e., when the sorption chiller and/or the heat pump are on. The electricity
consumption of the dry cooler (

.
Wdc, in kW) depends on the part load of the dry cooler

(PLdc) and it is given in Equation (10) [32]:

.
Wdc = 0.0176 − 0.1622·PLdc + 0.8781·PL2

dc, (10)

The part load (PLdc) is defined as the actual thermal power to be rejected or absorbed
by the dry cooler divided by its nominal thermal power (40 kW), i.e., PLdc =

.
Qdry cooler/40.

The actual thermal power (
.

Qdry cooler, in kW) depends on the operating modes of both the
sorption chiller and the HP, as shown in Equation (11):

.
Qdry cooler =

⎧⎪⎨
⎪⎩

.
QHT +

.
QLT , if sorption chiller is on

.
Qcond, if sorption chiller is off and HP operates in cooling mode

.
Qevap, if HP operates in heating mode

, (11)

where
.

Qcond (in kW) is the rate of heat rejected by the HP condenser and
.

Qevap (in kW) is
the heat absorbed by the dry cooler from the ambient air.

2.2.6. DHW Tank

The DHW tank is used in the system to store a sufficient amount of hot water able to
meet the DHW demand of the building at any moment. Therefore, the water stored in the
tank should always be kept above a minimum temperature level. To achieve it, the DHW
tank should be heated with hot water from the buffer tank. An electric heater can also be
used as a backup in case the temperature in the buffer tank is not high enough to be able to
charge the DHW tank. In case the water temperature inside the DHW tank lies within the
required temperature range, no heat is provided to the DHW tank. This means that there
are three possible operating modes for the DHW tank: mode 1, in which the DHW tank is
heated by the buffer tank, mode 2, in which it is heated by the electric heater and mode 3,
when no heat is provided to the DHW tank.

In mode 1, pump P3 is activated to circulate hot water from the top part of the buffer
tank to heat the DHW tank. This mode can be activated whenever the temperature inside
the DHW tank (TDHW , in ◦C) is below a lower threshold (TDHW < Tset,DHW − 5) and the
temperature of the water at the top part of the buffer tank (Tbu f f er,top, in ◦C) is above a
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given threshold (Tbu f f er,top ≥ Tset,DHW + 10). The DHW tank is heated by the water from
the buffer tank until the water temperature inside the DHW reaches the upper threshold of
the set-point temperature (TDHW ≥ Tset,DHW + 5) or the buffer tank temperature is lower
than the required threshold (Tbu f f er,top < Tset,DHW + 10), whichever occurs first. The value
considered for the set-point temperature of the DHW tank is Tset,DHW = 50 ◦C.

Mode 2 is activated when the temperature inside the DHW tank is below the set-
point range (TDHW < Tset,DHW − 5) and the DHW tank is heated by the electric heater
(instead of the buffer tank). Similar to mode 1, the electric heater is switched off when
the water temperature reaches the upper threshold of the set-point temperature (TDHW ≥
Tset,DHW + 5). In mode 3, water temperature inside the DHW tank lies within the required
temperature range (Tset,DHW − 5 < TDHW < Tset,DHW + 5), so no heat is supplied to the
DHW tank, although heat can be discharged from the DHW tank to meet the demand.

In all three modes, the temperature distribution inside the tank is considered homo-
geneous, and it can be calculated at any time t by means of an energy balance given in
Equation (12):

a1·
.

QDHW,bu f f er + a2·
.

QDHW,el −
.

QDHW,demand −
.

Qloss,DHW =
MDHW ·cp,w·(TDHW,t − TDHW,t−1)

Δt
, (12)

where a1 = (1, 0, 0) and a2 = (0, 1, 0) for DHW mode = (1, 2, 3), respectively,
.

QDHW,bu f f er (in

kW) is the heat extracted from the buffer tank,
.

QDHW,el = 2 kW is the thermal power sup-

plied by the electric heater,
.

QDHW,demand (in kW) is the DHW demand,
.

Qloss,DHW (in kW)
are the heat losses from the DHW tank to the ambient air, MDHW = 250 kg is the mass of
the water inside the DHW tank and TDHW,t−1 (in ◦C) is the temperature of the water inside
the DHW tank calculated in the previous time slot.

The heat extracted from the buffer tank (
.

QDHW,bu f f er) depends on the temperature
inside the DHW tank (TDHW,t) as shown in Equation (13):

.
QDHW,bu f f er =

.
mDHW ·cp,w·(TDHW,in − TDHW,t), (13)

where
.

mDHW = 0.556 kg/s is the water mass flow rate (displaced by pump P3) in the loop
that charges the DHW tank and TDHW,in = 60 ◦C is the set-point of water temperature at
the DHW tank inlet.

Heat losses from the DHW tank to the ambient air (
.

Qloss,DHW) are calculated using
Equation (14):

.
Qloss,DHW =

TDHW,t − Tamb,t

RDHW
, (14)

where RDHW = 830.8 K/kW is the overall thermal resistance of the DHW tank.
The electricity consumption of the DHW tank from the grid is associated to the

circulating pump P3 (only in mode 1) and the electric heater (only in mode 2). There is no
electricity consumption in mode 3.

2.2.7. Buffer Tank

The buffer tank is modelled considering three different regions (volumes) and assum-
ing a uniform water temperature distribution inside each volume (Figure 2) [33,34]. The
temperature of the buffer tank at time slot t is calculated by applying an energy balance
to each of the three different volumes of the tank. Heat transfer by conduction or natural
convection between two adjacent regions is neglected and the only heat transfer mechanism
considered is through mass transfer. The buffer tank charging is assumed to be done with
hot water at constant inlet temperature of 95 ◦C coming from the Fresnel solar field. The
heat generated by the solar collectors (

.
Qsolar, in kW) is transferred to the buffer tank by

means of a heat exchanger placed between the solar field loop and the buffer tank loop
(HEX1 in Figure 1). Heat losses between the solar field and the buffer tank were neglected
for simplicity. The mass flow rate of the water in the buffer tank loop (

.
msolar, in kg/s) is

variable to maintain a constant water temperature at the buffer tank inlet.
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Figure 2. Schematic of the different inlets and outlets of the buffer tank.

For the top region, the energy balance is shown in Equation (15):

.
msolar·cp,w·

(
Tsolar,in − Tbu f f er,top,t−1

)
+

.
m′DHW ·cp,w·

(
Tbu f f er,mid,t−1−

Tbu f f er,top,t−1

)
+

.
mad·cp,w·

(
Tbu f f er,mid,t−1 − Tbu f f er,top,t−1

)
−

(Tbu f f er,top,t−1−Tamb)
Rbu f f er,top

= ftop·Mbu f f er·cp,w·
Tbu f f er,top,t−Tbu f f er,top,t−1

Δt ,

(15)

where Mbu f f er = 800 kg is the mass of the water inside the buffer tank, ftop = 0.3 is the mass
fraction of the top part of the buffer tank, Tsolar,in = 95 ◦C is the inlet temperature of the
water flow coming from the Fresnel collectors, Tbu f f er,top,t−1 (in ◦C) and Tbu f f er,mid,t−1 (in
◦C) are the temperatures of water at the top and middle parts of the buffer tank in the
previous time slot, respectively, and Δt is the time step (in seconds). If sorption module is
off,

.
mad = 0. The sorption module is automatically switched off when Tbu f f er,top,t < 65 ◦C

and it may be switched on again when Tbu f f er,top,t ≥ 68 ◦C (if the high-level controller
decides it is best to do it, and whenever the heat pump is working in one of the cooling
modes 1, 3 or 4).

The mass flow rate of the loop that connects the buffer tank with the solar field (
.

msolar,
in kg/s) is given by Equation (16):

.
msolar =

.
Qsolar

cp,w·
(

Tsolar,in − Tbu f f er,bot,t−1

) , (16)

where Tbu f f er,bot,t−1 (in ◦C) is the water temperature at the bottom part of the buffer tank
evaluated at the previous time slot. When the water temperature at the top of the buffer
tank reaches 94 ◦C during charging, the solar field is switched off and the charging of
the buffer tank stops (

.
msolar = 0) until the water temperature at the top of the buffer tank

decreases to 90 ◦C, when it may be switched on again if
.

Qsolar > 0.
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The water mass flow rate at the buffer tank outlet towards the DHW tank charging
circuit (

.
m′DHW , in kg/s) is given by Equation (17):

.
m′DHW =

.
mDHW ·(TDHW,in − TDHW,t−1)(

Tbu f f er,top,t−1 − TDHW,t−1

) , (17)

where TDHW,t−1 (in ◦C) is the temperature inside the DHW tank at the previous time slot.
Equation (17) only applies if the DHW tank works in mode 1 (charging with heat supplied
from the buffer tank), otherwise

.
m′DHW = 0.

Heat losses from the top part of the buffer tank to the ambient air depend on the
thermal resistance of this part of the tank (Rbu f f er,top, in K/kW), which can be calculated
using Equation (18):

Rbu f f er,top =
Rbu f f er·

(
Aedge + 2·Abase

)
ftop·Aedge + Abase

, (18)

where Rbu f f er = 430.3 K/kW is the overall thermal resistance of the buffer tank, Aedge = 4.095 m2

is the surface area of the buffer tank edge (lateral surface area) and Abase = 0.62 m2 is the surface
area of the base of the buffer tank.

For the middle part of the buffer tank, the energy balance is shown in Equation (19):

.
msolar·cp,w·

(
Tbu f f er,top,t−1 − Tbu f f er,mid,t−1

)
+

.
m′DHW ·cp,w·(

Tbu f f er,bot,t−1 − Tbu f f er,mid,t−1

)
+

.
mad·cp,w·

(
THT,out,t−1 − Tbu f f er,mid,t−1

)
+

.
mheat·cp,w·

(
Tbu f f er,bot,t−1 − Tbu f f er,mid,t−1

)
− (Tbu f f er,mid,t−1−Tamb)

Rbu f f er,mid
= fmid

·Mbu f f er·cp,w·
Tbu f f er,mid,t−Tbu f f er,mid,t−1

Δt ,

(19)

where
.

mheat = 0.63 kg/s is the mass flow rate of the building heating loop (circulated
by pump P4), fmid = 0.3 is the mass fraction of the middle part of the buffer tank and
THT,out,t−1 (in ◦C) is the temperature of the water returning from the adsorption module. If
there is no heating demand (

.
Qheat,demand = 0) or heat is provided to the building by the heat

pump working in heating mode,
.

mheat = 0.
Heat losses from the middle part of the buffer tank to the ambient air depend on the

thermal resistance of this part of the tank (Rbu f f er,mid, in K/kW), which can be calculated
using Equation (20):

Rbu f f er,mid =
Rbu f f er·

(
Aedge + 2·Abase

)
fmid·Aedge

, (20)

For the bottom region of the buffer tank, the energy balance equation is shown in
Equation (21):

.
msolar·cp,w·

(
Tbu f f er,mid,t−1 − Tbu f f er,bot,t−1

)
+

.
m′DHW ·cp,w·(TDHW,t−1−

Tbu f f er,bot,t−1) +
.

mheat·cp,w·
(

Theat,out,t−1 − Tbu f f er,bot,t−1

)
−

(Tbu f f er,bot,t−1−Tamb)
Rbu f f er,bot

= fbot·Mbu f f er·cp,w·
Tbu f f er,bot,t−Tbu f f er,bot,t−1

Δt ,

(21)

where fbot = 0.4 is the mass fraction of the bottom part of the buffer tank.
When the heating demand is satisfied by the buffer tank, water temperature returning

from the building (Theat,out,t−1, in ◦C) depends on the heating demand of the building
(

.
Qheat,demand, in kW) and it is calculated according to Equation (22):

Theat,out,t−1 = Tbu f f er,mid,t−1 −
.

Qheat,demand
.

mheat·cp,w
, (22)
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Otherwise, when there is no heating demand from the building (
.

Qheat,demand = 0) or
heat is provided by the heat pump working in heating mode,

.
mheat = 0 and Theat,out,t−1 =

Tbu f f er,mid,t−1 (as an alternative to Equation (22)). In case that water temperature at the
middle part of the buffer tank is below 45 ◦C (Tbu f f er,mid,t < 45 ◦C), heat cannot be delivered
to the building from the buffer tank, therefore pump P4 switches off (

.
mheat = 0).

Heat losses from the bottom part of the buffer tank to the ambient air depend on the
thermal resistance of this part of the tank (Rbu f f er,bot, in K/kW), which can be calculated
using Equation (23):

Rbu f f er,bot =
Rbu f f er·

(
Aedge + 2·Abase

)
fbot·Aedge + Abase

, (23)

The overall electricity consumption associated to the buffer tank only consists of the
electricity consumption of pump P4 (34 W) when the heating demand of the building is
higher than zero and this demand is met by the buffer tank (

.
mheat >0) and not by the heat

pump working in heating mode.

2.2.8. DC-Bus

The heat pump is driven by DC through a connection to the DC-bus. Electricity can be
taken either from the PV panels and/or from the battery, depending on the PV production
and the state of charge of the battery. Furthermore, in case that the power supplied by
the battery and the PV panels is not enough to feed the heat pump, electricity can also
be provided by the power grid through an AC/DC converter (not shown in Figure 1).
Conversely, when the PV production is high and the battery is fully charged, surplus
electricity can be delivered to the grid. The power generated by the PV panels (PV, in
kW) was assumed to be always less than the maximum charging power of the battery
(PV < MaxB) and the maximum discharging power of the battery (MaxB) was assumed
to be always higher than the power demanded by the HP (MaxB > HP).

Three different operating modes were considered for the DC-bus, focusing on the
control strategy of the battery, as summarized in Table 2. Two thresholds, E1 (in %) and E2
(in %), were used to drive the DC-bus in one of the three possible operating modes.

Table 2. Operating modes of the DC-bus and associated thresholds values.

Mode Name E1 (%) E2 (%)

1 Charging 75 90
2 Discharging 10 25
3 Buffer 10 90

Charging mode (mode 1) takes place if Emin ≤ BS ≤ E1, where Emin = 10% is the lower
charging level allowed for the battery, BS (in %) is the state of charge of the battery and E1
(in %) is a threshold below which the battery is automatically charged (i.e., when BS ≤ E1).
In this mode, the battery charges at a constant maximum rate (B = MaxB = 3 kW) until
BS = 75%, after which the battery switches to buffer mode.

In charging mode, the power required by the heat pump (HP) can only be taken from
the PV and/or from the grid (G), but not from the battery (Figure 3a).
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Figure 3. Schematic of the DC-bus operating in (a) charging, (b) discharging and (c) buffer modes.

The equations that describe the different energy streams in charging mode are shown
in the set of Equation (24):

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

HPPV = min(PV, HP)
BPV = max(0, PV − HP)

BG = MaxB − BPV
HPG = max(0, HP − PV)

GPV = HPB = 0

, (24)

where HPPV (in kW) is the power supplied to the HP from the PV panels, BPV (in kW) is
the power supplied to the battery from the PV panels, BG (in kW) is the power required
from the grid to charge the battery at maximum power, HPG is the power required from
the grid to feed the HP, GPV is the power coming from the PV panels that is delivered to
the grid and HPB is the power supplied to the HP from the battery. The power exchanged
between X and Y, where X and Y may refer to PV (PV panels), HP (heat pump), G (power
grid) or B (battery), is assumed to be positive (XY > 0) if energy is incoming to X from Y
( X ← Y ).

Discharging mode (mode 2) takes place if E2 < BS ≤ Emax, where E2 (in %) is a
threshold above which the battery automatically discharges (i.e., when BS > E2) and
Emax = 90% is the upper threshold allowed for the charging level of the battery. In this
mode, the battery is discharging at the maximum rate (B = −MaxB = −3 kW) towards
both the HP and the grid (Figure 3b) until BS = 25%, after which the battery switches to
buffer mode.

The equations that describe the different energy streams in discharging mode are
shown in the set of Equation (25):

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

HPPV = min(PV, HP)
HPB = max(0, HP − PV)

BG = −MaxB + HPB
GPV = max(0, PV − HP)

HPG = BPV = 0

, (25)

Buffer mode (mode 3) takes place if E1 < BS ≤ E2. Whenever the optimizer decides
to switch to the buffer mode, the following values are assigned: E1 = 10% and E2 = 90%.
In this way, the battery will be forced to switch to buffer mode whatever the value of BS is.

In mode 3, the battery acts as a buffer, meaning that it charges if there is a surplus of
electricity production from the PV panels or it discharges if the HP requires more power
than is produced by the PV panels (Figure 3c). In this mode, there is no interaction between
the battery and the grid, i.e., the battery cannot charge from the grid, neither can it deliver
electricity to the grid.

58



Buildings 2021, 11, 194

The equations that describe the different energy streams in buffer mode are shown in
the set of Equation (26):

HPPV = min(PV, HP)
BG = 0

if (−400 W < PV − HP < 400 W) then⎧⎨
⎩

GPV = max(0, PV − HP)
HPG = max(0, HP − PV)

BPV = HPB = 0
else⎧⎨

⎩
BPV = max(0, PV − HP)
HPB = max(0, HP − PV)

GPV = HPG = 0
,

(26)

In this mode, the total power supplied to the grid (G) can be negative, positive or zero,
depending on the relation between PV production and HP consumption. The total power
supplied to the battery (B) can be positive if there is a surplus of PV generation, negative
when the power demand of the HP cannot be met only from the PV panels, or zero, when
the absolute difference between PV production and HP consumption is less than 400 W
(|PV − HP| < 400 W).

For all operating modes, the state of charge of the battery at time instant t (BS,t) is
given by Equation (27):

BS,t = BS,t−1 +
ηB·B·Δt/3600

CB,max
, (27)

where BS,t−1 is the state of charge of the battery at the previous time slot, ηB is the efficiency
of battery charging/discharging process, CB,max = 7.3 kWh is the maximum storage
capacity of the battery and Δt (in seconds) is the time step of the simulation. For the sake
of simplicity, the value of the efficiency of battery charging/discharging process (ηB) was
assumed to depend on the sign of B: ηB = 0.9 if B ≥ 0 (battery is charging) and ηB = 1 if
B < 0 (battery is discharging).

2.2.9. Summary of the Main Model Parameters

The main model parameters considered for the training/testing scenarios that will be
explained later are summarized below:

• Surface of the Fresnel solar collectors: 60 m2.
• PV panels surface: 20.9 m2.
• PV panels orientation: 0◦ (south).
• PV panels inclination: 30◦.
• PCM tank storage capacity: ≈ 43, 200 kJ (12 kWh).
• DHW tank capacity: 250 L.
• DHW electric heater power: 2 kW.
• Buffer tank capacity: 800 L.
• Battery energy storage capacity: 7.3 kWh.
• Maximum battery charging/discharging power: 3 kW.

2.3. DRL Control Description
2.3.1. General Description

Reinforcement learning is a class of solution methods that optimizes a numerical
reward by interaction with the environment [9], in which a learning agent takes actions that
drive the environment to new states, provoking some reward being observed by the agent.
It is in this context that Markov decision processes (MDP) provide a useful mathematical
framework to solve the problem of learning from interaction to optimize a given goal [35].
In a finite and discrete MDP, the environment is represented at each time step as a state.
Based on this state, the agent, according to a given policy, decides to execute an action,
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obtaining a reward from the environment and moving it to the next state. Considering
stochastic environments, one can think on state-transition probabilities that characterize
the MDP. Furthermore, as each transition gives a reward, each state may be associated to
a state-value function that represents all the expected MDP rewards given a state. These
representations are the basis for the Bellman optimality equations [36], which must be
solved to achieve an optimal solution for the problem.

Expressing the MDP abstraction more formally, and considering a discrete time MDP
with time step t = 0, 1, 2, . . . , the MDP consists of:

• A set of states S that represents the environment, being St ∈ S the environment state
at time t.

• A set of actions A that can be taken by the agent, being At ∈ A(s) the action taken at
time t from the subset of available actions at state s, A(s).

• A numerical reward for the new visited state, Rt+1 ∈ R that will depend on its
trajectory: S0, A0, R0, S1, A1, R1, . . . , St, At, Rt.

• Assuming that the system dynamics is Markovian, random variables St and Rt will
only depend on its previous values, with a probability distribution, p(), which charac-
terizes the system, defined as in Equation (28):

p
(
s′, r

∣∣s, a
) .
= Pr

{
St = s′, Rt = r

∣∣St−1 = s, At−1 = a
}

, (28)

• An agent policy, π, which determines the chosen action at a given state. Defined as a
probability, π(a|s) results in the probability of choosing action a from state s.

Figure 4 shows a typical RL paradigm representation. In this case, policy π depends
on a set of parameters θ that represents the neural network weights to be discussed later.

Figure 4. RL paradigm that represents the sequence: state, action, reward, of an MDP process.

The cumulative reward at a given time slot can be defined as in Equation (29):

Gt
.
= ∑T−t−1

i=0 γiRt+i+1, (29)

where T is the final time step and γ is a discount rate that determines the worthiness of
future rewards. Equation (29) helps to define the concept of the value of being at a state for
a given policy given in Equation (30):

νπ(s)
.
= Eπ [Gt|St = s], (30)
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and using Equation (28), Equation (30) becomes the Bellman equations for νπ , shown in
Equation (31):

νπ(s) = ∑a π(a
∣∣∣s)∑s′ ,r p(s′, r

∣∣∣s, a)[r + γνπ(s′)], (31)

for all s ∈ S.
Solving a RL problem implies to find an optimal policy (π∗) that solves the state-value

function defined in Equation (32):

ν∗(s) .
= max

π
νπ(s), (32)

and derives from Equations (28), (29) and (32), the Bellman optimality equations as in
Equation (33):

ν∗(s) .
= max

a ∑s′ ,r p(s′, r
∣∣∣s, a)[r + γν∗(s′)], (33)

The solution of Equation (33) provides the best action (a), in terms of future rewards,
from a given state (s). Once solved for every possible state, it gives the optimal policy, π∗,
because the probabilities π(a|s) are known.

It is at this point that the whole family of reinforcement learning algorithms is created,
trying to solve these optimality equations by different means. Resolution techniques based
on dynamic programming (DP) may solve the problem, i.e., find an optimal solution, by
iteratively finding the state-values, ν(s), but these methods suffer from the so-called curse
of dimensionality, because the number of states grows exponentially with the number
of state variables. Such a curse is tackled by Monte-Carlo (MC) methods by sampling
values of the state-values through experience, by interaction with the model. Even with
a partial knowledge of those state-value functions, good MC algorithms converge to
acceptable solutions. Even more, if those MC methods are combined with DP ideas, such as
update regularly the estimated values, a new family of algorithms arises, called temporal-
difference (TD) learning, such as Sarsa (λ), Q-Learning or TD (λ), proving to be highly
efficient methods for a lot of optimal control problems.

Even the improvement of new RL methods, large and complex problems may require
an enormous amount of computational power, particularly when the number of states is
large, during the learning phase. Under this scenario, the ground-breaking concept of deep
reinforcement learning (DRL) [13,37] appears to change the rules of the game, scaling up
RL to space state dimensions previously intractable. DRL deals efficiently with the curse of
dimensionality by using neural networks as substituting parts of traditional value tables,
obtaining approximations of the optimal value functions trained by their corresponding
neural network backpropagation mechanisms. The emergence of specialized libraries as
TensorFlow [38] did the rest, by allowing parallelization across multiple CPUs or GPUs and
permitting in this way to train huge neural networks able to cope the structure of complex
systems in affordable running times.

2.3.2. Policy Gradient Algorithms

The above-mentioned RL algorithms based the resolution of the Bellman optimality
equations on the learned value of the selected actions. Instead, policy gradient methods
base their learning on a parameterized policy that selects the actions without the knowledge
of a value function. Generically, one can consider a set of parameters θ ∈ R

d that usualy
correspond to the weights of a neural network. By doing so, one can rephrase the policy
function as πθ(a|s).

At this point, Equation (30) may work as an objective function, J(θ). Effectively, one
can define the objective as in Equation (34):

J(θ) .
= νπθ(s0) = Eθ [G0|s0], (34)
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i.e., the expected cumulative reward from t = 0. According to the policy gradient theo-
rem [39], whenever the policy was differentiable with respect to θ, the gradient of the cost
function obeys the proportionality shown in Equation (35):

∇θ J(θ) = Eπ

[
Gt

∇θπ(At|St, θ)

π(At|St, θ)

]
, (35)

Considering that Equation (35) can be instantiated at each time slot and that parame-
ters θ are time-dependent, one can apply any gradient descent algorithm to compute θ as
in Equation (36):

θt+1 ← θt + αGt
∇θπ(At|St, θ)

π(At|St, θ)
= θt + αGt∇θ ln π(At|St, θ), (36)

being α a learning rate constant. Equation (36) is the fundamental idea that supports a
new family of RL algorithms called REINFORCE [40]. As noted, REINFORCE is a MC-like
algorithm because it can be implemented by sampling the environment, getting from it the
cumulative reward and the logarithm of the policy gradient, presenting good convergence
properties for small enough values of the learning parameter. The existence of gradient
descent optimizers based on neural networks, as well as the existing softmax layers did the
rest to allow efficient REINFORCE implementations.

2.3.3. HYBUILD Control Model

The HYBUILD control is based on a REINFORCE algorithm with no baseline. HY-
BUILD system model operates at two differently slotted time scales. First, a finer slot is
considered in order to numerically compute the HYBUILD system behavior (3 min are
typically considered). This smaller time slot is only considered for inner model operations
and it is not relevant for control purposes. Second, a larger slot (Ts) is used to manage the
control system (15 and 30 min were considered). Within Ts time slot, any action decided
by the control system is invariant until reaching any subsystem limit. As an example, if
during a given slot Ts one decides to charge the heat pump/PCM tank subsystem, the
charging process will not stop unless the maximum state of charge was reached. Similarly,
the input system variables for the control system are considered invariant in Ts.

HYBUILD control model for the Mediterranean system may be defined for cooling or
heating purposes, but the heating model can be considered as a subset of the cooling model
because heating operations for the Mediterranean system are much simpler. Actually,
heating mode bypasses the PCM tank and sorption subsystems, resulting in only one
operating mode for the heat pump subsystem.

The state vector (St) is an 8-dimensional vector in cooling mode (7-dimensional in
heating mode) with the following components:

1. Thermal energy demand for cooling/heating in the current time slot (TEdem
t ).

2. Thermal energy demand for domestic hot water (DHW) in the current time slot
(TEdhw

t ).
3. Ambient temperature (Tamb,t).
4. Energy cost for electric demand in the current time slot (Ct).
5. Direct normal irradiation, (DNIt), as explained in Sections 2.2.1 and 2.2.2.
6. Charge level of the PCM tank subsystem, (EPCM,t), as explained in Section 2.2.3. Not

used in heating mode.
7. Buffer tank top temperature, (Tbu f f er,top,t), as explained in Section 2.2.7.
8. Battery state of charge in the DC-bus subsystem (BS,t), as explained in Section 2.2.8.

being t the corresponding time and all of them were standard normalized according
to their ranges.

Choosing thermal energy demand as input, instead of temperature set-points, allow
to decouple the model from building thermal mass dynamics, providing more consistency
to the Markovian assumption. In this sense, considering the control process as an MDP
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results is a valid assumption as long as the heating/cooling subsystem models, detailed
in Section 2.2, are time-depending on only previous time slots. As a counter effect, an
on-site control implementation will require to model the building dynamics based on the
temperature set-points in order to predict the thermal demand. In this sense, the models
used in this study are based on reinforcement learning that accurately provide the thermal
demand for a particular building under different weather conditions and set-points.

The set of actions (A) that guide the control can be defined as A = {C,S ,B}, where
C is the set of cooling/heating operating modes, S is the set of activation modes for the
sorption subsystem and B is the set of battery modes in the DC-bus subsystem. As only the
set C differs for the cooling and the heating models, one can differentiate the set of actions
accordingly: Acool = {Ccool ,S ,B} and Aheat = {Cheat,S ,B}.

According to the operating modes defined in Table 1, Ccool = {0, 1, 2, 3, 4} and
S = {0, 1} because the sorption subsystem may be on or off. For the heating modes, as
sorption and heat pump/PCM tank subsystems are bypassed, only one operating mode is
considered, being Cheat = {0, 1}.

Concerning the actions related to the DC-bus subsystem, as detailed in Section 2.2.8,
the high-level control may determine the E1 and E2 thresholds that define the area of
DC-bus operation, as well as the maximum charging/discharging power when operating
in charge/discharge areas. As the control model presented here only deals with discrete
values, the DC-bus control operations were simplified according the following rules:

• Charging/discharging power is set to a fixed value, namely 3 kW.
• If from the high-level control the DC-bus is forced to operate in charging, buffer or

discharging mode, the pair of values (E1, E2) is set to three fixed levels: (75, 90), (10,
90) and (10, 25), respectively, as a percentage of the battery state of charge, BS.

Following these assumptions, B = {0, 1, 2}, which corresponds to charging, buffer
and discharging modes, respectively.

Finally, considering that during cooling mode 2 (all cooling energy is supplied by the
PCM tank) the sorption chiller is in mode 0, the set of possible actions are:

Acool = {[1, 0, 0], [1, 0, 1], [1, 0, 2], [1, 1, 0], [1, 1, 1], [1, 1, 2],
[2, 0, 0], [2, 0, 1], [2, 0, 2],
[3, 0, 0], [3, 0, 1], [3, 0, 2], [3, 1, 0], [3, 1, 1], [3, 1, 2],
[4, 0, 0], [4, 0, 1], [4, 0, 2], [4, 1, 0], [4, 1, 1], [4, 1, 2]}

and |Acool | = 21.
In heating mode, considering that the sorption chiller is always off, it follows that:

Aheat = {[1, 0, 0], [1, 0, 1], [1, 0, 2]}

and |Aheat| = 3.
It should be noted that all the cases where cooling/heating mode is 0 may be omitted

because:

• If there is some energy demand, cooling/heating mode 0 is not an option.
• Otherwise, any cooling/heating mode will perform as mode 0 inside TS.

In other words, mode 0 is adopted when energy demand is null.
For the purpose of this study, a policy gradient REINFORCE algorithm was imple-

mented, with two three-layer fully-connected neural networks of sizes Ninp,heat × Nhid,heat ×
Nout,heat and Ninp,cool × Nhid,cool × Nout,cool for heating and cooling, respectively, with the
following characteristics:

• Ninp,heat = 7 and Ninp,cool = 8 are the number of inputs, defined by the system state
dimension. Their values are standard normalized with their corresponding ranges.

• Nhid,heat and Nhid,cool are the hidden layer sizes for heating and cooling modes, respec-
tively. They use to be much larger than the size of inputs and outputs. Actually, the
number of hidden layers, their size, the type activation functions, as well as other
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parameters will be adjusted in a future study by hyper-parameter setting analysis,
being out of the scope of this paper. The values Nhid,heat = 100 and Nhid,cool = 1,000
were adopted here, with exponential linear unit activation functions and a dropout
rate of 0.8.

• Nout,heat = 3 and Nout,cool = 21 are the number of outputs corresponding to the cardi-
nality of the actions set. Outputs represent softmax of logits and the corresponding
action is taken as a multinomial of the logarithm of outputs.

• Learning rate, α = 0.0005.
• Discount rate, γ = 0.99.

The neural network was trained minimizing the cross entropy of the multinomial
outputs using an Adam stochastic optimizer [41]. Under this scenario, one objective
function was defined regarding an economic reward related to the cost associated to the
system operation.

2.3.4. Minimum Cost Control Policy

In order to derive control policies focused on minimizing the cost of operation, the
cumulative reward Gt used in Equation (36) and in Equation (29) should be calculated
considering the reward function Rt defined in Equation (37):

Rt
.
=

(
EE f g

t − 0.5·EEtg
t

)
·Ct +

(
TEdem

t − TEhp
t − TEpcm

t

)
·Penalty, (37)

where:

• EE f g
t is the electrical energy bought from the grid in slot t, either to feed the DC-bus

or other equipment, such as the electric resistance of the DHW tank.
• EEtg

t is the electrical energy sold to the grid in slot t. A discount factor of 0.5 was
considered.

• TEhp
t is the thermal energy provided by the heat pump subsystem for cooling/heating

in slot t.
• TEpcm

t is the thermal energy provided by the PCM tank for cooling/heating in slot t.
• Penalty is the cost assumed for a non-covered demand. A value much higher than the

energy cost is used.
• Ct and TEdem

t as detailed in Section 2.3.3.

Note that TEdhw
t is not part of the objective function because it is assumed that DHW

requirements will always be fulfilled by the backup electric heater.

2.3.5. Rule-Based Control Policies

With the objective to evaluate the DRL control policy goodness, a simple rule-based
control (RBC) policy for the cooling season was also implemented, which can be simplified
for heating mode. The RBC policy is based on its own thresholds and can be described as
follows:

• Battery mode—charging, buffer or discharging—is determined by two battery state of
charge thresholds (Bth

min and Bth
max) and the grid cost (Ct).

• Cooling mode 1 (PCM tank charging) is set if there is no cooling demand. Otherwise,
cooling mode 2 (PCM tank discharging) is set if PCM energy (EPCM,t) is larger than a
threshold factor (PCMth

f ) times the cooling demand (TEdem
t ). Otherwise, cooling mode

3 (simultaneous PCM tank charging and cooling supply to the building) or 4 (cooling
supply using the standard HP evaporator) is set according to the energy stored in the
PCM tank in relation to the PCM energy threshold (Eth

PCM).
• Sorption chiller mode is set depending on the buffer tank temperature threshold (BTth)

in comparison to the buffer tank temperature at the top region (Tbu f f er,top,t).

The details on both cooling and heating RBC policies are shown in Appendix A. In
both RBC policies, a hyper-parameter optimization was applied in order to determine the
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optimal thresholds. Hyperopt python library [42] was used employing an adaptive Tree
Parzen Estimator algorithm with 400 runs over the same training test set.

2.3.6. Implementation Aspects

Figure 5 shows the structure designed for the implementation of the HYBUILD con-
trol system. It is divided into three layers. Layer 3 is composed of the low-level controllers
for each subsystem. It operates directly over the system components, including all sensors,
actuators and low-level security protocols. Layer 2 is composed of the Supervisory Con-trol
And Data Acquisition (SCADA) system. It monitors the system parameters, sends the state
vector to layer 1 and executes the set of actions set by layer 1. Layer 1 is composed of the
DRL control algorithm described in this paper. The communication between layers 1 and
is done using MQTT(json) and the communication between layers 2 and 3 is performed
using the OPC-UA communication protocol.

Figure 5. Diagram of smart control implementation in the HYBUILD system.

The HYBUILD control model was written in Python 3 [43]. Furthermore, Tensorflow
libraries were used in control models [38]. The availability of a lite version of Tensor-
flow libraries makes suitable this implementation for light hardware or micro-controller
environments that may be required for control scenarios in real time.

2.4. Network Trainizng

In this subsection, the data set used to train and test the network is described. The
computations are performed with weather data for the reference building (assumed to be
located in Athens), but it could be applied to any other location. The computing training
time and its convergence issues are also presented in this subsection.

2.4.1. Training and Test Data

Cooling data set spans from day 120 to day 250 of the year, while heating data set
spans from day 290 to day 365 and from day 1 to day 90. Such sets are shuffled and split into
smaller subsets (batches). Each batch is composed of a fixed number of days (T ). Actually,
its cardinality (|T |) is a parameter. During the experimentation, batch sizes of 3 and 6 days
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were used, giving the last one better performance results. From the 130 days available for
cooling, 18 days are taken for testing and the rest for training purposes. As mentioned
in Section 2.3.3, control model inputs are: thermal demand for cooling/heating, thermal
demand for DHW, ambient temperature, direct normal irradiation, cost of electricity, PCM
state of charge (not used in heating mode), buffer tank top temperature and electric battery
state of charge.

Ambient temperature and solar radiation are obtained from EnergyPlus weather data
Europe WMO Region 6, Greece, Athens 167,160 (IWEC) [24]. Since the time slot for this
data is one hour, data was linearly interpolated when Ts was smaller.

As already mentioned in Section 2.1, the energy demand profile for cooling, heating
and DHW were obtained within the HYBUILD project [23] activities. For the grid electricity
price, a two-period tariff was assumed:

• 0.2 €/kWh from 13:00 to 23:00 h.
• 0.1 €/kWh for the rest of the day.

2.4.2. Training Times

Before presenting the results of system performance, it is worth mentioning a few as-
pects of the training process. Inside a batch (3 or 6 days), a reward defined by Equation (37)
is first computed, after which, gradients are computed and propagated. This process is
repeated for all the sets in the training set, forming an iteration. After a small number of
iterations, the trained model is applied to the test set in order to obtain the control system
performance, always keeping the best model so far. Figure 6 shows the cumulative reward
G0 (or cost) for the test and training sets as a function of the number of iterations at two
different scales, showing the learning process. During the first iterations, the network
rapidly finds better strategies than the random one established at the beginning. It is a
common behavior to get stuck at a local minimum during a large number of iterations.
Even though the discovered strategies are quite good, they are still far from the best ones
found beyond 2000 iterations. From this point, the strategies are slightly improved until
reaching overfitting, where no improvement is observed.

Figure 6. Cumulative reward for test and training set in cooling mode.

The following settings for the control system were considered:

• Time granularity for model computation: Δt = 3 min for cooling mode and Δt = 15 s
for heating mode. Taking longer time slots for the period when the heat pump is
switched on would surpass in excess the heating demand in that time slot, due to the
fact that the heat pump has higher coefficient of performance in heating mode.
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• Time slot between control decisions: Ts = 30 min.
• Batch size of 6 days. Test set consists of 3 batches (18 days or 864 control slots).

Note that, using an Intel i5-6600 4-cores at 3.3 GHz CPU, each iteration takes approxi-
mately 15 s (for Ts = 30 min and Δt = 3 min) and, consequently, the learning plot shown in
Figure 6 took almost two days of CPU computation.

2.5. Robustness Analysis

A robustness analysis was also carried out to evaluate the effect that the uncertainties
in some parameters of the mathematical models (not experimentally validated) of the
main system components might have on the results. First, the network was trained as
described in the previous subsection using the reference values of all the parameters of the
component models. Second, the reference values of some of the model parameters were
randomly altered following a uniform distribution within a certain error range around the
reference value, as shown in Table 3. An “error multiplying” factor (n) was used to define
different levels of errors affecting the parameters of the model.

Table 3. Set of parameters used to check the robustness of the model.

Variable Symbol Reference Value Error Range Units

Optical efficiency Fresnel ηopt Data from [22] Ref·(1 ± 0.2·n) -
PV efficiency ηPV 0.16 Ref·(1 ± 0.25·n) -

Maximum battery charging or discharging power MaxB 3.0 Ref·(1 ± 0.2·n) kW
Battery charging efficiency ηB 0.9 Ref·(1 ± 0.11·n) -
Sorption thermal efficiency COPth 0.55 Ref·(1 ± 0.09·n) -

Dry cooler electricity consumption
.

Wdc Equation (10) Ref·(1 ± 0.2·n) kW
Heat pump cooling power

.
Qevap Data from [30] Ref·(1 ± 0.2·n) kW

Heat produced by the compressor
.

Qcomp Data from [30] Ref·(1 ± 0.2·n) kW
Buffer tank thermal resistance Rbuffer 430.3 Ref·(1 ± 0.13·n) K/kW
RPW-HEX thermal resistance RPCM 424.5 Ref·(1 ± 0.18·n) K/kW
DHW tank thermal resistance RDHW 830.8 Ref·(1 ± 0.19·n) K/kW

Next, the performance of the model trained using the reference values was tested for
ten different independent data sets obtained at each error level (defined by the value of the
error multiplying factor n). To check the robustness of the DRL approach, the network was
also trained using new training data sets generated for each of the ten deviated models at
each error level. The average of the relative deviations in the results obtained using the
network trained with the reference model and using the network trained with each of the
deviated models was used to quantify robustness of the DRL approach. Finally, to compare
the DRL and the RBC approaches, the RBC was also applied for each of the deviated data
sets mentioned above, using the same thresholds obtained for the model without error.

3. Results and Discussion

This section details the results obtained with the trained system and abovementioned
settings and model parameters in both cooling and heating scenarios. System perfor-
mance results obtained using the smart control are compared against conventional RBC
mechanisms.

Figure 7 shows the performance of the trained network for the test set. The plots, from
top to bottom, show:

1. Cooling demand (‘Demand’) and global horizontal solar irradiation (‘GHI tilted’) on
the tilted plane (PV surface). Green and orange areas show how the cooling demand
was met: whether from the heat pump (‘From HP’) or from the PCM tank (‘From
PCM’).

2. The state of charge of the PCM tank (‘PCM SoC’), heat pump cooling mode (‘Cool.
mode’) and mode of operation of the sorption chiller (‘Sorption act.’).
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3. The values of E1 and E2 thresholds of the DC-bus subsystem as detailed in Section 2.2.8.
The state of charge of the battery is also shown (‘Battery SoC’), along with the cost of
electricity (‘Grid cost’) as binary (0 corresponds to 0.1 €/kWh and 1 to 0.2 €/kWh).

4. Domestic hot water demand (‘Demand DHW’) and top region temperature of the
buffer tank (‘Buffer Tank top temp.’). Green and orange areas show how the DHW
demand was met: whether from the heat pump (‘From elect’) or from the buffer tank
(‘From BT’).

5. Cumulative cost associated to the energy delivered to and taken from the power
grid during valley (‘Ener. sold 0′ and ‘Ener. bought 0′, respectively) and peak (‘Ener.
sold 1′ and ‘Ener. bought 1′, respectively) electricity tariff, along with the total cost
according to the cumulative cost (‘Cost’) defined as ∑t

i=0 Ri. The total amount of
electricity consumption is also plotted (‘Cumm. elec. energ.’).

Figure 7. DRL performance results for the test set in cooling mode.

From Figure 7, some aspects of the DRL control policy can be highlighted:

• The operating cost for the 18 days of the test set is 11.1 €. As seen below, it is far less
than the RBC policy tested under the same scenario, indicating that the deep learning
control approach is highly efficient.

• Cooling demand is always covered, either from the HP or the PCM tank, in order to
avoid penalties.

• Cooling modes 1 (PCM tank charging) and 4 (operation of the HP with the standard
evaporator) are never (or rarely) used.
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• All energy storage modules (PCM tank, buffer tank and electric battery) are fully
exploited by charging and discharging them as much as possible on a daily basis
within the allowed thresholds.

• The sorption chiller is also activated on a daily basis to assist the operation of the HP,
which is beneficial for the overall system performance.

As seen from the bottom plot, the cost associated with the amount of energy sold in
tariff period 0 (low cost) does not exceed the cost associated with the amount of energy
bought during the same period. Depending on national regulations, an energy retailer
may not reward consumers for the surplus of energy supplied to the grid during a certain
period. No substantial differences were observed when running the control with a smaller
time slot (Ts = 15 min).

For comparison purpose, Figure 8 shows the performance of the system for the same
test set using an RBC control policy. The same variables as in Figure 7 are shown. The
following optimal thresholds were used in the simulations based on an RBC policy:

• Minimum and maximum battery thresholds: Bth
min = 0.01 and Bth

max = 0.94, respectively.
• Threshold factor for PCM tank discharging: PCMth

f = 1.98.

• Buffer tank temperature threshold: BTth = 76.7 ◦C.
• Threshold of the (normalized) amount of energy stored in the PCM tank: Eth

PCM = 0.19.

Figure 8. RBC performance results for the test set in cooling mode.

From Figure 8, the following aspects regarding the RBC policy can be highlighted:
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• The operating cost for the 18 days of the test set is 23.5 €, which is more than double
the cost obtained using an DRL policy.

• Cooling demand is always covered, either from the HP or the PCM tank.
• All cooling modes are used by the HP, with no clear predilection for a specific operating

mode.
• Sorption chiller activation is much more irregular as compared with the DRL case.
• The full potential of the PCM tank is hardly exploited, while the buffer tank is charged

and discharged as much as possible on a daily basis.
• Electric battery is reasonably well exploited, but the main difference with respect

to the DRL policy is that it is not discharged when the electricity cost is high and
electricity demand of the system is low.

Focusing on the DRL policy, a zoom view presented in Figure 9 shows that the
battery is discharged at peak tariff periods by adjusting the E2 threshold, putting DC-bus in
discharging mode. The control uses the PCM tank as a buffer and prevents its full discharge
in order to ensure that the demand is met at all times and avoid penalties. Surprisingly,
the energy required to meet the DHW demand is mostly supplied from the electric heater
instead of the buffer tank. This could be explained by the fact that, from a cost point of
view, it is better to use the heat stored in the buffer tank to drive the sorption module
during periods of high cooling demand, which allows the heat pump to work with a
higher efficiency leading to a lower electricity consumption and, therefore, to a lower
operating cost.

Figure 9. DRL performance results for the test set in cooling mode. Zoom view.
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In relation to the heating mode, Figure 10 plots the results of system performance
using the deep learning control strategy. The following aspects are worth noting:

• The upper plot (first) shows how the heating demand is covered, whether by the heat
pump (‘From HP’) or the buffer tank (‘From BT’).

• It can be observed, in the third plot, how the buffer tank temperature in the middle
layer drops when heat is provided to the building from the buffer tank.

• The cumulative cost results negative (bottom plot), meaning that economic benefit is
obtained from selling energy to the grid. This is achieved by charging/discharging
the battery during the corresponding valley/peak tariff periods, as observed in the
second plot.

• Bottom plot shows that the amount of energy sold in valley/peak tariff periods is
larger than the energy bought during the same periods. As mentioned previously, an
energy retailer may not reward energy reinjection when the amount of sold energy
surpasses the bought energy. If this is the case, the cumulative cost will be zero instead
of negative.

Figure 10. DRL performance results for the test set in heating mode.
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Table 4 shows the results for DRL and RBC policies over the same test set. Clearly, the
DRL policy outperforms the tested RBC policy.

Table 4. Operating cost (€) for DRL and RBC control policies.

Operating Mode
Policy

DRL RBC

Cooling 11.1 23.5
Heating −2.4 −0.1

However, the comparison between the DRL and RBC policies makes it clear that the
DRL policy is able to achieve considerably better results in cooling mode, while in the
heating mode it is only slightly better than the RBC policy. This is not surprising given
the fact that the system investigated in this study was designed and sized mainly for use
in Mediterranean climate regions, where the cooling demand is significant. In addition,
the complexity of the system control is mainly associated to the subsystem that provides
cooling, where there is a higher potential for improvement through an adequate control
strategy. Indeed, the control of the subsystem that provides heating and DHW is relatively
simple and it already includes some basic control rules at low (component) system level,
which means there is not much room for improvement.

With regards to the robustness analysis, the two curves plotted in Figure 11 show the
results obtained using the RBC and DRL approaches, both of them optimized for the model
without errors (reference model), for values of the error multiplying factor from 1 to 4. As
explained in Section 2.5, each point on the two lines is an average of the behavior of both
controls on ten independent instances of the model with errors. The green dots denote the
average over the same ten instances that correspond to the DRL approach in the case when
the network was retrained with the deviated values of model parameters. As expected,
the results obtained using the retrained network are better than the ones obtained using
the network trained with the reference values of model parameters. Nevertheless, it can
be seen that the original model (trained using the reference model) does not deviate too
much from the optimum value for error multiplying factors lower than, or equal to, 2. It is
only for value of the multiplying factor around 3 or higher that the deviation between the
results becomes relevant. This would demonstrate the robustness of the solution over a
wide range of model errors, since considerable deviations from the theoretical model (up
to 40%) would have little impact (less than 3%) on the behavior of the control. Even if this
were the case, the difference between the system performance using an RBC and a DRL
approach would still be clearly in favor of the DRL strategy.

Figure 12 shows the behavior of the two DRL models (the one trained using the
reference model and the one trained with the deviated models) for each individual instance
and for four different values of the error multiplying factor. It can be seen that, for values
of the error multiplying factor up to 2, the error in the cost obtained with the model trained
with reference values are below 5%, even though the cost has large variations as a result of
different model parameters. This confirms that the DRL model is able to adapt to different
types of deviations in the actual components’ behavior with respect to the mathematical
model used in the simulations.
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Figure 11. Results of the influence of the error level in the model parameters.

Figure 12. Results of the DRL models for individual instances at different error levels.
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4. Conclusions and Future Work

This paper investigated a smart control based on a deep reinforcement learning control
policy proposed for an innovative system developed within HYBUILD project. The main
aim of the system is to reduce the energy demand for heating, cooling and domestic
hot water of a standard single-family residential building by implementation of Fresnel
collectors and PV panels combined with hybrid electrical and thermal storage components.
The complexity of the system was a great challenge from the high-level control point of
view, which was dealt with by applying deep learning techniques to optimize the operation
of the overall system from a monetary point of view. To the best of the authors knowledge,
this is the first study in which DRL has been applied to a complex TES system. The
performance of the proposed control policy was compared with basic rule-based control
policies for both cooling and heating modes. The results show that the deep learning
control policy provides a proper system control that is able to efficiently manage the system
and to obtain significant cost (and energy) savings with respect to a standard rule-based
control. In addition, the results of the robustness analysis clearly showed that DRL model
is able to adapt to any changes in the actual behavior of the system in a real test pilot plant,
with deviations less than 3% in the average cost estimations for an error multiplying factor
up to 2.

Immediate future work will consist of deploying the DRL control for a pilot plant in
order to test its performance. Even the robustness analysis shows a good ability to deal
with large mismatches between theoretical and real models, there are still big challenges
before adopting this technology for the consumer market. Requiring accurate models for
heating/cooling systems as well as for building thermal demand may be a time-consuming
task, and more studies are required in order to determine the feasibility, in terms of time
requirements, of self-training starting from a basic or general knowledge of the system.
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Appendix A

The RBC used for the cooling mode is shown below (Figure A1):
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Figure A1. RBC for cooling.

The RBC used for the heating mode is shown below (Figure A2):

Figure A2. RBC for heating.
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Abstract: Plastic materials are increasingly becoming used in the building envelope, despite a
lack of investigation on their effects. In this work, an extruded Acrylonitrile-Butadiene-Styrene
panel has been tested as a second-skin layer in a ventilated facade system using a full-scale facility.
The experimental results show that it is possible to achieve performances very similar to conventional
materials. A numerical model has then been developed and used to investigate the performances
of plastic and composite polymer panels as second-skin layers. The experimental data has been
used to verify the behavior of the numerical model, from a thermal point of view, showing good
reliability, with a root mean square error lower than 0.40 ◦C. This model has then been applied
in different refurbishment cases upon varying: the polymer and the manufacturing technology
(extruded or 3D-printed panels). Eight refurbishment case studies have been carried out on a typical
office building located in Napoli (Italy), by means of a dynamic simulation software. The simulation
results show that the proposed actions allow the reduction of the thermal and cooling energy demand
(up to 6.9% and 3.1%, respectively), as well as the non-renewable primary energy consumption (up
to 2.6%), in comparison to the reference case study.

Keywords: ventilated facade; second-skin materials; 3D printed materials; additive manufacturing;
TRNSYS; full-scale facility; retrofit action; energy saving

1. Introduction

Approximately 40% of the EU energy consumption can be directly attributed to
the building sector, which is also responsible for about 36% of the greenhouse gas emis-
sions [1,2]. In addition, in the EU-28, only 3% of the edifices have an efficient building
envelope [3], mainly due to the fact that about 35% of the EU’s buildings are over 50 years
old and only around 1% of them are renovated each year [1]. Certainly, the constraints
associated with the new buildings are fewer with respect to those associated with the
refurbishment of existing constructions, so the new one allows for better-optimized de-
sign in terms of energy efficiency of the envelope [4]. However, in Italy, many buildings
(about 4 million) were built in the early 1900s and about half of these have been classified
as historical architectures and nowadays have been reused [5]. Therefore, in the Italian
scenario, the improvement of the energetic performances of the existing building enve-
lope represents a crucial aspect in the increasing of the building’s energy efficiency and
the indoor environmental quality on a large-scale [6]. In this context, different products
and systems have been proposed to improve the buildings energy efficiency, visual and
thermal comfort, as well as their sustainability [7–12] and, in recent years, the interest of
the scientific community has seen an increase in the facade domain to improve the overall
building energy efficiency [13]. In particular, the use of passive systems is raising more
and more interest in the building sector [7,8,14]. A passive building is one in which the
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indoor environment is not regulated by using mechanical heating and cooling systems,
but by means of a conscious structure and architectural design of the envelope and its
components [7]. In recent years, as part of a shift towards more energy-efficient buildings,
a lot of different new facade technologies and solutions have been proposed for the im-
provement of their energy performance by the introduction of better insulation, shading
devices, as well as a second-skin layer (double-skin facades [15,16], building integrated
photovoltaic [17,18] and opaque ventilated facades [19,20]). Among these, the double-skin
facade (DSF) and opaque ventilated facades (OVF) have been suggested as one of the
best solutions, thanks to their ability to ensure better thermal performance and indoor
environmental quality, as well as to improve the aesthetic appeal of buildings [15,16,19,20].
The concept of DSF was introduced in the early 1900s, but little progress was made until the
1990s [7,21]; it consists of a standard facade, an air cavity, and an additional external skin.
The material used as a second-skin is usually glass [7,21]; however, a shading device can
also be installed within the cavity between the two layers of the facade to control the solar
radiation [7,21]. The OVFs are passive systems that consist of multiple layer construction
(external second-skin, an intermediate air cavity, and an internal wall). The OVFs have
been, more and more frequently, chosen by contractors, designers as well as architects for
different typologies (offices, schools, residential) of new and renovated buildings as well as
in different climates [19,20]. Several papers [22–29] investigated the energy performances
of OVFs through simulation software (EnergyPlus [30] and TRNSYS [31], the most widely
used), highlighting the benefits achievable by these systems. In addition, the literature
review [22–29] highlights that the materials usually used as second-skin layer are: glass,
porcelain stoneware tile, natural stone, aluminum, OSB, and composite panels.

Nowadays, there are always more innovative materials [32–35] used in architecture,
also as a second-skin layer, even if evaluating their impact on the envelope’s energy
performance is a complex task [6,11]. In this work, plastic and composite polymers have
been investigated with the aim to evaluate their integration in the building facade and their
potential benefits achievable in refurbishment case studies.

1.1. Plastic and Composite Polymers in Building Facades

In recent years, the use of polymers in building and engineering has increased substan-
tially, thanks to their: (i) ease of production, (ii) ease of installation, (iii) durability, (iv) low
maintenance requirements, (v) lightweight nature and (vi) ability to be formed into complex
shapes [34,35]. Moreover, polymers form good thermal and electrical insulators that are
not affected by chemical and biological risks [35]. They have not only been used to replace
the traditional construction materials (cement, brick, concrete, wood, metal, and glass), but
these materials have also been used in a complementary way to improve the building enve-
lope performance to satisfy the modern demands of both new projects and refurbishment
ones [32–35]. From an aesthetic point of view, these materials are available in several colors
and texture alternatives. Several applications of plastic and composite polymer walls in
buildings were reported in the literature [33]. In [33], 23 examples of architecture were re-
ported, demonstrating that plastic and composite polymers can be used in dwelling domes,
large-span volumes or envelop large facade surfaces, and transparent sky-lights on the
roofs of industrial buildings. Another example can be found in [36,37], where the designers
have realized a temporary pavilion with an envelope made of double-walled transparent
corrugated sheets of PolyEthylene Terephthalate (PET) recycled plastic. Similarly, in [38],
a massive pavilion, designed as an exhibition hall for the 2010 Taipei International Flora
Expo, has been built using recycled PET for the building envelope, also proving strong
resistance to fires and earthquakes. As reported in [39], polycarbonate multi-sheet systems
are increasing their share of the glazing market since they provide good performance while
weighing and costing significantly less than glass. For these reasons, several studies have
been conducted to assess their characteristics upon varying geometries and installation
typology. In [39], the authors assessed the thermal and optical characteristics of different
polycarbonate sheets, highlighting a strong angular dependence in polycarbonate panels’
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optical properties, significantly different to the conventional multiple-layered glass, and
a good overall thermal behavior. For these reasons, the polycarbonate could be used as
a valid alternative, fulfilling the energy requirements and improving the visual comfort,
reducing the glaring problem by diffusing the light, while providing more flexibility in the
design and appearance of the buildings. In [40], a detailed experimental analysis of the
thermal behavior of different polycarbonate multi-sheet systems has been carried out by
varying the installation angle. The results highlighted a very low incidence of the angle of
inclination on the equivalent value of thermal conductivity, thus allowing the material to
be equally used in every part of the building envelope. Thus, polycarbonate has already
found large usage, as in the Bavaria Brewery Tocancipá headquarters, by Construcciones
Planificadas [41], where the plastic has been used to get an industrial appearance while
providing for thermal and visual comfort, or the property registration offices, by Irisarri +
Piñera, where polycarbonate has been used to complement and balance the appearance of
the existing structure.

Across these materials already implemented in the traditional architectural paradigms,
there is also a strong boost in the usage of plastics from the additive manufacturing
(AM) sector, as several plastic products can also be utilized in AM processes, providing
great freedom of form and enhancing designers’, architects’, and engineers’ freedom in
creating complex designs [42–46]. In addition, the global 3D printing filament material
market volume was 1.8 billion US$ in 2019, growing at a compound annual growth rate
(CAGR) of 27% [47]. The most popular filament materials are PolyLactic Acid (PLA)
and Acrylonitrile-Butadiene-Styrene (ABS), holding about 47% and 29% of the market,
respectively. In contrast, materials as PolyEthylene Terephthalate Glycol-modified (PETG)
can be useful alternatives, despite not being as popular, providing similar mechanical
properties while also offering excellent recyclability and scalability [47]. The AM in the
facade industry presents new significant potential and requires relevant research to be
conducted [46]. Indeed, more and more 3D printing materials are concurrently becoming
utilized in contemporary architecture design [42–46], thanks to the lightness and effortless
installation procedure, which results in a design solution useful for both new projects and
refurbishment ones [44–46]. The 3D printing technology has been often used to create
everything, from prototypes [42,43,46] and simple parts of facades, to give a distinctive
signature to the constructions [44,45]. The 3D printing materials prove themselves to offer
quite unique characteristics from an architectural and economic point of view [43–46].
Several scientific papers have been conducted into the loadbearing capacities and/or other
essential qualities of AM products for the building industry, such as durability, water
vapor diffusion resistance, thermal conductivity, or fire-resistance [48–51]. The authors
emphasized the potential applications of additive manufacturing to build honeycomb
panels that optimize mechanical properties and heat transfer [48–51]. However, scientific
research related to 3D printing materials in building energy efficiency applications is limited
due to its relatively new nature as a technology. Only Sarakinioti et al. [46] aimed their
research at developing an integrated 3D printed for thermal insulation and building physics.
In particular, they presented a 3D printed facade panel design for thermal insulation and
movable liquid heat storage [46], providing an overview of the development process. The
authors tested the prototype and, at the same time, simulated to verify the thermal effects
of the proposed facade system on indoor spaces in different climates. The simulation
results reported in [46] showed the potential of the proposed 3D printed facade panel for
reducing heating and cooling energy demand. Therefore, the effects of adopting 3D printing
materials as a second-skin layer on the indoor environment have been scarcely investigated.

Moreover, there is a lack of experimental testing and numerical model development
of these materials in building simulation, even more, if considered in a second-skin in
front of the building envelope, in a 3D printed composite facade arrangement. Indeed, in a
facade arrangement realized with these innovative materials (ABS, PLA, PETG, etc.), the
difficulties lie in predicting the behavior of the various facade sections, as the second-skin
layer, the resulting air cavity, and finally, the effects on the indoor environment. Therefore,
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from an experimental point of view, standardization bodies, experts, and researchers are
continually developing new methodologies or new procedures to correctly calculate the
performances of these envelope components in simple and economical ways [6].

1.2. Research Aims

In this work, extruded ABS panels have been tested as second-skin materials in order
to verify their performances in an OVF system. This novel material for building envelopes
has been investigated through in-situ measurements by using two outdoor comparative
test cells. The experimental data have been used to calibrate and validate a numerical
model in TRNSYS 18 [31], also verifying the ability of the simulation software to effectively
reproduce the behavior of a light material in an OVF system, which usually is made of
materials as porcelain gres. Then, the validated numerical methodology has been used
to implement different plastic materials in a set of refurbishment case studies, compared
to a reference office building, in order to assess the potential benefits. The comparison
has been performed in terms of (i) heating and (ii) cooling energy demands, as well as (iii)
non-renewable primary energy consumption, upon varying the plastic material. Finally,
additional refurbishment case studies have also been implemented considering 3D printed
panels as a second-skin layer.

The aims of this research can be summarized as reported below:

• investigate the performances of extruded ABS panels as a second-skin layer for inno-
vative building envelopes with experimental tests in-situ;

• calibrate and validate a simulation model to predict the energy performance of the
plastic and composite polymer panels used as a second-skin layer in an OVF system;

• assess the potential energy saving achievable in office building refurbishment using the
proposed materials (extruded and 3D printed polymers) through numerical simulation.

1.3. Structure of the Research

The research is structured as follows.
Section 2 describes the methodology used to carry out the research, showing in

detail how (i) the experimental data have been acquired, (ii) the numerical model has
been implemented in TRNSYS 18, and how (iii) the experimental data have been used to
calibrate and validate this numerical model.

Section 3 reports the numerical results, in terms of the reduction of non-renewable
primary energy consumption, achieved in an office building refurbishment through the
installation of an OVF system, upon varying the material used as a second-skin layer,
considering both extruded and 3D printed ones.

Finally, Section 4 discusses the integration capacity of the plastic and composite
polymer panels in a second-skin layer of an OVF system, highlighting the advantages and
limitations of such materials.

2. Methodology

This section describes in detail the measurement methodologies and the experimental
results obtained during the in-situ test as well as the methods and results related to the
validation of the implemented numerical model.

2.1. Description of the Gemini Facilities, Experimental Results, and Discussion

In this sub-section, a couple of experimental test cells and the experimental results
are reported. Gemini facilities [11] are designed and built at the Ri.A.S.–Built Environment
Control Laboratory [52] of the Department of Architecture and Industrial Design of the
University of Campania Luigi Vanvitelli in Aversa (40◦59′39.1′′ N, 14◦10′48.5′′ E). These full-
size outdoor test cells have been designed to experimentally evaluate double-skin facade
module performances, in real outdoor weather conditions. The test cells are designed as an
identical couple in order to carry out comparative measurements. The Gemini’s internal
dimensions are 2.20 m wide by 2.80 m deep and 2.40 m tall, oriented with the long side
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along the north-south axis. These dimensions correspond to the gross dimension of the
main steel frame structure, on which the shell has been fixed externally and seamlessly in
order to avoid thermal bridges. The shell has been realized in a single layer of 10 mm thick
sandwich panels consisting of two galvanized steel sheets and a polyurethane rigid foam
filling, with a thermal transmittance (Uwall) value of 0.23 W/m2K [11]. Then, for the floor, a
0.10 m air gap and a wood flooring have been added above the structure, while, for the
ceiling, a sheet metal roof has been placed 0.10 m above the outer panels, with a 2% slope,
to allow a natural rainwater outflow.

The Gemini’s facilities are designed to allow the in-situ characterization of innovative
layers to be applied in double-skin facades with different geometries, layout, materials,
and technologies. The acquired data can be used to evaluate the in-situ performances of
the system under investigation and to realize, calibrate and validate simulation models.

The Gemini is well-instrumented to acquire different indoor and outdoor physical
quantities. Table 1 shows the measurement range, the accuracy, and the response time of
the sensors used for outdoor and indoor climate characterization. In particular, with the
aim to evaluate the real weather conditions, sensors for wind direction, wind speed, air
temperature, air relative humidity, air pressure, global horizontal radiation, and diffuse
horizontal radiation were placed at about 6.50 m from the ground, in the best position to
minimize the influence of external obstructions (i.e., the obstructions angles are less than
10◦). In order to acquire diffuse horizontal radiation, one of the pyranometers is equipped
with a shadow ring (diameter of 0.574 m and thickness equal to 0.052 m), and the data
were corrected following the methodology proposed in [53], to take into account both
the isotropic and anisotropic conditions. Figure 1 shows the weather station, with all the
aforementioned sensors.

Table 1. Installed Gemini sensor measurement range and accuracy.

Number of Sensors Measured Quantity Type Range Accuracy

1 Wind speed ‘Pro First Class’
anemometer 0–50 m/s ±0.01 m/s

1 Wind direction ‘Pro First Class’
anemometer 0–356.9◦ ± 3◦ ±1◦

3 Air Temperature and
Relative humidity

Thermo-hygrometer
with precision transducer

Temperature:
−40–+60 ◦C

Rel. Humidity:
0–100%

Temperature:
±0.2 ◦C

Rel. Humidity:
±2%

1 Atmospheric
pressure

Barometer with
piezo-resistive transducer 800–1100 hPa ±0.3 hPa

at 20 ◦C

3 Solar radiation II class thermopile
pyranometer 0–2000 W/m2 ±10 μV/(W/m2)

2 Air cavity speed Hot wire air speed
transmitter 0.2–40.0 m/s ±0.2 m/s

+3% f.s.

10 Temperature T-Type thermocouple −200–+350 ◦C ±1.5 ◦C
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Figure 1. The weather station used to monitor the real outdoor conditions.

The air temperature inside the Gemini is monitored by a combined temperature-
relative humidity sensor placed in the middle of the room. Also, when the test cells are
configured to test a second-skin system, this is monitored through a set of ten thermocou-
ples, placed on the significant interfaces and in the cavity.

The sensor layout follows the layout shown in Figure 2a. In particular, it can be noted
that (i) six thermocouples are placed in the middle of both the inlet (T1, T2, and T3) and the
outlet (T8, T9, and T10) sections of the air cavity, (ii) four thermocouples are placed in line
at the center of the second-skin system (T4 on the back surface of the second-skin, T5 in the
middle of the cavity, T6 on the external surface of the south wall of the test cell, T7 on the
internal surface of the south wall of the test cell, respectively); this last set of thermocouples
falls in line with the same thermo-hygrometer which monitors the temperature of the air
inside the test cell, in order to have all the sensors aligned at the center of the system.

 

 

(a) (b) 

Figure 2. (a) Axonometric views of the sensor layout; (b) shielding devices used in the experimental setup to avoid any
direct solar radiation on the thermocouples.
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In addition, all the thermocouples (Tx) have been shielded with high-reflective domes
in order to avoid any direct solar radiation (Figure 2b).

The pyranometer (Ivert) has been installed to acquire the vertical solar radiation in-
cident on the south surface and, finally, two hot-wire anemometers (Win, and Wout) are
placed in the air cavity, one in the inlet section and the other one in the outlet section, in
order to monitor the airflow in the second-skin cavity.

In order to verify the measurement methodologies and characterize each test cell from
the thermal point of view, preliminary data has been acquired in a standard configuration
(both Gemini s without a second-skin system). These data are recorded with the aim
of (i) verifying the operation of the different instruments and their correct positioning,
(ii) comparing the thermal behavior of the two test cells, and (iii) defining a reference
point for the following evaluation of the real performances of double-skin facades or smart
windows. The preliminary experimental data were acquired and stored every 1 min on a
period of 1 month (from 1 June to 30 June) and, later, averaged on an interval of 15 min.
Figure 3 reports the indoor air temperature of Gemini 1 and Gemini 2, the external air
temperature, and the global horizontal radiation for three typical days in June. This figure
highlights that the difference between the indoor air temperature of Gemini 1 and the
indoor air temperature of Gemini 2 (Tindoor, Gemini 1–Tindoor, Gemini 2) is negligible, varying
within an interval with a maximum of 0.2 ◦C and a minimum of −0.2 ◦C.
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Figure 3. Gemini 1 and Gemini 2 preliminary experimental indoor air temperature trends for three
typical June days.

After the preliminary experimental campaign, a second-skin system has been mounted
and tested on a test cell (Gemini 1) with an air cavity gap equal to 0.10 m, while the
other cell has been left unequipped and used as a reference (Gemini 2). In particular,
the investigated second-skin system has been realized with extruded ABS panels [54].
The experimental data were acquired and stored every 1 min over a period of 1 month
(from 8 December to 31 December) and, later, averaged on an interval of 15 min. This
experimental campaign aims to verify the performances of plastic panels as a second-skin
layer for innovative envelopes.

The extruded ABS panels have been selected with dimensions equal 600 mm × 1200 mm;
such dimensions have been selected on the basis of the dimension of conventional panels
in OVF systems, in order to guarantee an easy installation in a commercial OVF structure,
as well as an easy substitution of conventional OVF system materials in a realistic scenario.
In Figure 4a, a detailed view of the analyzed extruded ABS panel before the installation is
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displayed, while Figure 4b shows the Gemini 1 equipped with the second-skin realized
with six extruded ABS panels.

 

 
(a) (b) 

Gemini 1

Gemini 2

Extruded 
ABS panels

60
0 m

m

Figure 4. (a) Extruded ABS panels [54] detail view; (b) Gemini 1 equipped with the OVF system.

The second-skin system equipped during the tests has been realized by mounting
the six extruded ABS panels on a steel frame, then hanging the whole system to the
brackets on the south facade of the test cell Gemini 1. Finally, the sides of the second-skin
system were covered and sealed by means of panels, similar to those used for the test cells’
envelope, in order to allow only for a vertical airflow in the cavity (Figure 4b). In this
configuration, the acquisition period lasted for almost a month, in the wintertime. During
the acquisition period, the temperatures were monitored following the layout reported
in Figure 2a. Figure 5 shows an overview of the whole acquisition period, reporting the
external air temperature, the global horizontal radiation, and the total vertical radiation on
the south facade.

Figure 5. Overview of the whole winter acquisition period.
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Figure 5 highlights that the external air temperature was quite warm, despite being
the winter season. Also, the radiation values, both global horizontal and total vertical,
show mostly high values, thus confirming good weather and clear sky across the whole
acquisition period.

Figure 6a,b report a focus for four typical days on the weather conditions during the
measurements with the Gemini 1 equipped with the second-skin system, and the Gemini
2 left uncovered as a reference. In particular, Figure 6a shows the temperature and solar
radiation data (global horizontal solar radiation, diffuse horizontal solar radiation, and total
vertical solar radiation on the south facade), while Figure 6b reports the wind characteristics
acquired during the analyzed days; on the left axis the wind speed is reported, while on
the right axis the wind direction is displayed, considering 0◦ as north direction, 90◦ as east
direction, 180◦ as south direction, and 270◦ as west direction.
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Figure 6. Weather conditions during four typical acquisition days: (a) solar radiation and temperature; (b) wind speed and
wind direction.

Figure 6a better highlights that, during the measurement period, sunshine days were
acquired with atypical temperatures for the period, ranging between a minimum of about
5.9 ◦C and a maximum of about 19.4 ◦C.

Figure 6b shows a low wind speed in general during the measurement period and a
slight wind predominance in the west/north-west direction. Also, the wind speed values
acquired during the nighttime are equal to zero, due to a threshold value for the start/stop
of the sensor equal to 0.15 m/s.

Figures 7 and 8 report the experimental data associated with the cavity with a 1-h
timestep for a single acquisition day. In more detail, Figure 7 shows the trends of the
daily values of the air temperature inside the cavity upon varying the height from the
ground, while Figure 8 reports the airspeed at the inlet and the outlet of the air cavity, for
the same day.

The data reported in Figure 7 corresponds to the measures of the three thermocouples
positioned in the middle point of the cavity of the second-skin system, more specifically T2,
in the middle of the air cavity inlet, T5, in the middle of the air cavity geometrical center,
and T9, in the middle of the air cavity outlet, as shown in Figure 2a. As a first observation,
the overall temperature distribution is directly related to solar radiation throughout the
day, where the temperatures rise during the morning and drop during the afternoon. Also,
during the day, the temperature trend seems to be substantially constant from the air
cavity inlet to the middle of the facade, and then to increase to the air cavity outlet; this
behavior is due to the chimney effect that is created thanks to the OVF system. Then, in the
evening (starting from 16.00), the temperatures at the outlet of the cavity are only slightly
higher than those at the center and the inlet; this is due to the reduction of solar radiation
happening in the evening.
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Figure 8. Daily values of the airspeed at the inlet and the outlet of the air cavity.

Figure 8 reports data acquired by the hot-wire anemometers placed based on the
layout shown in Figure 2a, where Win measured the airspeed value at the inlet of the cavity
and Wout measured the value at the outlet of the cavity. This figure shows how, during the
day, the values acquired by Wout is higher than those measured by Win, referable to a direct
effect of the solar radiation on the rising of the air temperatures along the air cavity, thus
causing an increase in airspeed. After 15:00, the chimney effect in the air cavity is reduced
because the temperatures are gradually decreasing over time due to the reduction of the
solar radiation on the south facade; this causes a significant drop in the airspeed values
measured in the cavity.

Therefore, the analysis of the experimental results shows that a plastic material (i.e.,
ABS) can be used as a second-skin layer in OVF systems.
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2.2. Description of the Numerical Model

The software TRNSYS 18 [31] has been used to model the Gemini test cells and to
develop the second-skin model. TRNSYS software adopts a modular approach by using
Fortran subroutines. Each Fortran subroutine is called a ‘Type’ and contains the model for
a single system component. Several studies have been carried out in order to validate the
numerical models developed in TRNSYS from the Colorado State University experimental
houses and other researchers around the world [55–58]. In this study, the following main
TRNSYS Types [31,59–61] have been used:

• Type 56 to simulate the Gemini test cells [59];
• Type 1230 to model the second-skin system [61];
• Type 16c to estimate the solar radiation on the Gemini and second-skin system sur-

faces [59,60];
• Type 69b to determine the sky temperature [59,60];
• Type 33e to determine the moist air properties [59,60].

At first, the Type 56 subroutine has been used to model the thermal behavior of the
Gemini test cells; in particular, two thermal zones have been modeled, one for each test
cell. Also, Type 56 contains information about the test cells’ surroundings (buildings, trees,
bushes), which are described as ‘shading objects’. The geometrical modeling occurred in
the SketchUp software [62], where it was possible to model the shapes and the position
of each element accurately. Then, by means of the Trnsys3D plug-in, the geometries were
imported into the Type 56 subroutine. The physical properties of each test cell’s external
surface have been defined, on the basis of the data provided by the manufacturers. Lastly,
the internal thermal gains have been set for each test cell, which was determined on the
basis of the equipment installed inside the facilities (notebook, data acquisition systems,
and uninterruptible power supply units).

The OVF system has been modeled using the Type 1230 subroutine, which effectively
reproduces the behavior of an external second-skin layer with an air cavity behind it. Using
this TRNSYS Type, the behavior of the OVF system has been correlated to that of the
Gemini test cell modeled through the Type 56 subroutine. In particular, the last external
layer of the Type 56 wall acts as an interface layer between the Type 1230 and the Type
56, by coupling its temperature and thermal resistance to model the wall heat transfer.
Figure 9 shows a schematic of the boundaries of the two coupled Types (56 and 1230),
highlighting the resistive interface layer. The Type 1230 parameters have been set following
the data provided by the manufacturer of the extruded ABS panels [54], taking into account
thickness, density, and thermal conductivity, specifically.

During the simulations, Type 1230 takes into account:

• the solar radiation, the longwave radiation, and the air convection on the external
surface of the outside layer;

• the energy storage and the conduction in the outside layer;
• radiation exchange between the outside layer and the air cavity;
• the convective exchanges from all the surfaces facing in the air cavity;
• the conduction through the interface layer.

Type 16c has been implemented to model the solar radiation on all the external
surfaces. This Type accepts global radiation, ambient temperature, and ambient relative
humidity data as input, in order to output several quantities related to the position of the
sun, as the diffuse radiation fraction on the horizontal, by estimating the cloudiness of the
sky on the basis of the dry bulb temperature and the dew point temperature. Finally, the
radiation on every external surface is computed, on the basis of their own orientation.
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Figure 9. Coupling between Type 56 and Type 1230 [61].

The effective sky temperature is determined by means of Type 69b, which calculates
the long-wave radiation exchanges between the external surfaces and the atmosphere.
Type 69b calculates the cloudiness factor as well, on the basis of the dry bulb and the dew
point temperatures.

Finally, Type 33e has been implemented in order to calculate the properties of the
moist air, in particular, by taking the air temperature, the relative humidity, and the air
pressure as input; it returns the density of the air mixture for every timestep, which is
then used to calculate the airflow at the OVF inlet. In this way, the inlet airflow is not a
fixed value, but it corresponds to the experimental data acquired through the hot wire
anemometers, placed as reported in Figure 2a.

In this study, the experimental weather data acquired from 8 December to 31 December
have been used as input data for the Type 16c, Type 69b, and Type 33e.

During the simulation, both the time base used to solve the differential equations and
the simulation timestep has been set equal to 15 min in order to have a full correlation to
the timestep of the experimental input data.

2.3. Validation of the Numerical Model

This sub-section reports the methods and results related to the validation of the nu-
merical model. The model reliability has been verified in terms of indoor air temperature
(Tindoor) and the average temperature of the air cavity (Tcavity) by comparing the experi-
mental values with those obtained as an output of the simulation model above described,
defining the following percentage differences ΔTindoor and ΔTcavity:

ΔTindoor =
(

Tindoor,exp − Tindoor,sim

)
/Tindoor,exp (1)

ΔTcavity =
(
Tcavity,exp − Tcavity,sim

)
/Tcavity,exp (2)

Figure 10a,b report the comparison between the simulation results and the experimen-
tal data acquired during the whole test period (from 8 December to 31 December) in terms
of Tindoor and Tcavity, respectively.
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(a) (b) 

Figure 10. Comparison between the simulated values and the experimental values acquired during the whole test period in
terms of (a) Tindoor and (b) Tcavity.

These figures highlight how the developed model is quite reliable, with values of
ΔTindoor ranging between a minimum of −9.62%, and a maximum of 6.22%, as well as the
values of ΔTcavity between a minimum of −8.51% and a maximum of 7.85%.

The accuracy of the model has also been validated by calculating the mean error (ME),
the mean absolute error (MAE), and the root mean square error (RMSE) as reported below:

ME =
N

∑
i=1

(
Texp,i − Tsim,i

)
/N (3)

MAE =
N

∑
i=1

∣∣Texp,i − Tsim,i
∣∣/N (4)

RMSE =

√√√√ N

∑
i=1

((
Texp,i − Tsim,i

)
− ME

)2/N (5)

where Texp,i is the experimental value at time step i, Tsim,i is the simulated value at time
step i, and N is the number of measurements. Table 2 reports the values of the ME, MAE,
and RMSE for both Tindoor and Tcavity.

Table 2. Values of ME, MAE, and RMSE obtained by comparing the simulated values and the
experimental data acquired during the whole test period.

Tindoor (◦C) Tcavity (◦C)

ME MAE RMSE ME MAE RMSE

−0.3 0.5 0.4 0.3 0.3 0.2

The values reported in Table 2 highlight that there is a slight difference between the
measured and predicted results, in particular: (i) the ME associated to the Tindoor is equal
to −0.3 ◦C, which means that the simulation model slightly overestimates the indoor air
temperature, while that associated to the Tcavity is equal to 0.3 ◦C; (ii) the values of RMSE
are equal to 0.4 ◦C and 0.2 ◦C for Tindoor and Tcavity, respectively.

Therefore, the results show the ability of the Type 1230 to accurately predict the
behavior of the extruded ABS panels in an OVF system. Thus, the same methodology is
used to carry out a complete numerical campaign on a set of case studies upon varying
the polymer (selecting the ones more used in architecture, as highlighted in the literature
review) and manufacturing technology (extruded and 3D printed).
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3. Materials and Numerical Modeling Implementation

The software TRNSYS 18 [24] is used to assess the potential energy saving achievable
in an office building refurbishment using plastic and composite polymers as the second-skin
layer material.

The office building modeled in this work is the same for all configurations and
it consists of three identical floors. Each floor has a surface of 451 m2 and a volume
equal to 1503 m3, with a total window area (Aw, total) of 112.3 m2 (Aw, North = 24.5 m2,
Aw, South = 87.8 m2). It is located in Napoli (latitude = 40◦51′ N; longitude = 14◦16′ E), and
as such, in order to simulate the weather condition, the corresponding EnergyPlus weather
data has been used [30]. The office is firstly modeled in the SketchUp 3D modeling software
(Figure 11). Then, the 3D model geometries were exported by means of the Trnsys3D plug-
in and successively imported into TRNSYS 18 in order to model the building envelope
(stratigraphy of the opaque wall and window typology), to define the infiltration, the
internal gains, the operation period of the heating and cooling systems as well as the
operation of the electric equipment and lighting system. In particular, the same TRNSYS
Types described in Section 4 have been used to simulate the case study.

  
(a) (b) 

Figure 11. Office building modeled in SketchUp 3D: (a) south view; (b) north view.

The same typical three-story office building is investigated upon, varying the insula-
tion layer thickness on the south facade and the typology of second-skin material, for a total
of eight case studies. Table 3 summarizes the eight simulation cases investigated in this
work. In particular, this table reports the reference case (Case 0) without the second-skin
(Figure 12a) and seven refurbishment case studies with the OVF system (Figure 12b) upon
varying the second-skin material. These cases are:

• Case 1, with an OVF system made of a conventional second-skin material (Porcelain
gres);

• Cases 2–5, where the OVF systems have been implemented by using the extrude
plastic and polymer materials more used in architecture (polycarbonate multi-wall
sheets, ABS, PETG, and PLA);

• Cases 3_3D–5_3D, where the second-skin materials used in the OVF are the most
popular 3D printed polymers (ABS, PETG, and PLA);
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Table 3. Summary of case studies investigated.

Case Study Second-Skin Material Insulation Thickness (m) Air Gap (m)

Case 0 - - -

Case 1 Porcelain gres 0.072

0.10

Case 2 Polycarbonate multi-wall sheets 0.063
Case 3 Extruded ABS panels 0.070
Case 4 Extruded PETG panels 0.071
Case 5 Extruded PLA panels 0.069

Case 3_3D 3D printed ABS panels 0.065
Case 4_3D 3D printed PETG panels 0.067
Case 5_3D 3D printed PLA panels 0.063

  
(a) (b) 

Figure 12. Section of the south wall of the office building: (a) reference case; (b) retrofit cases with
the second-skin system.

In addition, an insulation layer has been added in each case study in order to reach
the threshold values specified by the Italian Law [63] and equal to 0.36 W/m2K for the
climatic zone considered in this work. The different insulation thicknesses are also reported
in Table 3, upon varying the simulation case.

In all the retrofit cases, the cavity inlet airspeed is directly related to the wind speed
and direction, as only the wind coming from a similar orientation as the second-skin system
(wind direction = 180◦ ± 45◦) has been considered as input for the Type 1230. In addition,
the second-skin system has a control logic for the air cavity shutters, which are considered
open during the cooling period and closed during the heating period.

Table 4 shows the thermal-physical properties of the opaque walls of the envelope
implemented in the case studies.
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Table 4. Thermal-physical properties of the opaque walls implemented in the reference case study.

Surface Material
Thickness

(m)
Density
(kg/m3)

Thermal Conductivity
(W/mK)

Thermal Capacity
(kJ/kgK)

Vertical Walls
Plaster 0.015 1400 0.70 1.01
Bricks 0.238 600 0.36 0.84
Mortar 0.015 1800 0.90 0.91

Roof

Plaster 0.015 1400 0.70 1.01
Lighter concrete 0.027 500 0.17 0.88

Bricks 0.150 600 0.36 0.84
Concrete 0.020 600 0.18 0.88
Bitumen 0.005 1200 0.17 1.47

Floor

Tiles 0.020 2000 1.00 1.00
Concrete 0.050 600 0.18 0.88

Bricks 0.150 600 0.36 0.84
Lighter concrete 0.030 500 0.17 0.88

Table 5 reports the general simulation parameters adopted in the eight different case
studies. In particular, this table highlights: (i) the values of the thermal transmittance for
both opaque walls and windows, (ii) the air infiltration rate, (iii) the target of the indoor
air temperature, the operation period, and the characteristics of the heating and cooling
system, (iv) the occupancy schedule and (v) the internal gains. As can be noticed from
Table 5, in all the retrofit cases the values of thermal transmittance for the opaque surfaces
are equal to those of the reference case (Case 0), with the exception of the south wall, where
the OVFs have been implemented and the thermal transmittance has been set equal to the
threshold values specified by Italian law [63], considering the second-skin materials, the
air cavity and the insulation thicknesses reported in Table 3.

Two parallel-connected electric heat pump (EHP) devices, model CRA/K 91 [64],
coupled with a multi-split type air conditioning system, have been used to cover both the
heating and cooling demands. The national grid has been used to cover all the electrical
energy demand.

The simulation timestep has been set to 30 min.
Finally, Type 1230 [61] has been used to model a second-skin layer in plastic and

composite polymers. The parameters required by Type 1230 for each material (i.e., density,
thermal capacity, and thermal conductivity), for Cases 1–5, have been derived on the basis
of the manufacturers or literature data [40,54,65–67]. With respect to the 3D printed panels
(Cases 3_3D–5_3D), several specimens have been printed (Figure 13), in order to measure
the final dimensions and density.

   
(a) (b) (c) 

Figure 13. The specimens made through the 3D printing process: (a) ABS [68]; (b) PETG [69]; (c) PLA [70].
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The thermal conductivity of the 3D printed materials (k3D) has been calculated by
means of the equation expressed by [48,51] and reported below:

k3D = km ×
2 ×

(
kd
km

− kd
a×hc

− 1
)
× Vd +

kd
km

+ 2×kd
a×hc

+ 2(
1 − kd

km
− kd

a×hc

)
× Vd +

kd
km

+ 2×kd
a×hc

+ 2
(6)

where km is the thermal conductivity of the polymer as declared by their manufacturers [68–70],
kd is the thermal conductivity of the filler consisting of the air in the hexagonal cavities
of the printed panels (equal to 0.026 W/mK [71]), a is the filler radius measured from the
specimens (measured as 0.0045 m), hc is the interfacial boundary conductance (considered
equal to 12 W/m2K [48]) and Vd is the volume fraction of the filler in the polymer matrix
(calculated as 0.69 of the specimens’ total volume). The internal geometries have been
modeled as hexagons as suggested by [50], where hexagons specimens resulted as the most
resilient to physical stress, thus more suitable for a building envelope integration.

Table 5. Simulation parameters used in this research.

Parameter Detail Value

Thermal
Transmittance

Walls and South wall without insulation (Case 0) U = 1.15 W/m2K
Roof U = 1.10 W/m2K
Floor U = 0.94 W/m2K

Windows (frame ratio of 15%) U = 2.95 W/m2K
South wall with insulation (Cases 1, 2, 3, 4, 5,

3_3D, 4_3D and 5_3D) U = 0.36 W/m2K

Infiltration [72,73] Air changes per hour 0.6 h−1

Heating and
Cooling systems

Heating system
Set point = 20 ◦C [74]

Operation period = 16 November/30 March [74]
COP = 2.67 [64]

Cooling system
Set point = 26 ◦C [74]

Operation period = 1 April/15 November [74]
EER = 2.41 [64]

Occupancy
schedule [75] Workweek

Weekdays (8:00–18:00)
Completely off on the weekends

Internal
gains [76]

Lighting systems
Operation = Occupancy schedule

Radiative = 11.13 W/m2

Convective = 4.77 W/m2

Equipment
Operation = Occupancy schedule

Radiative = 1.4 W/m2

Convective = 5.6 W/m2

Occupants
Operation = Occupancy schedule

Radiative/Convective = 2.5 W/m2

Absolute humidity = 0.0055 kg/hm2

Table 6 reports the parameters used to simulate the second-skin systems in the
retrofit cases.
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Table 6. Summary of the main simulation parameters for the Type 1230, upon varying the materials used as a second-skin
layer.

Parameters
Case

1
Case

2
Case

3
Case

4
Case

5
Case
3_3D

Case
4_3D

Case
5_3D

Material Porcelain
gres

Polycarbonate
multi-wall

sheets

Extruded
ABS

Extruded
PETG

Extruded
PLA

3D printed
ABS

3D printed
PETG

3D printed
PLA

Thickness
(m) 0.010

Density
(kg/m3) 2000 300 1040 1300 1300 331 411 395

Thermal
capacity
(kJ/kgK)

0.840 1.05 1.40 1.20 1.80 1.21 1.07 1.25

Thermal
conductivity

(W/mK)
1.20 0.0453 0.17 0.29 0.13 0.0548 0.0818 0.0448

Resistance of
interface layer

(hm2K/kJ)
0.486 0.427 0.472 0.479 0.467 0.438 0.455 0.427

Convective heat
transfer

coefficient of
interface layer

(kJ/hm2K)

2.06 2.34 2.12 2.09 2.14 2.28 2.20 2.35

In conclusion, two additional parameters have been set for each case study, required
by the Type 1230 as highlighted in Section 4: the resistance of interface layer, to be set in
Type 1230 itself, and the convective heat transfer coefficient of the interface layer, to be set
in the construction south wall in Type 56 instead. The convective heat transfer coefficients
of the back of the south wall value have been set equal to the thermal transmittance value
of the insulation layers, which act as interface layers between the two TRNSYS Types,
while the thermal resistance values of the interface layer have been simply calculated as
the inverse of the convective heat transfer coefficients.

These plastic and polymer materials do not differ only in terms of thermo-physical
properties but also in terms of cost. In this work, the capital cost for each retrofit action
has been neglected; however, Table 7 provides an overview of the costs per square meter
associated with each plastic and polymer material implemented as a second-skin layer in
the OVF system [54,77–79]. In general, the polycarbonate multi-wall sheets prove to be
the cheaper material (10–25 €/m2), being also the only one which is already used in the
building sector; instead, the 3D printed panels are the more expensive ones (188–225 €/m2).
This cost limitation is typical for the 3D printing technology, especially compared to more
traditional building materials. Despite this significant difference in cost, it must be noted
that 3D printing is an emerging technology which usage is still not so widespread. However,
the 3D printing technology is the only one that would allow for the obtaining of complex
panels’ shapes easily. Also, the price of the 3D printed panels reported in Table 7 are related
to the brand-new spool, while it is possible to integrate also recycled filament spools in
the production process [47]; indeed, the 3D printing manufacturing process is the only one
where it’s easy to fully integrate eco-compatible materials, like PLA.
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Table 7. Costs per square meter of plastic and polymer materials used as a second-skin layer in this research [54,77–79].

Polycarbonate
Multi-Wall Sheets

Extruded
ABS

Extruded
PETG

Extruded
PLA

3D Printed
ABS *

3D Printed
PETG *

3D Printed
PLA *

Cost
(€/m2) 10–25 70–175 75–150 75–130 188–225 190–220 190–207

* Considering about 3.2 kg of material and including also the 3D printing cost (equal to 1.0 €/h, for 130 h of the whole printing process),
for a panel of 1 m2.

3.1. Energy Analyses: Methods

According to [12,75], the energy comparison between the proposed case (PC) and the
reference case (RC) has been carried out considering the non-renewable primary energy
consumption through the index PES (non-renewable primary energy saving):

PES =
[(

ERC
p − EPC

p

)
/ERC

p

]
× 100 (7)

where ERC
p is the non-renewable primary energy associated with the reference case (Case 0,

see Table 3), while EPC
p is the non-renewable primary energy associated with the eight

proposed cases (Cases 1–5 and Cases 3_3D–5_3D, see Table 3).
The values of the ERC

p and EPC
p are calculated as reported below:

ERC
p =

(
ERC

th
COP

+
ERC

cool
EER

+ Eel,equipment + Eel,lighting

)
/ηPP (8)

EPC
p =

(
EPC

th
COP

+
EPC

cool
EER

+ Eel,equipment + Eel,lighting

)
/ηPP (9)

where ηPP is the Italian power plants’ average efficiency, including the transmission losses,
and it is assumed equal to 0.42 [74].

A positive value of the index PES means that the proposed refurbishment allows
reducing the non-renewable primary energy consumption with respect to the reference case.

3.2. Energy Analyses: Results

In this section, the simulation results of the refurbishment case study are reported and
commented on.

Figure 14 reports the values of PES as a function of the proposed case studies, while
Figures 15 and 16 show the main energy flows of the building during the whole simulation
period upon varying the simulation case. In particular, Figures 15 and 16 report the thermal
energy flows in positive values, while the cooling energy flows in negative values.

These figures highlight that:

• all the proposed OVF systems return positive PES values in comparison to the refer-
ence case, which means a reduction of the non-renewable primary energy consump-
tion ranging from 2.58% (Case 1) and 2.64% (Cases 2 and 5_3D); this is due to an
average reduction of the thermal and cooling energy demands of about 6.9% and
3.0%, respectively;

• the retrofit actions where the plastic and composite polymers materials are used as
a second-skin layer (Cases 2–5 and Cases 3_3D–5_5D, see Table 3) allow for a slight
performance improvement with respect to those realized with a conventional second-
skin material (Case 1), thanks to a reduction in the space cooling energy demand
ranging from 31 kWh (Case 4) and 120 kWh (Case 5_3D);

• the results associated with the polycarbonate multi-wall sheets (Case 2) show a be-
havior similar to the Cases 3_3D–5_5D, mostly due to the fact that the polycarbonate
panels have a structure assimilable to the 3D printing logic;

97



Buildings 2021, 11, 141

• considering the cases with the same polymers (Case 3 vs. Case 3_3D, Case 4 vs. Case
4_3D, and Case 5 vs. Case 5_3D), the 3D printed panels allow for a slight improvement
in performances.
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Figure 14. Values of PES upon varying the case studies.
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Figure 15. Main energy flows of the building during the whole simulation period associated with
Case 0, Case 1, and retrofit Cases with extruded panels.
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Figure 16. Main energy flows of the building during the whole simulation period associated with
Case 0, Case 1, and retrofit Cases with 3D printed panels.

In order to better investigate the performance of the plastic and polymer materials
used as a second-skin layer in the proposed OVF system, the trends of the values of the air
temperature inside the cavity and the airspeed at the inlet and the outlet of the air cavity
for the Case 5_3D in a typical summer day (2 August) is also reported in Figures 17 and 18
with a 1 h timestep. In general, similar trends in the values of the temperatures in the
cavity as well as the airspeed at the cavity inlet and the outlet have been predicted for all
the other cases.

Figure 17. Simulated daily values of the cavity air temperature for a typical summer day.
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Figure 18. Simulated values of the airspeed at the inlet and the outlet of the air cavity for a typical summer day.

In more detail, Figure 17 shows the trends of the daily values of the air temperature
inside the cavity upon varying the height from the ground, and, in particular reports,
the temperature of the air at the cavity inlet (about 0.15 m from the ground), the average
temperature of the air cavity (highlighted by the blue region in the building section) and
the temperature of the air at the cavity outlet (about 10.00 m from the ground); Figure 18
reports the values of the airspeed at the cavity inlet (about 0.15 m from the ground) and the
airspeed at the cavity outlet (about 10.00 m from the ground), as well as the total vertical
radiation on the external surface of the second-skin layer.

The data reported in Figure 17 corresponds to the input and outputs of Type 1230.
In particular, the inlet air temperature is an input for Type 1230, while the average air
temperature in the whole cavity (Tcavity, the blue-edged markers in Figure 17) and the
outlet air temperature are returned as output results by Type 1230 itself. These values
represent the only two temperature values associated with the air cavity returned by Type
1230 [61]. As a first observation, the overall temperature distribution is directly related
to solar radiation throughout the day, where the temperatures rise during the morning
and drop during the afternoon. Also, during the day, the temperature trend seems to be
constantly rising from the air cavity inlet to the air cavity outlet; this behavior is due to the
chimney effect that is created thanks to the OVF system.

Figure 18 reports the simulation data corresponding to the cavity inlet airspeed (input
of the Type 1230) and the cavity outlet airspeed (output of the Type 1230), as well as the
total vertical solar radiation. This figure shows how, during the day, the values predicted
at the cavity air outlet are always higher than those at the cavity air inlet (with a difference
between outlet and inlet ranging from 0.01 m/s and 1.46 m/s), gradually rising to a
maximum peak at around 14:00.

Finally, in order to verify the potential benefits coming from the best case, an additional
simulation case, not reported in Table 3, has been carried out. In this last simulation, the
OVF system has been implemented on the whole building, following the same installation
methodology of the previous cases. The material selected as a second-skin layer is the 3D
printed PLA, which proved to be one of the most effective in improving the non-renewable
primary energy saving. The proposed OVF system returned a PES value equal to 8.10% if
compared to the reference case.
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4. Conclusions

The OVFs have been, more and more frequently, chosen for different building typolo-
gies (offices, schools, residential) and in different climates. Nowadays, there are always
more innovative materials used in architecture and as a second-skin layer, even if the evalu-
ation of their impact on the envelope’s energy performance is a complex task. In particular,
the use of polymers in building and engineering has increased substantially, thanks to their:
(i) ease of production, (ii) ease of installation, (iii) durability, (iv) low maintenance require-
ments, (v) lightweight nature and (vi) ability to be formed into complex shapes. Several of
these plastic products can also be utilized in additive manufacturing processes, providing
excellent freedom of form, enhancing designers, architects, and engineers’ freedom in
creating complex designs.

In this work, the numerical model of extruded ABS panels in an OVF system has
been developed and validated. Then, the simulation methods, suggested by the authors,
have been applied in different refurbishment cases upon varying: the polymer and the
manufacturing technology, extrusion (polycarbonate multi-wall sheets, ABS, PETG, and
PLA), and 3D printing (ABS, PETG, and PLA).

The simulations have been carried out in order to assess the potential benefits achiev-
able in terms of non-renewable primary energy saving, as well as thermal and cooling
energy demand reduction. The simulation results highlight that: (i) all the proposed
retrofit cases allow to achieve a benefit in terms of PES; (ii) the plastic and composite
polymers materials allow for a slight performance improvement with respect to conven-
tional second-skin material, such as porcelain gres; (iii) the best performances among
the extruded polymers are returned by the polycarbonate multi-wall sheets (PES value
equal to 2.64%); (iv) the best performances among the 3D printed polymers are achieved
when using the PLA (PES value equal to 2.64%). However, the polymers’ results show
very similar performances, thus allowing building contractors, designers, and architects to
select the material based on other project requirements, as mechanical strength, weather
resistance, environmental impact, etc.

In this work, the thermal conductivity of the 3D printed materials has been calculated
by means of an equation expressed in literature; therefore, in order to improve the accuracy
of the model for the 3D printed material, in future works, the authors will carry out
experimental investigations on full-scale 3D printed panels in OVF systems through the
Gemini test cells. In addition, the capital cost for each retrofit action has been neglected.
However, they represent an important parameter in the refurbishment typology choice;
therefore, in future work, the authors will focus on a detailed economic analysis considering
both the operating cost reduction and the simple payback period.
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Nomenclature

Latin letters
A surface area (m2)
a filler radius (m)
ABS acrylonitrile-butadiene-styrene
AM additive manufacturing
CAGR compound annual growth rate
COP Coefficient of performance
DSF double-skin facade
E energy (kWh)
EER energy efficiency ratio (-)
EHP electric heat pump
hc interfacial boundary conductance (W/m2K)
Ivert vertical pyranometer on the south wall (W/m2)
k3D thermal conductivity of the 3D printed materials (W/mK)
kd thermal conductivity of the filler (W/mK)
km thermal conductivity of the selected 3D printable polymers (W/mK)
MAE Mean Absolute Error (◦C)
ME Mean Error (◦C)
N number of measurements (-)
OVF opaque ventilated facades
PC proposed case
PES non-renewable primary energy saving (%)
PET polyethylene terephthalate
PETG polyethylene terephthalate glycol-modified
PLA polylactic acid
RC reference case
RMSE Root Mean Square Error (◦C)
T thermocouple/temperature (◦C)
U transmittance value (m2K/W)
Vd volume fraction of the filler
W airspeed sensor
Greeks
Δ difference
η efficiency (%)
Subscripts/Superscripts
cavity air cavity of the second-skin system
cool cooling
el electricity
exp,i experimental value at time step i
indoor indoor air
p non-renewable primary energy
PC proposed case
PP power plant
RC reference case
sim,i simulated value at time step i
th thermal
w window
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Abstract: In order to develop the application of the more cost-effective copper-based shape mem-
ory alloys (SMAs), rather than nickel–titanium as earthquake energy dissipaters, the influence of
ausforming-induced plastic deformation on phase transformations, microstructure, super elasticity
and mechanical properties of the shape memory alloy Cu-26Zn-4Al was examined. These specific
SMA properties were targeted by applying appropriate parameters of the thermomechanical (the
so-called ausforming) process: beta-phase homogenization at 800 ◦C for 20 min, one-step hot rolling
at 800 ◦C and water quenching. The results showed significant microstructural changes, increased
mechanical resistance and change in the phase transformation behavior. The SMA treated by aus-
forming retained the reversible austenitic–martensitic transformation ability, with the appearance
of the super-elastic effect up to 6% of strain recovery. Although some strengthening occurred after
hot rolling (an increase in true yield strength of 125 MPa was detected), all phase transformation
temperatures were decreased. The smallest decrease was detected for the austenite finish temperature
(32.8 ◦C) and the largest for the martensite finish temperature (42.0 ◦C), allowing both the expansion
and the lowering of the temperature range of super elasticity, which is favorable for construction
applications. It is concluded that it is possible to achieve an optimal combination of adequate strength
and improved transformation behavior of Cu-Zn-Al alloy by applying the ausforming treatment.

Keywords: Cu-Zn-Al; shape memory; SMA; seismic; ausforming; transformation temperatures;
super elasticity; microstructure

1. Introduction

Shape memory alloys (SMAs) are novel materials which can recover the original
shape after being heated to a determined temperature. They are able to “remember” their
previous shape, i.e., return to the shape in which they were before a certain deformation.
That is why they are called shape memory alloys, and the phenomenon is called shape
memory effect (SME) [1].

The first SME was detected in gold–cadmium alloy in 1932, but the effect was not
widely studied until 1971, when in Naval Ordnance Laboratories, USA, a nickel–titanium
(mostly abbreviated as NiTi, but also Ni-Ti) alloy showed the possibility of considerable
amounts of recoverable deformation. Since then, different alloy systems have been pro-
posed as SMAs. Nevertheless, only NiTi, Cu-based and Fe-based SMAs have achieved a
relevant commercial impact. Cu-based alloys include the Cu-Zn-Al and Cu-Al-Ni (also
denoted as CuZnAl and CuAlNi) alloy systems [2].

Several shape memory alloys have been extensively studied and are available in many
now almost everyday life applications, such as eyeglass frames, orthodontic wires and coro-
nary stents [3]. These alloys are composed of nickel and titanium, which is why they have
adequate biocompatibility as well. Besides medical applications, SMAs may nowadays be
found in automotive applications, aeronautical applications and architecture [4].

Smart materials such as SMAs may be used in civil engineering for health monitoring
of civil infrastructures, assessment of damage or integrity, structural control, maintenance
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and repair. Bedsides improving the reliability and durability, potential benefits include
increased safety towards vibrations and natural hazards, such as earthquakes, wind blows,
ocean waves, etc. Nowadays, the concept of self-sensing concrete is studied in the fields of
smart concrete for self-healing, self-adjusting and self-heating. The stress or strain detection
in concrete is studied by integrating concrete with optical fibers, piezoelectric ceramics and
electrical resistance strain gauges. Carbon fiber-reinforced polymer composites have been
studied as well, since they have very good electrical conductivity. SMAs may be used for
monitoring deformations and estimation of cracks [5].

Since the 1990s, an increasing number of studies of application of SMAs as novel
materials for seismic protection have been concluded. Currently, the construction industry
is not commonly using SMAs because of the information gap between material science
and practical civil engineering. Some of the recent successful applications of NiTi SMAs as
seismic energy dissipaters include, for example, the retrofitting of the bell tower of the St.
Giorgio Martire church in Trignano, RE, Italy, whose 18.5 m high tower was significantly
damaged in the 1996 earthquake of 4.8 Richter magnitude. After retrofitting with SMA
energy-dissipation devices, the bell tower successfully endured the next 4.5 Richter magni-
tude earthquake in 2000. Following this success, several other churches in Italy, as well as
bridges in seismic-active areas of the USA, have been retrofitted in the same way [6].

Recent studies of possible application of nickel–titanium (NiTi) SMAs instead of steel
to reinforce novel bridge columns offers long-term column durability and excellent seismic
resistance [7]. One of the more economic SMAs which could be used instead of NiTi are
Cu-Zn-Al SMAs, nowadays commercially available. For example, vibration damping of the
steel frame engineering structures with Cu-Zn-Al SMA damping elements installed can be
significantly reduced, up to 10 times, for both austenitic or martensitic structures [8]. SMAs
improve the ability of concrete columns to withstand strong seismic excitations when used
for confining concrete cylinders [9]. For the dissipation of earthquake energy, adequate
curvature ductility is needed in critical areas of the construction where inelastic flexural
deformations arise, so hysteretic behavior is necessary [10]. For preventing the collapse
from strong earthquakes, buildings and bridge columns have to be designed with as high
ductility as possible. Adequate transverse reinforcement of the plastic hinge regions in
columns made from reinforced concrete may be provided either by hoops or spirals of a
ductile material, typically steel, in order to avoid shear failure of the column [11]. Plastic
hinges of reinforced concrete elements made out of hybrid SMA/steel have excellent effects
against permanent deformation of the building after a seismic event, the so-called residual
drift. Studies have shown that coupling of SMA with fiber-reinforced composite instead
of steel additionally improves corrosion resistance [12]. Corrosion of the SMA itself may
also occur, thus possibly lowering the shape memory effect. Chemical corrosion of the
copper-based shape memory alloys is only recently being studied, for example, in solutions
which simulate the marine environment, acid rain in the urban environment and acid rain
in the industrial environment, where the shape memory effect was maintained, although
corrosion products were made part of the porous corrosion layer [13].

The specific behavior of SMA’s recovery to the original shape by heating or unloading
is based on the presence of a reversible crystallographic austenite–martensite transfor-
mation. In general, there are two variants of martensite phase in alloys: twinned and
detwinned martensite. Twinned or thermal martensite is formed when the alloy starts
to cool below the temperature at which the martensitic transformation starts, i.e., below
martensite start temperature (Ms), without any stress applied to the material. This marten-
site is called twinned because of twin domains in one martensite grain, which have the
same crystallographic characteristics, except for the local orientation. On the other hand,
there is the variant of the detwinned or stress martensite: this martensite is formed when
stress, either tensile or compressive, is present. In the detwinned martensite, all domains
are aligned according to the direction of the applied stress. The term detwinning originates
from the crystallographic reorientation, which happens in the grain, leaving it without
any twin variants. The applied stress has to be above a defined level for this phenomenon
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to occur, while the alloy shows an exemplary large deformation, which looks like typical
plastic deformation observed in alloys in general [14].

The initial structure of shape memory alloys is the high-temperature austenite phase,
usually denoted as beta (β), which transforms into the low-temperature martensitic phase,
typically marked with alpha (αM) [1,15,16]. β and αM represent two different crystal struc-
tures, i.e., solid phase constituents of the Cu-Zn-Al alloy. β-phase is thermodynamically
stable (i.e., will not change over a long period of time) at high temperatures, while αM
is stable at low temperatures. Both are solid solutions, where β has the body-centered
cubic (BCC) unit cell or lattice and αM has the cubic close packing (CCP) unit. During this
transformation, the diffusion rate is negligible, as well as the atomic mobility, because the
transformation takes place at relatively low temperatures. In the course of transformation,
atoms move simultaneously and there is not any individual atom movement present.
Rather, atoms are redistributed by a homogeneous shear, which occurs at levels lower
than the parameter of the unit cell. This phenomenon is observed by a change in shape
and dimensions of shape memory alloys, and is commonly known as the super elasticity
(SE) or the shape memory effect (SME) [17–19]. The super elasticity effect may be induced
by applying external mechanical stress, either with a temperature change or without it.
In SE, the material returns to its previous shape after the load that has induced a large
deformation is removed. On the other hand, the shape memory effect is connected to
reversing to the original shape by applying heat, Figure 1 [20–23].

Figure 1. Shape memory alloys behavior influenced by phase transformations [23].

SMAs manifest the shape memory effect below the martensite finish temperature (Mf),
Figure 1, where the alloys consist of the martensitic phase. The martensite is able to take in
a lot of plastic deformation at low and highlighted stress plateau, which is a result of the
stress-induced phase transformation from twinned to detwinned martensite. The induced
deformation remains after the stress is removed. Residual strain starts to disappear when
the SMAs are reheated. This shape recovery process is initialized by heating the SMAs
above the austenite finish temperature (Af). During heating, the detwinned martensitic
phase changes back into the initial austenitic phase, i.e., it is a thermally induced reversible
transformation. The twinned martensitic phase is reinstalled after cooling, by which the
whole phase transformation cycle is completed, thanks to the shape memory effect [24].

The other phenomenon characteristic for SMAs is super elasticity, which appears
at a temperature greater than the austenite finish temperature (Af). Super elasticity is
marked by the typical flag-shaped loop of hysteresis in the stress–strain diagram, Figure 1.
Similar to the shape memory effect, the stress induces a considerable amount of reversible
deformation by phase transformation, but now it is the transformation from austenite into
detwinned martensite that occurs.
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The austenitic phase of a SMA is able to fully recover to the original shape without
any residual deformation. As indicated in Figure 1, austenitic SMAs have higher values of
stress for the slip plateau than the martensitic SMAs.

The properties of SMAs are influenced by various factors, such as the temperature,
chemical composition, crystal structure (polycrystal or monocrystal) and orientation, grain
size, the presence of precipitate phase, heat treatment, etc. Sun et al. studied the super
elasticity and the shape memory effect of polycrystalline SMAs and noticed that the ther-
momechanical response of SMAs shows a distinct grain size effect [25]. The polycrystal
SMAs with smaller grain size shows lower capacity for shape memory and a narrower
temperature interval for hysteresis, as well as higher hardening response for super elasticity.
They also found that the crystal orientation has a clear influence on the stress-induced
martensite transformation. Chen and Schuh studied the size of the super-elastic effect in
CuAlNi microwires with a bamboo grain structure by conducting the tensile test and ther-
mal cycling. The stress and temperature hysteresis were found to increase with the decrease
in grain size [26]. Using the molecular dynamics method for the simulation of a single
crystal NiTi alloy, thermomechanical response in adiabatic conditions, it was calculated that
there is a significant temperature change of the SMA during both martensite and reverse
transformation processes. For example, when the strain increased to 8%, the calculated
temperature increased by 41.75 ◦C [27]. Similarly, the molecular dynamics method was
used to reveal in detail the evolution of the microstructure of different NiTi compositions of
SMAs. Several microstructural features obtained by simulation confirmed good agreement
with literature reports and even new microstructural features were discovered [28].

Several alloying systems show the shape memory and super-elastic effects. For
example, copper-based shape memory alloys were studied a lot over time [29]. Cu-based
SMAs, such as Cu-Al, Cu-Al-Mn, Cu-Al-Ni and Cu-Zn-Al, have attracted a lot of scientific
attention thanks to their satisfactory shape memory capacity. Compared to NiTi-based
SMAs, Cu-based SMAs have a more limited transformation temperature interval, but are
more easily produced, and hence have lower costs. On the other hand, polycrystalline
copper-based SMAs are less tough, i.e., more brittle, which makes them harder to work
than NiTi alloys. The brittleness comes as a result of a larger degree of order of the
native austenitic β-phase, as well as a consequence of the elevated elastic anisotropy
of the β-phase [30]. Copper-based SMAs are typically used for sensors and actuators,
since they possess good mechanical properties at a comparably low price compared to
NiTi SMAs [31,32]. Although NiTi SMAs possess higher super elasticity, better shape
memory effect, higher tensile strength and better corrosion resistance than other SMAs,
their main disadvantage is high cost. High costs arise from energy-intensive smelting of
the alloying elements (primarily nickel and titanium) and a complex melting process which
requires either vacuum melting or melting under an inert atmosphere. Therefore, where
biocompatibility is not a primary requirement, the use of copper-based SMAs is preferred.

Copper-based SMAs may be heat-treated in order to modify yield and tensile strength
and hardness, as specified by a distinct application. The desired properties are met through
a change in microstructure or by introducing lattice defects to the crystal structure. The
transformation interface propagation and the nucleation process may be altered using
vacancies, dislocations, grain boundaries, solute chemical elements or precipitated par-
ticles [33,34]. For NiTi SMAs fabricated from powders by Spark Plasma Sintering (SPS),
subsequent heat treatment at temperatures from 600 to 700 ◦C with slow cooling was found
to be necessary to obtain good ductility [35].

The City of Zagreb, which is the Capital of Croatia, was hardly struck by the 5.5 Richter
magnitude earthquake in March 2020. Currently, there is a need of an extensive retrofitting
of several infrastructural facilities, as well as cultural and historic objects of national value.
Although NiTi SMAs have been successfully applied in recent years in more developed
countries for retrofitting of valuable civic building, their cost is very high. Research
conducted by Si et al. indicated the possibility of using cheaper damping elements made of
heat-treated (homogenized and quenched) Cu-Zn-Al SMAs with monophase austenitic or
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martensitic structure and super-elastic capacity around of 2% [8]. Therefore, the presented
research is focused on using the thermomechanical treatment, which includes hot rolling
at the homogenization temperature, for improving the properties (primarily, the super
elasticity) of the Cu-Zn-Al SMA. This has already been proved successful on the example
of the NiTi alloy, where Hornbogen et al., in their study, found that defects introduced by
ausforming were related to strengthening of the austenite, super-elastic capability and the
consequent shift to lower temperatures of the transformation cycle [36].

The primary objective of this study is to determine the influence of the ausforming
processing on the SMA’s microstructure, phase transformation temperatures, static me-
chanical properties and the recovery of deformation by the super elasticity effect. Thus,
this study aims at improving the specific properties of copper-based SMAs by studying the
capabilities and constraints of the ausforming processing.

2. Materials and Methods

The ternary Cu-Zn-Al shape memory alloy with chemical composition of Cu-26.38%Zn-
3.72%Al (hereinafter Cu-26Zn-4Al) was prepared using high-purity copper (99.999 wt.%),
zinc (99.99 wt.%) and aluminum (99.99 wt.%) by induction-melting furnace with argon at-
mosphere at Wieland-Werke A.G., Ulm, Germany, specialized in Cu-Zn-Al shape memory
alloys. The studied alloy was cast into cylindrical bars of 50 mm diameter and the bars
were cut in four pieces each of 18 mm thickness. Samples were cut in small pieces suitable
for thermomechanical treatment. The ausforming heat treatment process, as described
in [37], included β-phase homogenization, i.e., heating of the prepared alloy to form a
β-phase homogeneous solid solution, at 800 ◦C for 20 min, followed by a one-step hot
rolling process at 800 ◦C and finally quenching using water at room temperature, Figure 2.

Figure 2. Applied ausforming process scheme: β-phase homogenization, hot rolling and quenching.

The β-phase in Cu-Zn-Al alloys is disordered at high temperatures and has a body-
centered cubic (BCC) lattice [38]. According to Figure 3, it can be seen that the composition
of the investigated alloy is situated in the monophase region, with only the BCC lattice
(β-phase) being present at 800 ◦C, as indicated by the red dot. It may be noticed as well
that the studied composition is also quite proximate to the dual phase, i.e., αCu + β area,
where αCu (or simply α) is the solid solution of copper with zinc and aluminum, hence
having the face-centered cubic lattice (FCC).
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Figure 3. Isothermal section of Al-Cu-Zn calculated for 800 ◦C [38].

After the homogenization, the Cu-26Zn-4Al alloy was plastically deformed at 800 ◦C
with various values of true plastic strain or true plastic deformation (ϕg):

ϕg = ln
h0

h1
× 100 % (1)

where h0 is the plate thickness before hot rolling and h1 represents the thickness after the
rolling, Figure 2. True strain (ϕg) is sometimes called logarithmic strain, Equation (1). Strain
is a dimensionless quantity and is often expressed as a percentage, which will be used
in this paper. Sometimes the derived unit mm/mm may be used as well. Out of four
prepared samples, one was not deformed, while the other three samples were hot rolled to
true plastic strain of 20%, 98% and 151%. After hot rolling, the samples were quenched
in water in order to retain the β-phase and to remove segregations [39–41]. Moreover, the
recrystallization and the recovery of structure were disabled by quenching. Quenching
therefore restrained the removal of the lattice defects induced by hot deformation.

Samples used for optical microscopy were prepared using the standard metallographic
procedures of grinding and polishing. After polishing, the samples were also electrochem-
ically etched for 30 s in a solution containing 125 mL distilled water, 70 mL phosphoric
acid, 70 mL ethanol, 12 mL propanol, 1.2 g urea and 0.5 mL dye. The applied voltage was 6
V and the current was 80 mA. Microstructure investigation of the prepared samples was
carried out on the inverted metallurgical microscope type GX51F-5 (Olympus Corporation,
Tokyo, Japan) with the integrated digital camera DP25.

The transformation temperatures were recorded by differential scanning calorimetry
(DSC) using the DSC823e measuring module (Mettler Toledo International Inc., Greifensee,
Switzerland). The DSC was performed five days after the ausforming process using
the samples of approximately 60 mg, in the temperature range from 100 ◦C to −120 ◦C
and using 5 ◦C/min cooling and heating rates. The typical martensitic and austenitic
transformation temperatures were recorded: martensite start (Ms), martensite finish (Mf),
austenite start (As) and austenite finish (Af). The highest rate of martensitic and austenitic
reaction can be detected in the DSC thermogram as they are marked by highest thermal
flow peaks during cooling (Mm) and heating (Am). The values of typical transformation
temperatures (i.e., Ms, Mf, As and Af) were detected from the DSC thermogram using the
baseline tangents and the peak curve tangents.

Tensile tests and super elasticity measurements were carried out using the Mi 34
microtesting machine (Alfred J. Amsler & Co., Schaffhausen, Switzerland) at room tem-
perature. The crosshead separation rate was set to 0.005 mm/s, i.e., 0.3 mm/min. All
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tensile test samples were oriented in the rolling direction. The shape and the dimensions
of the microtesting sample are presented in Figure 4. Tensile tests and super elasticity
measurements were performed on five samples for each thermomechanically treated state.

Figure 4. Shape and dimensions of sample for tensile microtesting.

Recorded mechanical properties of the studied Cu-26Zn-4Al SMA in conditions of
tensile load were as follows: Transformation stress (Rtr), true yield strength (Rp) and
tensile strength (Rm), Figure 5. Mechanically induced austenite to martensite transfor-
mation occurred at the transformation stress (Rtr) and at the corresponding super-elastic
strain (εSE.).

Figure 5. Stress–strain curve of polycrystalline Cu-Zn-Al shape memory alloy (SMA).

After the austenite was transformed into martensite, the martensite was deformed elas-
tically in the beginning and then plastically only after the stress reached the value marked
as Rp, Figure 5. When testing the super elasticity, the specimen began to unload before
fracture, at the end of the strain range characteristic for the β → αM transformation [42].

3. Results

Based on the results of the optical microscopy testing, it was determined that the
as-cast Cu-26Zn-4Al shape memory alloy has a dual phase microstructure, i.e., α + β,
Figure 6a. The microstructure of the as-cast state includes dendritic α-particles with FCC
lattice, which are irregularly distributed in the β-phase matrix.
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Figure 6. Microstructure of SMA: (a) as-cast state; (b) homogenized and quenched.

Sample that was homogenized and quenched with room temperature water and that
had not been hot rolled had a single phase austenite microstructure, as shown in Figure 6b.
Based on the microscopic observations, it may be deduced that for the Cu-26Zn-4Al alloy,
the martensite start temperature lies below room temperature.

A low level of true plastic strain introduced by the hot rolling process has produced
the curling of the austenite grain boundaries, which is marked by a white arrow in Figure
7a. The microstructure of the plastically deformed sample (ϕg = 20%), besides the austenite
phase, also presents very fine precipitates of the α-phase, which are located at the austenite
grain boundaries. Larger plastic strain (ϕg = 98%) has resulted with changes in the crystal
shape, Figure 7b,c. Effects of the recrystallization and the grain growth ware not observed.
A greater amount of strain (ϕg = 151%) originates even more nucleation of the α-phase
at the grain boundaries of the β-phase, as well as within the austenite (β-phase) grains,
Figure 7b,c.

Figure 7. Microstructure of ausforming-treated alloy with true strain: (a) 20%; (b) 98%; (c) 151%.
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Figure 8 shows the differential scanning calorimetry curves of heat flow for the Cu-
26Zn-4Al alloy treated by the ausforming process to different plastic strains.

Figure 8. DSC curves of ausforming-treated alloy with true strain: (a) 0; (b) 20%; (c) 98%; (d) 151%.

Peaks of the heat flow of the martensitic and austenitic transformation can be clearly
detected in Figure 8, both for cooling and heating. Based on the position of transformation
peaks, the values of characteristic temperatures were determined and are presented in
Table 1.

Table 1. Values of transformation temperatures of ausforming-treated alloy.

Transformation
Temperature, ◦C

Amount of True Strain (ϕg, %)

0 20 98 151

Ms 12.8 8.7 −11.9 −24.1
Mm 3.9 1.2 −24.3 −36.2
Mf −8.2 −14.0 −52.8 −50.2
As −0.2 −1.8 −28.6 −36.7
Am 13.5 8.4 −13.0 −25.6
Af 18.9 15.2 −3.4 −13.9

When there is enough driving force for the diffusionless formation of αM-crystals, the
martensitic transformation starts and the set temperature is Ms. The martensitic transfor-
mation is an exothermic process. Therefore, in order not to interrupt the transformation
process, the material must be cooled continuously through the martensitic transformation
process. To achieve the complete transformation of martensite, the material must be cooled
below the martensite finish temperature, Mf.
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Conversely, the austenite transformation, which starts at the austenite start tempera-
ture (As), is an endothermic process. This means that it is needed to constantly heat up the
material during the austenite transformation, in order not to interrupt this transformation
process. When the material reaches a temperature higher than austenite finish (Af), the
whole of austenite transformation is completed.

It was observed that the austenitic transformation occurs within a narrower tempera-
ture interval in comparison to the martensitic transformation at all amounts of true plastic
strain.

Both martensitic and austenitic transformation processes moved to lower temperature
ranges when the true plastic strain of the alloy was increased. As shown in Table 1, all
transformation temperatures were below room temperature, which satisfies the conditions
for the super-elastic effect. The effect of the amount of true plastic strain on the Cu-26Zn-
4Al shape memory alloy’s transformation temperatures, Ms and Mf, as well as As and Af, is
shown in Figure 9. Equations in rectangles in Figure 9 represent linear regression equations
between each transformation temperature and true plastic strain (ϕg).

Figure 9. Transformation temperatures vs. true plastic strain of ausforming-treated alloy.

The data presented in Figure 9 confirm that the Cu-26Zn-4Al shape memory alloy is
completely transformable for every studied amount of true plastic strain by the ausforming
process. It may be deduced that both phase transformations, austenitic and martensitic
reactions, start and finish at ever lower temperatures; the higher the strain, the lower
the transformation temperatures. The highest influence of the amount of plastic strain
on the change in phase transformation temperatures was observed for the Mf temper-
ature (Δ 42 ◦C). The other phase transformation temperature changes were as follows:
Δ Ms = 36.9 ◦C, Δ Af = 32.8 ◦C and Δ As = 36.5 ◦C.

The typical tensile stress–strain curves of the Cu-26Zn-4Al shape memory alloy treated
by ausforming are presented with the red dashed line in Figure 10. Super-elastic behavior is
clearly visible on all charts, presented with the blue line. All presented diagrams showing
the super-elastic behavior were recorded during the first mechanical loading cycle.

The strain recovery of Cu-26Zn-4Al shape memory alloy by the super-elastic effect is
evident from Figure 10. Nevertheless, a low plastic strain was also recorded, i.e., residual
strain (εRS.), showing the presence of the stress-induced martensite, which is stable after
removing the load. Mean values of the tensile testing results in terms of characteristic
values: transformation stress (Rtr), true yield strength (Rp) and tensile strength (Rm),
percentage elongation after fracture (ε), strain recovery (εSE.) and residual strain (εRS.)
are presented in Figures 11 and 12, along with the appropriate standard deviation bars
(error bars).
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Figure 10. Stress–strain diagrams of tensile testing and super elasticity of ausforming- treated alloy
with true plastic strain: (a) 0; (b) 20 %; (c) 98 %; (d) 151 %.

Figure 11. Transformation stress (Rtr), true yield strength (Rp) and tensile strength (Rm) as a function
of true plastic strain (ϕg).

117



Buildings 2021, 11, 22

Figure 12. Elongation after fracture (ε), strain recovery (εSE.) and residual strain (εRS.) as a function
of true plastic strain (ϕg).

4. Discussion

The transformation behavior of Cu-26Zn-4Al shape memory alloy is based on the
reversible austenitic–martensitic transformation. After the austenitization process, i.e.,
homogenization in the austenite temperature range, the shape memory alloy is quenched in
the aim of retaining the austenite (β-phase) at room temperature. Additionally, hot rolling
may also be applied at the homogenization temperature to the austenitic microstructure.
Hot rolling prolongs the β-crystals, and also promotes the deformation of grain boundaries.
Furthermore, hot rolling intensifies the precipitation of α-phase at the β-phase grain
boundaries as well as within the β-phase crystal grains. Moreover, hot rolling significantly
increases the dislocation density in the β-phase.

DSC testing provided evidence of cooling-induced martensitic (αM) reaction and
reverse austenitic transformation induced by heating. The reversible β ↔ αM phase
transformation was detected in all ausforming-treated samples, despite the induced plastic
deformation. As the amount of true plastic strain increased, all martensitic and austenitic
transformation temperatures decreased to lower temperature ranges.

The observed relation between true plastic strain (ϕg) and Ms and other transformation
temperatures is approximately linear. Martensite reaction temperature (Mm) without plastic
deformation was 3.9 ◦C, while at a strain of ϕg = 151% it decreased to −36.2 ◦C; for the
same true strains, austenite reaction temperature (Am) decreased from 13.5 ◦C to −25.6 ◦C.
The lowering of the transformation temperatures is a consequence of the increased defect
density in β-crystals and precipitated α-grains. The α-phase has an adverse influence on
the motion of the β/αM transformation interface, thus making its mobility difficult. When
all transformation temperatures were compared, it was observed that the Mf temperature
decreases slightly more quickly, which can be ascribed to difficult forming of the final
martensite portions in narrow corners of the deformed crystals.

Thermally induced reversible β↔ αM transformation is characterized by the existence
of the transformation hysteresis. Austenitic transformation during heating will not start
immediately above the Mf temperature, but a certain driving force in the form of heating,
i.e., supplied heat, is necessary in order to start the process. A similar phenomenon is also
found in the martensitic transformation, which will not start immediately at Af tempera-
ture during cooling, but at some lower temperature Ms. The occurrence of hysteresis in
the stress–strain chart is related to the friction between the crystal lattices on the β/αM
transformation interface.

The analysis of mechanical properties for different ausforming-treated states of Cu-
26Zn-4Al alloy is fully consistent with the results of metallographic analysis and conducted
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DSC tests. The results of the tensile test indicated the occurrence of the mechanically
induced martensitic transformation. As the true plastic strain increased, so did the trans-
formation stress as a consequence of the increasing share of non-transformable α-phase
that occurs in the microstructure of hot rolled and quenched alloys, but also because of the
consequent deformation of austenitic grains, Figure 7b,c. These microstructural changes
affect the mobility of the β/αM transformation interface, i.e., the transition of austenite into
stress-induced martensite that requires additional driving force in the form of an external
applied load. Besides increasing the transformation stress, microstructural alterations are
equally responsible for lowering the transformation temperatures. Thermally induced β

↔ αM transformation at higher degrees of deformation also requires additional energy,
which is no longer mechanical but thermal energy, introduced by heating or removed by
cooling. The increase in the transformation stress was followed as well by an increase
in true yield strength (Rp) and tensile strength (Rm). It may be concluded that a larger
true plastic strain results in a more strengthened Cu-26Zn-4Al shape memory alloy. Rp
stresses vary within the range of 268 MPa (ϕg = 0) to 393 MPa (ϕg = 151%), and Rm from
295 MPa (ϕg = 0) to 419 MPa (ϕg = 151%). The increase in these stresses is the result of the
strengthening processes caused by an increase in the density of dislocations introduced by
hot rolling and retained by quenching (in the absence of recrystallization and recovery)
and the appearance of deformed boundaries of austenitic grains.

Preliminary results of hardness measurements at temperatures lower than Md (max-
imum temperature at which stress-induced β → αM reaction occurs) also support the
hardening of the alloy, which indicate, for higher degrees of deformation, an increase in
hardness of the stress-induced martensite. The higher slope outlining the trend of Rp and
Rm changes in relation to the trend of Rtr change, Figure 11, is attributed to the β → αM
transformation, which additionally introduces defects in the crystal structure that lead to
subsequent hardening of the alloy.

All measured elongations increase with the increase in plastic deformation, Figure 12,
due to the formation of finer grain structure, which is generally known for having higher
strength, but also higher toughness and ductility. At the highest applied amount of true
plastic strain (ϕg = 151%), the percentage elongation after fracture (ε) is almost three times
higher than the percentage elongation in the undeformed state, while the super-elastic
strain (εSE.) is approximately constant (around 6%, Figure 12) and independent of the
degree of induced deformation. By increasing the true plastic strain, the residual strain
after unloading residual strain (εRS.) also significantly increases due to the formation of
highly deformed non-transformable martensite, which does not have the ability to reverse
the transformation back into austenite.

5. Conclusions

The influence of the ausforming treatment on the microstructure, phase transforma-
tion temperatures, mechanical properties and super elasticity of Cu-26Zn-4Al alloy was
examined in detail. These conclusions may be drawn based on the obtained results:

(i) After casting, the microstructure of the Cu-26Zn-4Al SMA is made up primarily of the
β-phase with comparably brittle BCC lattice. A significant amount of α-particles was
formed as irregular dendritic crystals, having the FCC lattice and being distributed in
the β-matrix.

(ii) The ausforming treatment of hot rolling and quenching increases the strength of the
Cu-26Zn-4Al shape memory alloy. The observed strengthening is proportional to the
amount of true plastic strain, which is a result of the introduction of microstructural
defects (dislocations) and observed deformed austenitic grain boundaries.

(iii) All phase transformation temperatures are lowered with the increase in plastic defor-
mation level.

(iv) Greater amounts of plastic deformation have an adverse effect on both thermally
and mechanically induced martensitic transformation, since a higher moving force is
required to move the β/αM transformation interface.
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(v) Although the shape memory alloy was strengthened, the super elasticity effect was
not lost. The strain recovery by super-elastic effect approximately amounts to 6%.

(vi) The applied ausforming thermomechanical treatment facilitates the achievement
of enhanced strength and at the same time the reversible austenitic–martensitic
transformation capability. This transformation is important for many mechanical and
construction engineering demands where the super-elastic effect is or could be used,
such as the earthquake energy dissipaters.
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Abstract: Air ventilation rate plays a relevant role in maintaining adequate indoor air quality
(IAQ) conditions in public buildings. In general, high ventilation rates ensure good indoor air
quality but entail relevant energy consumption. Considering the necessity of balancing IAQ and
energy consumption, a correlation between the number of occupants obtained from analysis of CO2

concentration variation is presented as a general element for controlling the operation of heating
ventilation and air cooling (HVAC) systems. The specific CO2 exhalation rate is estimated using
experimental data in some real conditions in university classrooms. A method for the definition of
optimal values of air exchange rate is defined, highlighting that the obtained values are much lower
than those defined in current technical standards with possibilities of relevant reduction of the total
energy consumption.

Keywords: indoor air quality (IAQ); CO2 production rate; CO2 concentration; occupancy estimation;
demand controlled ventilation (DCV); energy efficiency

1. Introduction

According to the current European Directives [1,2], many strategies have been developed to
improve indoor air quality (IAQ) and thermal comfort of public buildings. Moreover, programs of
energy efficiency for buildings to reduce their energy needs through either a functional design of new
structures or a refurbishment of existing ones have been encouraged.

In this perspective, measures for energy efficiency improvement of heating, ventilation, and air
cooling (HVAC) systems appears to be of relevant importance in order to achieve the objective of
energy sustainability. The interest on such topic has recently been further exacerbated by the spreading
of the well-known COVID-19 pandemic; a strict IAQ control is of relevant importance because it can
prevent airborne virus transmission in occupied spaces.

As ventilation is fundamental for maintaining adequate indoor air quality (IAQ), including health
and thermal comfort, among the various elements, the possibility of reducing energy needs associated
with ventilation and air exchange rate is a topic of particular interest. The energy consumption for
ventilation cannot be easily estimated. In the literature, several works report implementation of control
strategies on specific case studies for the reduction of energy requirements but maintain quite high
standards or thermal comfort and IAQ. Papers containing experimental analyses and methodologies
considering both individual houses and public buildings are available.

Carbon dioxide can be considered a possible marker for a quite simple estimation of occupancy
level of buildings such as schools and universities and consequently for estimating optimal ventilation
rates. Belmonte et al. [3] provide a methodology to compare indoor air quality in residential buildings.
The methodology is based on monitoring data of CO2 concentration, and the authors also estimate
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the air flow rate profile necessary to maintain a selected CO2 concentration in two different zones of
the apartments.

Merema et al. [4] present monitoring campaigns in offices and school buildings, where IAQ is
controlled through a demand controlled ventilation system. The system permits one to maintain good
air quality, even in the presence of reduced air flow rates; furthermore, significant reductions of energy
consumption are obtained.

In [5], the results of three different ventilation strategies for maintaining thermal comfort and
good air quality level in Norwegian primary schools are presented. The authors compare a constant
air volume ventilation system (in which the ventilation rate is constant and equal to the maximum
value, depending on users) and two demand control ventilation strategies, where the choice of the
air flow rate depends either on the CO2 concentration or the presence/absence of users in the room.
In the paper, the strategy based on CO2 monitoring appears to be the most promising one, with energy
savings of 62% with respect to constant air volume system. Similar results were found in [6], where the
authors compare a constant air volume system and a demand control ventilation system based on
CO2 measurements. Simanic et al. [7] present the outcomes of seven monitoring activities in primary
schools in Sweden, where variable air volume systems are usually employed. The results show
that a low CO2 concentration is achieved by the use of quite high values of ventilation rates (over
0.01 ÷ 0.02 m3⁄s × occupant).

The reduction of energy consumption should not compromise the requirement for a correct
IAQ level. A given amount of fresh air is required to determine comfortable indoor environments,
maintaining recommended values of relative humidity and pollutants concentrations, which can
hamper users’ health and productivity. Several indicators can be linked to IAQ control, but one of the
most used is the CO2 concentration.

In engineering applications, humans’ exhalations of CO2 are often correlated to metabolic rate,
and this is connected to the specific activity [8]. In medical and biological applications, the specific
CO2 production rate is an object of a detailed study, even through experimental measurements [9];
the values of those exhalation rates differ from the estimates of engineering applications.

In an IAQ analysis through CO2 measurements, excessively high values of carbon dioxide in
closed environments can be an indication of malfunctioning of mechanical ventilation systems and
an excessive occupancy density, which can lead to undesired issues for users, such as headache and
somnolence. Some studies have also reported a reduction of users’ productivity in environments with
higher CO2 concentration [10,11]; another work [12] highlights the concept that decrease in users’
performance at school and work is probably due to concurrent effects of both high CO2 concentrations
and other adverse conditions (e.g., bad thermal conditions, exposure to other pollutants).

Even if this latter aspect should be further studied, it is well established that a CO2 concentration
over 1000–1500 ppm should be avoided [13,14] to maintain good indoor air quality conditions.
Strictly speaking, the objectives of maintaining good IAQ with reduced energy use for the operation
of an HVAC system is difficult, because the second objective usually requires high ventilation rates,
and this has a consequence in terms of increase of the energy necessary for air exchange and for air
treatment. A compromise is not simple and would require detailed quantitative knowledge of the
link between air quality parameters and operation of thermal and ventilation control systems in the
specific building under analysis. This knowledge is not exactly evident from the analysis of the above
mentioned references. The problem is particularly relevant for public buildings, where it is estimated
that around a third of energy consumption related to thermal control is due to ventilation. In literature,
in particular, it is found that the choice of correct ventilation rates is difficult, especially in educational
buildings, as considered in two recent papers [15,16].

This is due to the fact that air exchange rate is often managed automatically without considering
the real occupation profile of the building and of the various rooms but using maximum values imposed
by the technical standards with a quite high occupation of indoor spaces (e.g., 80% of the maximum
occupation). Finding an optimal value of air exchange rate based on the maintenance of maximum
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levels of CO2 concentration in educational buildings is prescribed by various regulatory documents
from EU levels down to national design guidelines for educational buildings, but the dynamic control
of the air flow rate is not always considered.

Considering the aforementioned elements, in the present paper, the monitored data of CO2

concentration obtained during examinations and lessons in several classrooms within the Engineering
School of the University of Pisa, previously presented in [17], are here used to provide a possible
correlation between CO2 concentration increase and number of occupants. The experimental analysis
was performed in various classrooms of university buildings. The rooms were characterized by
different geometrical parameters, such as surface area, volume, and shape, and operating parameters,
such as indoor occupation. Then, a multi-objective methodology was proposed to establish optimal
profile of demanded controlled ventilation of indoor spaces based on the actual occupation’s profile
obtained by monitoring the increase of carbon dioxide concentration with time.

The multi-objective methodology was based on the possibility of obtaining a compromise between
occupant’s comfort and energy used for mechanical ventilation. The direct correlation of occupancy
profile of the buildings permits one to obtain an adaptive solution based particularly on the simple
measurement of CO2 in order to define a dynamic and demanded controlled ventilation (DCV) strategy
that permits one to maintain the required standards of CO2 concentration with minimum energy use,
thus pursuing the objective of energy saving while satisfying the occupants’ comfort.

2. The Connection of Carbon Dioxide Concentration, Occupation of the Indoor Spaces, and Air
Ventilation Rate in Indoor Spaces

The occupancy detection of buildings and indoor spaces in general is important both for
maintaining adequate IAQ standards (in term of temperature, humidity, and concentration of specific
pollutants such as CO2) and for energy efficiency purposes. Due to the relevant energy consumption
connected to HVAC system operation, for maintaining temperature and humidity standards and
pollutant concentration, a quite accurate estimation of the actual number of users inside a building or
of a single room can be useful in order to modulate the operation of the HVAC system, varying the
supply temperature to terminal units and an appropriate value of the air exchange rate.

In particular, supplying a fixed value of design volume exchange of fresh air in any condition of
occupancy can lead to relevant energy consumption, particularly in spaces where the number of users
varies frequently, as in educational buildings, in which different groups of students occupy the same
classroom in different part of the day [18].

Among the various methods for the determination of occupants’ number, the method using CO2

concentration and its rise appears to be a particularly interesting one. Furthermore, it also solves some
of the major issues related to the adoption of the other methods, such as use of video-cameras [19].

The use of indoor CO2 concentration data for estimating the occupants’ number could be less
accurate than other technologies (such as video-cameras or counters) for defining the exact number of
persons present inside the indoor space; regardless, it can be considered quite useful for an approximate
quantitative estimation of a percentage value of occupation without interferences due to other devices
or privacy concerns.

In this work, CO2 was considered as the only component to be monitored. This component,
even if it is not considered a real indoor pollutant, is correlated to IAQ in several studies, and its
generation is due to people breathing. As its monitoring is easier than other indoor pollutants (e.g.,
carbon monoxide, formaldehyde, volatile organic compounds VOCs) thanks to relatively “cheap”
sensors, it can be monitored as a “pollutant” of an indoor environment, as reported in other studies
in literature.

From a theoretical point of view, considering an indoor space, a mass balance for CO2 can be
written, considering valid the following assumptions:

- uniform concentration in the room, assuming a well-mixed model;
- constant value of outdoor CO2 concentration;
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- well-defined value of the generation rate of the occupants;

Assuming the previous hypotheses, the CO2 indoor concentration rise can be assumed to be
dependent on air ventilation rate, imposed with a mechanical device or dependent on infiltration
losses through doors and windows frames, with the following equation:

V
dC{CO2}(t)

dt
=

.
r nocc − .

m
(
C{CO2}(t) −Cext

)
(1)

where C{CO2} is the indoor concentration of carbon dioxide, V the total volume of the room, nocc the
number of occupants,

.
r the CO2 generation rate per person,

.
m the air flow rate due to ventilation

(mechanical of natural due to infiltration) expressed in m3/s, and Cext is the outdoor CO2 concentration.
CO2 concentration variation in the room can also be written in explicit form, thus, at time t, it is equal at:
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The two equations are simple mass balance for CO2 concentration inside a definite volume.
However, these formulas are reported in the literature, such as [15].

Considering Equation (2), it is easy to understand how the variation of CO2 concentration can be
easily connected to the number of occupants if the rate of generation and the air exchange rate are
exactly known, while the use of such a kind of model is quite difficult if no control on ventilation rate
is available.

In a recent paper [17], the correlation between the variation of CO2 concentration and the occupancy
profile of the room was analyzed, proposing a linear correlation between the CO2 concentration rise
and the specific volume per occupant. It was discussed how, for a specific activity and for a specific
category of users (students and young people), the most relevant variables are the volume available
for each person, the specific production, and the air exchange rate.

The correlation was also verified with other variables, considering room characteristics and
occupation data as particularly relevant.

Equation (1) can be also reformulated in the case of “closed volume” neglecting infiltration and
natural ventilation effects and in absence of mechanical ventilation, thus considering the production
rate as the predominant factor for CO2 concentration variation inside the room:

V
nocc

=
.
r

1
dC{CO2}(t)

dt

(3)

Neglecting infiltration appears to be especially accurate in new or renovated buildings, where doors
and windows are airtight. Using an accurate value of the production rate

.
r, knowing the volume

of the room and the CO2 concentration variation in a given time period, Equation (3) allows for the
estimation of the number of occupants in the room, and the estimation of the CO2 production rate per
person is an essential element. Furthermore, one can observe a hyperbolic correlation between the
CO2 concentration rise and the specific volume per occupant.

The generation rate depends on different elements—such as age, weight, and type of activity—and
typical values of exhalation per person for common metabolic activities found in literature should
be used if validated through experimental results. Then, one can use Equation (1) to estimate the
mechanical ventilation air flow rate to be injected in the room to maintain an optimal operating
temperature as well as a value of CO2; this air flow rate can be adjusted to reduce energy requirements,
thus obtaining an advantageous value for both the objectives.

Figure 1 provides a correlation between the derivative of CO2 concentration and the air volume
per occupant based on the application of the model previously exposed in Equation (3) for three
different values of CO2 production rate: (i) 0.2 L/min, used as a typical lower value for people sitting
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or involved in light intensity activities, such as students during teaching lessons (
.
r1); (ii) 0.8 L/min,

used for people standing and operating a medium physical activity (
.
r2); and (iii) 1.5 L/min, used for

high intensity physical activities (
.
r3). The validity of Equations (2) and (3) was tested using the results

of a detailed experimental analysis in several classrooms of educational buildings with different shapes
and occupation profiles [17].

Figure 1. Correlation between derivative of CO2 concentration and air volume per occupants for
different values of CO2 production rate per occupant.

3. Air Exchange Rate and Direct Correlation with Real Occupation: Data from a
Monitoring Activity

In order to maintain the required condition of comfort concerning temperature, humidity, and CO2

concentration, this last value being a typical pollutant marker in indoor spaces, the operation of HVAC
in order to control the environmental parameters has to be correlated with the real occupation of the
spaces. In particular, air exchange rate in closed rooms and indoor spaces generally causes relevant
additional energy consumption. This is because the air that is circulated from the external environment,
usually at lower (in winter) or higher (in summer) temperatures than the environment depending on
the season, must be brought to the room temperature. The energy consumption is higher the greater
the flow rate of air to exchange (air flow rate volume) and the difference in temperature between
the external environment and the room are. The higher the required air exchange rate is, the better
the air quality in the indoor space will be, but the ventilation power required and the overall energy
consumption will also be higher.

In air conditioning systems, the air exchange can be total or partial. In the latter case, a percentage
of the air taken from the room could be recirculated, and only a fraction of the same would be fresh air.
After the COVID 19 health emergency, the legislation of many countries has imposed that, in newly
designed systems and in public buildings in general, the percentage of air recovered from the external
environment should be 100% and no recirculation of air from the room could be possible. This will
certainly lead to greater energy consumption for the operation of the HVAC system and particularly of
the ventilation rate. The energy consumption for the operation of an HVAC system is linked both to
the transmission losses, proportional to the temperature difference between the room and the external
environment, and to the thermal conductance of the structure (UA) and the mass transfer, connected to
a percentage of volume of the room (V) that must be renewed in the unit time (usually one hour).

Under normal conditions (air exchange rate in the range 0.3–1 Vol/h), the energy consumption in
connection with air ventilation rate can be estimated to be between 20% and 40% of the total energy
consumption. However, if a more relevant air exchange rate is necessary, it would be possible that the
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energy consumption could be dependent on the air exchange rate, which could be higher than those
connected to the heat transfer.

Usually, the fraction of the volume of the room that needs to be exchanged is established by
technical regulations. This establishes a rather high value connected to a maximum use of the room,
but no specific correlation with the real number of occupants is used. However, the fraction of air
that must be renewed is certainly a function of the real occupation of the room. In the future, when
there is reduction of social interaction and the rooms are less crowded than in the past, it will be very
important to correlate the air mass exchange rate to the real number of occupants.

As previously mentioned, in this work, the results of a monitoring campaign in several classrooms
within the Engineering School of the University of Pisa were used for defining an optimal value of the
of the air exchange rate.

The main characteristics of the monitored classrooms in terms of volume, floor surface, and effective
number of occupants during the various experiments are reported in Table 1. The monitoring campaign
in each classroom lasted for a certain number of minutes, depending on the length of the exam or the
lecture ongoing during the measurement. All the details of the experimental analysis are provided
in [17]. The experimental analysis was carried on without action of mechanical ventilation and the air
exchange rate. Thus, the air exchange rate was only possible due to infiltrations from window frames
and doors.

Table 1. The main data of the 12 monitored classrooms.

Classroom Building Level
Max.

Occupancy
(N)

Floor
Surface, S

(m2)

Volume V
(m3)

Ratio V/S
(m3/m2)

Vol. for Student
at Full

Occupation (m3)

0 LAB 1st 20 20 58 2.90 2.90
1 A 1st 108 88 482 5.48 4.46

CL1 B 1st 116 216 583 2.70 5.03
2 B 1st, 2nd 366 336 1426 4.24 3.90
3 C 4th 72 73 212 2.90 2.94
4 F 1st 309 286 1587 5.55 5.14
5 F 1st 208 216 1220 5.65 5.87
6 F 1st 109 130 721 5.55 6.61
7 F 1st 196 197 1094 5.55 5.58
8 F 1st 104 129 717 5.56 6.89
9 F 1st 109 128 711 5.55 6.52
10 F 1st 140 131 439 3.35 3.14

CL: computer lab.

One of the classrooms that particularly identified with label 0 was used as the benchmark room for
experimentally defining typical values of CO2 production rates for each student. The measurements of
CO2 concentration together with the measurements of indoor temperature and relative humidity were
obtained using up to four different sensors, Chauvin Arnoux C.A 1510, [20]. Concerning the specific
problem of CO2 concentration measurement, the sensors permitted us to cover a measurement range
0–5000 ppm with an uncertainty of ± 3% of the reading ± 50 ppm at 25 ◦C at atmospheric pressure.
Even in literature, CO2 measurements are usually carried out through a single sensor placed next to
the center of the room, and the uniformity of carbon dioxide concentration in the room must be proven.
Thus, in some of the experiences, two or three sensors were placed in different zones of the room at
breathing level to check if the assumption of well-mixed indoor volume could be realistic.

Two typical examples of CO2 variation (increase) with time are shown in Figures 2 and 3.
In Figure 2, the profile is related to an experimental analysis of room 5, where two sensors were used
to measure the CO2 concentration increase. Figure 3 provides the CO2 concentration profile within the
classroom identified as CL1 (computer lab).
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Figure 2. CO2 concentration profiles in a particular experience in classroom 5.

Figure 3. CO2 concentration profiles in the computer lab (CL1) during typical didactic activity.

In all the cases where two or more sensor were used, similar profiles for the CO2 measurements
were found, similar to those provided in the previous Figure 2. Possible differences among the
measurement of the sensors were within the error band of the sensors represented by the filled area,
thus the hypothesis of well-mixed room was considered valid.

Table 2 provides the results obtained in all the critical cases when the threshold value of 1500 ppm
for CO2 was overcome. Results show the starting value and an average value of the CO2 concentration
increased in each classroom, which was evaluated in the first 10–15 min of monitoring, and an evaluation
of the elapsed time between the start of the measurement and the time in with the CO2 threshold value
(1500 ppm) was reached. This time duration was used to evaluate the CO2 concentration increase with
time. Only in two cases was the threshold limit lower than the initial value, meaning that, during the
previous didactic activity, the CO2 concentration increased over the limit, and natural ventilation
was not sufficient to have the concentration decreased; in those two cases, the estimation of the CO2

concentration increase with time was done using the concentration at the starting value of the lesson.
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Table 2. CO2 concentration at the beginning and at the end of the monitoring experience.

Experiment
Identification

(Room/Number)

Number of
Students

V/nocc (m3)
CO2

Concentration
at t = 0 (ppm)

Maximum
CO2

Concentration
Measured

CO2

Concentration
Increase with t

(ppm/s)

Time for
Overcoming CO2

Threshold
(1500 ppm) (min)

0 20 2.90 704 1841 0.28 20
1 68 7.08 782 2566 0.17 72

CL1 38 15.08 659 1676 0.22 55
3 72 2.94 1264 2960 0.59 6

4#1 58 27.36 678 1741 0.14 95
4#3 93 17.06 596 2685 0.18 78
5#1 168 7.30 1138 4913 0.52 10
5#3 106 11.50 1100 3409 0.26 21
7#1 146 7.49 791 3297 0.40 24

8 54 13.27 1257 2383 0.37 8
9#1 54 13,16 1512 2334 0.43 0
9#2 59 12.05 1648 3369 0.26 0
10#2 50 8.78 695 2410 0.42 27

Even if all the mentioned variables seemed to be meaningful, the experimental results obtained
in the particular conditions demonstrate that a hierarchical distribution of the variables could be
identified; the most relevant one seemed to be, as expected, the volume available for each student.

The values of the rise of CO2 concentration, expressed by the derivative
dC{CO2}

dt estimated in the
experimental analysis referred in [17], ranged between 0.1 ppm/s up to 0.7 ppm/s, with maximum
occurrence in the range between 0.2 and 0.5 ppm/s.

In order to establish a quantitative correlation between the number of persons inside a room and
the evolution of CO2 concentration with time, according to the model provided in Equations (1)–(3),
accurate knowledge of the value of the CO2 production rate per occupant was needed. This value
can be obtained with reference to the available literature and technical standards, but it can also be
measured. In the present paper, this second path was considered. In particular, the benchmark room
was the one identified with label 0 in Table 1.

CO2 was measured in two different point during the first phase of a short duration examination
(a test of 30 min). A total number of 20 students were present inside the room at the initial time
of the experimental analysis, and the windows were closed. The two sensors measured an almost
uniform profile of CO2 increase; the mean values are shown in Figure 4. In the first phase (five
minutes), the sensors began to measure; CO2 was almost constant as the classroom was unoccupied.
Then, in a few minutes, twenty students entered and sat inside the room for about 30 min. Then,
the door was opened, and the majority of the students left the room (phase 3), while only five of them
remained inside.

Considering the experimental results obtained during this short time experimental analysis,
using Equation (2), a mean value of CO2 production rate equal to 0.20 l/min per person could be
estimated. The value obtained agreed quite well with the specific activity when compared with CO2

production rates available in the literature [8,9,21,22].
With reference to the available literature, represented by the four papers above, the values of this

production rate in general cases can range between a minimum value of 0.2 l/min up to a maximum
value of 0.45 l/min. In general, on technical engineering standards for a sedentary activity, a level of
about 18 l/h that equals 0.3 l/min per adult person can be estimated. The values obtained considering the
results of the experimental analysis during typical teaching activity were lower than those suggested
by technical standards (e.g., [23]), but they were in accordance with some estimates evaluated by
medical standards [21] and other monitoring campaigns [22].
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Figure 4. Evolution of CO2 concentration in the room 0 for defining the CO2 production rate.

4. Correlation of CO2 Concentration Rise and Occupation for Defining Optimal Air
Exchange Rate

As already discussed in the introduction, the idea of predicting the occupancy using physical
and statistical CO2 measurements has been diffusely expressed in the literature and has been object of
recent analyses as well [24,25]. On the other hand, a demand controlled ventilation (DCV) strategy
within the context of the American Society of Heating Refrigerating and Air-Conditioning Engineers
(ASHRAE) Technical Standards is developed in [26] for public buildings using a digital control system.

In the present section, the methodology defined was used to define a correct air exchange rate for
indoor volume with the objective of controlling the rise of CO2 concentration. The analysis refers to
some of the situations previously tested. The idea of defining a procedure for calculating a value of the
air exchange rate, a demand controlled mechanical ventilation rate, has already been developed in the
literature, and papers about this specific topic are already available [27,28].

A first outcome of the analysis was the validation of the correlation between the CO2 increase and
the specific volume per student in Equation (2) using the results of the specific experimental analysis.
The problem in using Equation (3) is that it neglects air change in the room. Some of the results

are shown in Figure 4, where the twelve pair of values
(

ΔC{CO2}
Δt , V

nocc

)
obtained considering the data

acquired in twelve specific experimental analyses are reported. Figure 5 also shows a hyperbolic curve,
in red, representing the least-squares fitting curve for Equation (3). The value of CO2 production rate
per person as evaluated using the least-squares fit,

.
rls, was 0.20 l/min and was equal to the estimated

value derived after the monitoring of room 0, defined as
.
r0.

In particular, for classroom 5, a hyperbolic curve using the average value of CO2 production
among the monitored classrooms,

.
rm = 0.22 l/min, fit exactly the experimental results obtained in

the experimental analysis 5#1. The curve is represented in Figure 5 with a black dotted line.
Some of the monitoring campaign results slightly deviated from the hyperbole due to the quite

high infiltration rate (classroom 3, which is hosted in an old building). Moreover, a hyperbolic

correlation between the rate of increase of CO2 concentration,
ΔC{CO2}

Δt , and the volume available for
each student, V

nocc
, seemed to fit the results of the experimental analysis quite well. A hyperbolic

function was used with model y = a/x, with “x” representing the derivative of CO2 concentration (in
ppm/s) and “y” the air volume per student (in m3). The fitting procedure provided the “a” value,
generally in the range between three and four (average value equal to 3.33).
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Figure 5. Correlation between CO2 concentration and air volume per student, obtained in the different
experiments provided in [17].

Thus, by evaluating the variation of CO2 concentration in the room in a given time step (e.g., 10–15
min) in the absence of mechanical ventilation and knowing the volume of the room, it was possible
to estimate, with quite good accuracy, the approximate number of occupants. This procedure can be
repeated periodically for controlling the operation of the mechanical ventilation system in order to
meet the desired target in terms of temperature relative humidity and IAQ.

Therefore, it is possible to seek the mechanical air flow rate necessary to maintain a suitable value
of CO2 concentration inside the room,

.
m, using Equation (2).

As an example, the case identified with the label ID 5#1 (classroom identified with label 5 and
experience #1) is considered. The case was used as a reference because, according to the results of
Table 2, it is considered as a representative one. In this case, the classroom had a volume of 1220 m3,

and several scenarios were assumed with different numbers of persons inside. An indoor steady-state
CO2 concentration between 800 ppm and 1500 ppm was considered acceptable for maintaining good
IAQ conditions. Thus, for each threshold value, it was possible to estimate the air flow rate values
that allowed for maintenance of the CO2 concentration below the imposed value. The result of the
application of the methodology is shown in Figure 6, where the thin colored curves represent the lines
of equal air flow rate (iso− .

m). For example, for a number of occupants equal to 122 (corresponding
to a reference value of the volume available for each occupant of 10 m3) and a maximum allowable
CO2 concentration of 1000 ppm, an air exchange rate of 0.8 m3/s was required.

The air exchange rate necessary for maintaining the desired CO2 concentration can also be
correlated with the energy requirements. This value depends on the mass flow rate and on indoor and
external temperature; through the following equation (referred to an operating time, t), the energy
amount required for ventilation can be calculated:

Qv = ρ
.

m cp(Tint − Text)t (4)

where
.

m is the air exchange rate, expessed in m3/s. For users’ comfort purposes, the indoor air
temperature is limited within a given range (e.g., in winter, 18–22 ◦C and 24–27 ◦C in summer). Thus,
it is possible to display ventilation loads such as in Figure 6, where a combination of curves are shown
varying ventilation rate as well as external and indoor temperature. In the figure, the markers represent
ventilation loads at the same indoor temperature (i.e., rhomboidal, plus, round, square, and triangular
markers refer to five different values of the indoor temperature, Tin = 18− 22 ◦C), while the colorbar
on the right side represents the energy consumption for ventilation, expressed in kWh.
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Figure 6. Air flow rates depending on desired CO2 concentration and air volume per occupant.

Referring to the air exchange rate
.

m = 0.8 m3/s, considering an external temperature of 0 ◦C
and an indoor set-point temperature of 20 ◦C, a “ventilation load” of about 20 kWh was required for
each hour of operation in this specific classroom. In Figure 7, referring to the same case of classroom
5, it is possible to select a different value of the air exchange rate (e.g.,

.
m = 0.6 m3/s referred to a

threshold CO2 concentration, for example, 1200 ppm). In general, Figure 7 can be used to evaluate,
for each couple of Tin and Text, the energy required for ventilation, (e.g., for a Tint = 20 ◦C and
Text = 0 ◦C, Qv = 15 kWh). If the air exchange rate necessary is at levels of 0.2 m3/s, the energy used
is reduced at 5–6 kWh.

Figure 7. Energy consumption at different air exchange rates as well as external and indoor temperatures
(classroom 5).

The definition of the air exchange rate imposed by a control on the upper value of CO2 concentration
obtained using the proposed methodology can be used as a dynamic method for ventilation rate control
as an alternative to actual regulation solutions, as proposed in the European Union EN 16798 [23].
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This technical standard proposes a ventilation rate to dilute bio effluents from the occupants and a
ventilation rate to remove pollution produced inside the building. The former term depends on the
occupancy, while the latter term depends on the type of building. In particular, the parameters are the
maximum number of the persons in the room and consequently the ventilation rate for occupancy
per person, expressed in l/(s person), and the floor area, m2, corresponding to the ventilation rate for
emissions from building, l/(s·m2).

.
m = n·q + Afloor·qb (5)

where n is the number of occupants, q is the ventilation rate for occupancy per person (expressed in l/s
person), Afloor is the surface of the room, and qb is the ventilation rate for emissions from building,
expressed in l/(s·m2). In the technical standards, four categories are presented depending on the level of
required IAQ. Here, two methods were considered, conventionally labeled with TS1 and TS2 (Technical
Standards 1 and 2), corresponding with the maximum and the minimum values contained in Technical
Standard EN 16798 [21] for comparison with the method proposed based on an accurate estimation of
the occupation. In particular, the values of q ranged from 2.5 l/s person (category IV) to 10 l/s (category
I), while the values of qb ranged from 0.3 l/(s m2) for category I up to 1.0 l/(s m2) in case of category I.

Method TS1. The air exchange rate is calculated depending on the maximum number of occupants for the
specific classroom under analysis,nocc,max , and on the building type, based on floor surface, using the lowest
values of q and qb, before considered: 2.5 l/s person and 0.3 l/(s m2);

Method TS2. The air exchange rate is calculated depending on the maximum number of occupants and floor
area using the upper values of the parameters q and qb, in particular, those corresponding to category I of TS
EN16798.

It is worth noting that the two methods refer to the maximum number of occupants and not the
actual number. The two methods reported in EN 16798 were compared with a ventilation rate defined
with the proposed methodology, characterized by an assessed moderate IAQ (CO2 threshold value
equal to 1200 ppm). The test cases for which a comparison of the three different strategies were tested
are those referred to in Table 2 and identified with labels 5#1 and 4#1. The characteristics of the rooms
are provided in Table 1. The following relevant elements can be considered:

- actual number of users: 168 (5#1), 58 (4#1);
- initial CO2 concentration: 1138 ppm (5#1), 678 (4#1);
- external CO2 concentration: 500 ppm (value experimentally measured).

Table 3 reports the values obtained in term of air flow rates for maintaining acceptable values
of CO2 concentrations by using three strategies, the two derived from the European Directive based
on the maximum occupancy of the classrooms and the one proposed in the paper based on the real
estimation of occupation derived by CO2 measurements. With respect to the two situations analyzed,
in the first case (classroom 5#1), when the number of occupants of the room was about 80% of the
maximum occupation (168 vs. 208), the air exchange rate obtained with the proposed strategy and
based on the idea of maintaining an acceptable level of IAQ was similar to the one proposed with the
lower values of the Technical Standard (TS1). However, if the room was only partially occupied (less
than 20%, as in the case of classroom 4#1), the required air exchange rate was much lower than both
the values obtained with the Technical Standards with important energy savings.
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Table 3. Comparison among the air flow rate based on technical standards (TS) and with the proposed
strategy for two of the classrooms under analysis.

Classroom 5#1 Air Exchange
Rate (m3/s)

Classroom 4#1 Air Exchange
Rate (m3/s)

Strategy TS 1 0.58 0.85

Strategy TS 2 2.42 3.15

Proposed strategy (based on the
actual number of occupants) 0.64 0.22

Table 4 shows that the strategy based on the control of the number of occupant (students),
proposed in the present paper and available if a CO2 monitoring is active, allowed for a reduced air
exchange rate in both the analyzed situations with respect to the solutions recommended by the current
Technical Standards. In particular, in three of the analyzed cases, for strategies TS1 and TS2, the values
of the air exchange rate were higher than those based on the proposed strategy, indicating significant
energy requirements. Those last values, estimated as a function of typical outdoor temperature,
determines energy saving for mechanical ventilation; the values are reported in Table 4 for a reference
indoor temperature of 20 ◦C and the actual value of the external temperature measured during the
experimental analysis. The proposed strategy determined, in both cases under analysis, a reduction of
value of the air exchange rate with respect to the one required according to the Technical Standards
and consequently a reduction of the energy use.

Table 4. Energy consumption for air ventilation for the three strategies during a lessons of about 2 h.

Classroom 5#1 Classroom 4#1

Monitoring day and starting hour Jan 12 Jan 17
Average external temperature (◦C) 8.0 11.9

Ventilation thermal load (Strategy TS 1) (kWh) 16.7 15.7
Ventilation thermal load (Strategy TS 2) (kWh) 69.7 60.5

Ventilation thermal load (Proposed strategy) (kWh) 18.4 4.2

Figure 8 shows the profiles of CO2 concentration using the three different values of air exchange
rates for the two classrooms analyzed using the same periods (minutes) of the monitoring campaign.

In both the figures, CO2 concentration rise was observed in the basic experimental case, for which
no mechanical air exchange rate was applied, and CO2 concentration increased monotonically together
with the trend observed with the three different values of air exchange rate. It was observed that a
good IAQ could be obtained with each of the three strategies (instead, without mechanical ventilation,
high values of indoor CO2 were always measured).

Considering the action of a controlled ventilation, in all cases, the level of 1500 ppm was never
reached, while the strategies based on the European Directive, TS1 and TS2, determined levels lower
than those determined by the proposed strategy. In both cases, strategy TS2 maintained low values of
CO2 inside the classrooms but with high energy consumption.
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(a) Room 5#1 

(b) Room 4#1 
Figure 8. Comparison among monitoring results (without mechanical ventilation) and three strategies
involving mechanical ventilation for a two hours experience.

5. Definition Optimal Ventilation Rate Based on a Multi-Objective Approach

The article should provide a methodology to choose the air change rate inside some classrooms,
which are currently ventilated through infiltration and windows opening and where thresholds of CO2

concentration are usually overcome, considering that, in these classrooms, the design ventilation rates
are provided for the design value for the number of persons in the room. As university classrooms
can accommodate a higher number of students than the actual number of occupants present during a
standard lecture (as monitored), the choice of the design ventilation rate would lead to exaggerated
ventilation rates (and, consequently, energy consumptions). Thus, the choice of modulating the
ventilation rate on the basis of the actual number of occupants can reduce ventilation losses and energy
consumptions of the fan and of the HVAC system.

The procedure analyzed in the previous section has a general value; the idea is to detect the
presence of students inside the room and then to define a well-defined value of the air exchange rate,
thus controlling the operation of HVAC system. This value is not fixed but depends on the actual
number of occupants and, in particular, for a defined room, on the specific volume available for each
student as well as the CO2 production rate per person specific for the activity performed.

Once the number of occupants is estimated through a short time monitoring CO2 concentration,
then the air exchange rate can be calculated on the basis of the required IAQ and energy efficiency
standards, thus obtaining maps similar to those reported in Figures 6 and 7.
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The air flow rate can be chosen for a selected threshold of CO2 concentration; all the values in
the range between 800 and 1500 ppm can be considered valid and, for a given number of occupants,
the minimum air exchange rate to be supplied in the room is provided together with the corresponding
ventilation load. This last value functions on external and indoor temperatures.

The occupancy detection guarantees that optimal operation of an HVAC system could be
performed and, in particular, the ventilation rate could be the lowest possible required for maintaining
a well-defined value of CO2 concentration. Moreover, solutions violating this limit (i.e., 1500 ppm) are
not possible. Thus, in this way, an advanced demand controlled ventilation strategy as a result of the
application of a multi-objective optimization strategy can be implemented and defined considering a
compromise between maintaining high IAQ and controlled energy consumption.

In this case, it is possible to define an objective function for considering both the objectives using,
for example, the “utility function method” available in the textbook by Rao [29] and already tested
by Franco and Diaz Vazquez in a different context in [30]. This utility function F can be defined by
aggregating in dimensionless form a series of functions fi(x), all expressed in dimensionless terms and
representative of each objective (e.g., energy consumption, temperature difference with respect to the
imposed value, pollutant concentration, relative humidity). It is also possible to consider different
weights, φI, in order to give varying importance to them:

F =
∑n

i = 1
φifi(x) (6)

In a simple case, it is possible to consider two functions, one representing the IAQ based on the
control of the maximum permissible value of CO2 concentration and the second one for controlling the
energy consumption in connection with the imposed air exchange rate.

IAQ, for example, can be represented by the CO2 concentration in the form of difference with
respect to the available standards, while the second indicator accounts for the energy consumption
required to maintain the level of CO2 concentration imposed (e.g., 1500 ppm means upper acceptable
value of IAQ), according to the European Standards [14].

As for the energy efficiency, the same air flow can be used as an indicator, as it is linearly correlated
to the energy consumption due to the ventilation load (see Equation (5)). On one hand, high IAQ
would require high ventilation rates to maintain the lowest CO2 concentration inside the classroom.
On the other hand, energy efficiency measures would encourage the reduction of air exchange rate in
order to reduce energy consumption for ventilation. An optimal strategy choosing the most suitable air
flow rate in the analyzed indoor space can be found by both considering the objectives and aggregating
them using appropriate weights. If an equal weight is given to both the objectives, such as in this case,
φ1 = φ2 = 0.5. In other cases, different values can be given to φi depending on the importance
given to the two concurrent objectives. As example of application of the methodology is the case of the
room identified with ID 5 with 122 occupants. The two objectives are, in this case, represented by the
following dimensionless indicators:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
fIAQ =

C{CO2},set−C{CO2},min

C{CO2},max−C{CO2},min

fEnergy = m .set− .
mmin.

mmax− .
mmin

(7)

For the first objective, it is considered that the maximum IAQ is obtained with C{CO2},min , set equal
to 600 ppm, almost equal to the external concentration. The lowest IAQ is obtained with C{CO2},max ,
set equal to 1500 ppm, which is also the threshold limit for indoor spaces.

The C{CO2},set is the effective concentration inside the indoor environment, depending on the air
flow rate, which is the object of optimization. As for the second objective,

.
mmin represents the air flow

rate associated with minimum ventilation load, which is set equal to 0 m3/s. Instead,
.

mmax represents
the air flow rate associated with the maximum IAQ, which is calculated equal to 4 m3/s in this case;
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.
mset is the air flow rate, found by means of the utility function method. Both objective functions are

singularly optimized when they are close to 0. In this case, the utility function is:

F = φIAQfIAQ +φEnergyfEnergy (8)

In the first case, the two objectives are considered equally important, thus φIAQ and φEnergy are
0.5, and the utility function method gives an optimal value of air flow rate at 1.4 m3/s and a CO2

concentration equal to 800 ppm. If higher importance is given to energy efficiency, thus maintaining a
lower IAQ level inside the room, different weights can be chosen (φIAQ = 0.3 and φEnergy = 0.7).
In this case, when CO2 concentration is limited at 1000 ppm, an optimal air exchange rate of 0.8 m3/s
is found.

Figure 9 reports the results of the application of the utility function method for φEnergy varying
the two terms of weight from zero to one (with φIAQ = 1−φEnergy) in terms of CO2 concentration
at steady-state and optimal air flow rate. The results need to be verified and compared with those
obtained in other recent papers about post-processing, such as [31,32].

 

Figure 9. Optimal CO2 concentration and air flow rates applying the utility function method.

6. Conclusions

The maintenance of indoor air quality (IAQ) in indoor spaces through mechanically assisted air
exchange rate determines a higher value of the energy consumption. For defining an optimal operation
of the HVAC system and, in particular, a suitable level of the ventilation rate, knowledge of the number
of occupants in the indoor spaces is of fundamental importance.

Based on experimental data acquired in several university classrooms concerning the CO2

concentration rise, the present paper proposes a methodology for correlating the value of air
exchange rate required to maintain the maximum permissible CO2 concentration level (1500 ppm) in
connection with the real occupation of the same indoor space obtained through the measure of CO2

concentration rise.
The method is based on the knowledge of a specific rate of CO2 production for each person, in

this case estimated as 0.2 L/min. The air flow exchange rates assessed through the proposed method
were sensibly lower than those suggested by current Technical Standards and were sensitive to the
occupation profile. Considering the two cases, an air exchange rate reduced by a factor 2–3 with
respect to the values suggested by European Standards, mainly when the occupation of the room was
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reduced, was sufficient to maintain acceptable values of IAQ conditions with a relevant reduction of
the energy consumption.

For the specific CO2 production rate and a specific room tested (two cases were analyzed in
particular), integrated maps were provided to find the most suitable air exchange rate, dependent
on the number of occupants and on the imposed threshold CO2 concentration value, that needed to
be maintained by means of the demand controlled ventilation. In the two cases analyzed in detail,
if the occupation was about 70% of the total, the energy consumption for ventilation was similar to
the one obtained with the more conservative strategy suggested by Technical Standard (18.4 kWh
vs. 16.7 kWh). If the occupation was of the order of 20% with respect to the maximum permitted,
the energy consumption could be reduced in a relevant way (4.2 kWh vs. 15.7 kWh); the advantage in
terms of energy saving appears to be relevant mainly when the occupation is reduced.

Finally, the paper presented a methodology for defining optimum values of the air exchange
rates for balancing energy efficiency and user comfort in public buildings through the definition of a
dimensionless utility function that considers both CO2 concentration and energy consumption.

Considering that current solutions proposed for improving energy efficiency in public buildings
require very accurate energy control, the adaptive solution proposed in the present paper, based on
simple measurement of CO2 concentration using commercial sensors, represents a considerable step
forward with respect to traditional model-based systems, because it dynamically builds a “just accurate
enough” model that could be sufficient to provide optimal decision strategies for operating ventilation
rates and HVAC systems in general.
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Abstract: Building skins should host multiple functions for increased performance. Addressing this,
their design can benefit by learning from nature to achieve multifunctionality, where multifunctional
strategies have evolved over years. However, existing frameworks to develop biomimetic adaptive
building skins (Bio-ABS) have limited capabilities transferring multifunctionality from nature into
designs. This study shows that through investigating the principles of hierarchy and heterogeneity,
multifunctionality in nature can be transferred into biomimetic strategies. We aim at mapping
the existing knowledge in biological adaptations from the perspective of multifunctionality and
developing a framework achieving multifunctionality in Bio-ABS. The framework is demonstrated
through the case study of Echinocactus grusonii implemented as a Bio-ABS on a digital base-case
building. The methods include the Bio-ABS case study demonstrating the framework and simulating
the performance of the case study and base-case building to comparatively analyze the results.
The outcomes are a framework to develop multifunctional Bio-ABS and simulation results on the
performance improvement Bio-ABS offer. The performance comparison between the Bio-ABS and
base-case building show that there is a decrease in the discomfort hours by a maximum of 23.18%.
In conclusion, translating heterogeneity and hierarchy principles in nature into engineered designs is
a key aspect to achieve multifunctionality in Bio-ABS offering improved strategies in performance
over conventional buildings.

Keywords: biomimetics; building skin; multifunctionality; architectural design; building envelope;
adaptability; design framework; building performance simulation

1. Introduction

Building design has advanced through technological developments, making the design and
realization of innovative structures possible using new materials and construction techniques [1].
These breakthroughs in architecture helped building parts to host diverse functions, such as external
walls shifting from being mostly load-bearing structures to having alternative roles [2]. The building
skin now primarily acts as a thermal, acoustic, and visual barrier between the exterior and interior [3].
This change has seen the building skin heavily influence the building performance [4]. In response,
new technologies including biomimetic adaptive building skins (Bio-ABS) are emerging that can
adapt to changing environmental conditions, foster increased comfort, and reduce operational carbon
emissions [5,6].

Using biological functions to design technical systems is called biomimetics [7,8]. Biomimetics is
used in developing Bio-ABS, due to the opportunities in transferring biological adaptations into the
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design of climate-adaptable buildings [9–11]. There is extensive research in transferring biological
adaptations into Bio-ABS with multiple frameworks and case studies [12–18]. Some of these frameworks
are supported with resources such as databases or linguistic approaches [16,18–23]. Despite such
developments, there is still a need for defining strategies to translate multifunctional strategies from
nature into Bio-ABS, because environmental regulation in buildings often requires having multiple
functions [5,24,25]. Most published works explore developing biomimetic strategies focusing on
environmental adaptability, but are limited in addressing multifunctionality [10,26].

Multifunctional mechanisms in nature is achieved through the “natural design principles”
including heterogeneity and hierarchy [27–29]. Organisms have developed multi-layered
structures (hierarchy) with different morphologies of basic components (heterogeneity) to achieve
multifunctionality [29–32]. This paper aims at structuring and mapping the existing knowledge in
biological adaptations from the perspective of multifunctionality and developing a design framework
to achieve multifunctionality in Bio-ABS. To do so, we provide (1) an understanding of how to achieve
multifunctionality in building skin design through hierarchy and heterogeneity, (2) a systematic
classification of multifunctional properties in biological systems, (3) a framework for developing
multifunctional Bio-ABS, and (4) a case study of Echinocactus grusonii demonstrating the framework.

2. Existing Biomimetic Design Frameworks to Develop Bio-ABS

Several biomimetic design frameworks to develop Bio-ABS have been developed supported with
case studies [16,18–23]. Most of these frameworks have focused on biological adaptations, being
the main purpose of Bio-ABS [9,12,13,33]. However, it is important to fulfill multiple functional
requirements in buildings for improved performance. There is limited exploration of this in the
literature. However, nature offers ways to achieve multifunctionality, named the “natural design
principles”, yet to be significantly investigated in biomimetic design [30]. In this section, we review
and discuss the existing biomimetic design frameworks to develop Bio-ABS regarding to what extent
multifunctionality is addressed.

Most biomimetic design frameworks are applicable for use in architecture and some specialized to
design Bio-ABS. All frameworks comprise of phases either starting with a technical problem followed
by a biological solution (TD) or starting with a biological solution followed by a technical problem
(BU), and all ending with developing a biomimetic strategy (Table 1). Some include databases to search
for biological adaptations. The ones with no databases provide other means of investigation including
linguistic approaches to define commonalities between nature and design, systematic analogical
translation to find biological systems [18,22,23,34–37].

Biomimetic principles for the development of adaptive architectural envelopes, is based on
understanding plants adaptations at macro- and micro-scales to be abstracted into adaptive architectural
envelopes [13]. The framework focuses on dynamic mechanisms responding to external stimuli through
movement and static strategies with surface properties. A case study developed using the framework
is an adaptive architectural envelope inspired by plants genus Mesembryanthemum where seeds swell
with rain [9]. The design is triggered by rainwater as an opening system [13]. The opportunity in
this framework is addressing diversity in biological scales relating to hierarchy. This framework only
considers plant adaptations; therefore, it is exclusive of other living systems in different kingdoms.
Moreover, the mechanisms investigated are only triggered by external environmental influences
limiting the diversity in biological domain. Most importantly, this framework has not specified how to
combine multiple functions, either a combination of static and dynamic or otherwise.
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Table 1. List of existing biomimetic design frameworks (TD: Top-down, BU: Bottom-up).

Reference Biomimetic Design Framework TD BU Database

[20] BioTRIZ � �
[36] Design Spiral-Helix Model �

[37] Computational Architectural Design Based on Biological
Principles �

[38] Bioinspired Environmental Architectural Design � �
[39] BioGEN � �
[34] BioMAPS �
[40] Ecomimetic �
[41] New Product Development Process �
[42] The Law of System Completeness � �
[43] Idea-Inspire � �
[44] Design by Analogy to Nature Engine (DANE) � �
[45] Biomimicry Theoretical Model �

[13] Biomimetic Principles for the Development of Adaptive
Architectural Envelopes �

[46] Transferring Plant Movements to Elastic Systems in
Architecture �

[17] Biomimicry 3.8 � � �
[35] Typological Analysis � �
[22] Analogical Translation � �
[23] Nature Studies Analysis � �
[47] Ecosystem for Biomimetic Design � �
[18] Engineering-to-Biology Thesaurus � �

Transferring plant movements to elastic systems is used to develop kinetic elastic architectural
systems inspired by plant movements [46]. A case study developed using this framework is Flectofin™,
a shading prototype inspired by the petal movements of the bird of paradise flower [48]. The device is
a hingeless louver system unfolding through a force. The success of this framework is investigating
and transferring dynamic adaptations in nature into architecture. This framework only focused on
plant movements and mechanical efficiency, it is limited in terms of multifunctionality. It could be, if it
investigates environmental triggers informing movements in nature, to develop Bio-ABS. However,
currently, the biological domain and biomimetic output can be triggered by the same stimulus, but they
may not host the same function. For example, petals of the bird of paradise flower move for pollination,
but Flectofin™moves to provide shading. Moreover, this framework does not address how to integrate
multiple functions together. For example, would it be possible to combine two types of plant(s)
movements hosting different purposes and how?

“BioTRIZ” is a problem-solving method undertaken via a database of biological data [20,21].
The database’s purpose is to make biological information available in a language specific to engineering.
However, the process is out of biological context, meaning the strategies do not exist in nature, but as
theoretical ideas. For example, the surface segmentation trend is observed in nature as naturally
transparent ridged surfaces refracting light and becoming colored due to nanostructures. Such as
the Menelaus butterfly (Morpho menelaus) has transparent wings which look blue with sunlight. This
property could be transferred into functional surface structures. The success of this framework is
introducing heterogeneity through generalizing concepts. The limitation is the absence of the biological
solution and multifunctionality is not addressed. It could be, if this framework integrates how to
achieve multifunctionality in addition to identifying heterogeneity in nature.

“Biomimicry 3.8” offers a framework accompanied with an online database of biological strategies,
called AskNature [17]. AskNature contains over 1600 biological strategies and provides a taxonomy to
organize biological adaptations [19]. The steps applied in the process are called the“Design Spiral”.
The success of this framework is the database accessible to everyone, as a key aspect in investigating
biological strategies. The difficulty in adopting this framework is the lack of clarification in some stages;
abstract, emulate, and evaluate. The abstraction stage is described as brainstorming ideas from nature;
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emulation as seeking expert advice and evaluation as integrating life’s principles. These measures
are often complex and may be challenging for every design. The limitation of this framework is the
lack of integrating multifunctionality. It could be, if the AskNature database provides multifunctional
properties of organisms be used to design multifunctional strategies. This may require adding a step
in the ‘Design Spiral’ on achieving multifunctionality.

‘BioGen’ is another biomimetic design framework [10,41]. It creates an exploration model
mapping functional aspects, relevant processes and influencing factors. The biological entities called
pinnacles are presented as examples for a specific function or process. An example of a case study
developed by using BioGen is the Shading/Energy Generating Skin, inspired by plants tracking sun
radiation, designed to tilt according to the angle of the sun [49]. While the creator of BioGen has
proposed a discussion on multi-regulation of the four environmental factors (heat, light, water, and
air) this is a theoretical approach and lacks further development. Multi-regulation is addressed by
mapping biological functions of the same living system regulating multiple environmental factors
dependently, i.e., ventilation is associated with heat regulation. This presents a success in addressing
multifunctionality, but its applicability is limited and must be fulfilled with examples. It may
also benefit addressing multifunctionality through combining functions of different living systems
(inter)dependently.

DANE is another framework exploring analogical reasoning in biomimetics [44]. DANE follows
the steps of defining the problem, searching for the biological solution, and applying the principle [50].
An example to this approach is the Shark Attack Project, designed to protect swimmers from sharks. It is
inspired by pistol shrimp’s snapping mechanism that creates a sound. The design was a shark repellant
emitting sounds. The success in this framework is the identification of biological functions that gives
clues on the heterogeneous properties of organisms. The limitation is addressing multifunctionality,
either analogically or as design outcomes.

3. Achieving Multifunctionality through Natural Design Principles

During the course of evolution, living systems adapted their character to meet changing
environmental conditions by multifunctional strategies [30]. The result is a compromise satisfying
partially conflicting requirements; known as trade-offs [51,52]. A trade-off is having multiple functions
through diminishing one property in return for gains in others [53]. The functional requirements of
conventional buildings are complex and often contradictory and during the life cycle of a building, they
must be adapted to changes [54,55]. Some examples of these functional requirements include decreasing
solar gains, while providing views and improving illuminance levels [26,56,57]. These strategies
are still mostly handled as isolated components that are monofunctional. One way to address this
challenge is using biomimetics, as in nature, multifunctional trade-off strategies have been developed
through evolution [58]. Multifunctionality is well understood in biology; however, its translation into
architecture remains limited [24]. In this section, we present and discuss opportunities to achieve
multifunctionality in biomimetics through the “natural design principles” (Figure 1). We include
hierarchy (multi-scale) and heterogeneity (multidimension) and adaptability in this study. Beyond this,
there remain opportunities to explore multifunctionality through other processes including anisotropy,
redundancy, and more [59].

3.1. Adaptability in Nature and Bio-ABS

Adaptability is the ability of an organism to respond to changing internal or external conditions [60].
Most organisms have evolved various morphological, physiological, and behavioral adaptations to
survive in their habitats. For example, plants exchange water vapor to decrease their internal
temperatures during hot periods through their stomata. This is a means of diffusing useful gases for
photosynthesis and to discharge excess materials to dissipate heat [61]. Depending on the natural
habitat, stomata show various adaptations [62] (Figure 2). In some plants such as cacti and succulents,
stomata are positioned on the epidermal (outmost) layer of the stem as they have minimal leaves to
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maintain a low surface to volume ratio. While in most plants, stomata are located on the leaves to ease
the process of photosynthesis. The number of stomatal openings varies in different species according
to the climatic influences as stoma loses water. For instance, desert plants lack in stomata while tropical
plants have higher numbers of stomata [62–64].

Natural design principles

Adaptability Hierarchy Heterogeneity Anistropy Redundancy ...

Figure 1. Some of the natural design principles as an ever-growing classification, where the last item in
the list presents continuity.

Figure 2. Stomatal adaptations in plants by changing size and density.

In engineering and design this is different, where a system is often designed to achieve one
function and it does not reconfigure itself. Therefore, the strategy is static, where a design is made
and must satisfy all needs during the lifetime [13]. However, adaptability in building skins learnt
from nature is an emerging topic with many examples. Some examples of Bio-ABS include the
Homeostatic Façade System that is an adaptive shading component, changing its shape according
to solar radiation levels [65]. Also, the Ocean Pavilion, a full-scale application of the shading device
Flectofin™, regulates solar irradiance levels by an automated hingeless mechanism [66] (Figure 3).
Other examples, the HygroScope and HygroSkin, can change their morphologies through the changes
in humidity by hygroscopic material properties of wood [67,68].

Figure 3. Schematic illustrations of some Bio-ABS examples, from left to right; the Ocean Pavilion in
closed and open configurations, and Flectofin™ in closed and open configurations.

3.2. Achieving Multifunctionality through a Multi-Scaled Hierarchy

Hierarchy is having functional features in a multi-level structure from nano-to-macro scales.
Having differentiated scales allows organisms to develop multiple functional adaptations at various
levels. For example, adapting the form of an organ such as a tree branch is one level of adaptation,
and a second is the microstructures of the tree bark’s material [69] (Figure 4). This dual optimization
is well known as a strategy for solving engineering problems. This approach can be combined with
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adaptability and achieve multifunctionality in Bio-ABS. An example to hierarchy in nature is seen in
trees. The shape of a branch is created by the assembly of molecules to cells and of cells to wood with a
specific shape. Therefore, at every scale, the branch is both form and material, where the materials
compose the form; therefore, the biological structure becomes hierarchical [70]. It is important to
note that tree bark and tannins is categorized under hierarchy due to being a material at a small scale
covering the larger scaled tree bark. The adaptations of tannins are dependent on its scale, not its form.

Figure 4. A tree trunk and tannins. Photo by Madeleine Maguire on Unsplash.

Hierarchical biological structures can be adopted to achieve multifunctionality in architecture
through multi-scaled structures with multiple uses. For example, building systems at a larger
hierarchical level can host one function and its material at a smaller scale can host another. This can
be explained through the hierarchical components of a conventional façade (Figure 5). The external
walls are at the large hierarchical scale as the enclosure of a building. The windows on the external
walls are smaller and provide external views. The window openings are even smaller and provide
ventilation. The glazing material of the windows is at the smallest scale, limiting solar gains or light.
The combination of these components at difference scales creates a façade with multiple functions.
Therefore, through using hierarchical scales in conventional systems with adaptability, it is possible to
achieve multifunctionality in developing Bio-ABS.

Figure 5. Hierarchical components on a conventional façade system at diverse scales including external
walls, windows, window openings, and glazing material.
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3.3. Achieving Multifunctionality through a Heterogeneous Geometric Differentiation

Heterogeneity is characterized by a geometric differentiation of elements in multi-dimensional
structures hosting different functions with various forms. [30]. Form and function are interrelated in
nature. As such, it is almost impossible to separate one from another. Nature uses shape or form,
rather than added material and energy, to meet functional requirements. This allows the organism
to accomplish its needs using a minimum of resources [7]. In addition, chemical and structural
heterogeneities play an important role in allowing local adjustments to be integrated.

There is often a functional reason behind a form in nature. For example, the carnivorous plant
Venus flytrap (Dionaea muscipula) has a cup-shaped leaf that catches insects with a mechanism trapping
prey in (Figure 6). There are small hairs or cilia that are sensory organelles on the leaves. A slight
disturbance of the cilia by an insect triggers the collapse of the leaf. This mechanism, called snap
instability, is achieved by its shape, and its kinetics has been studied by researchers and transferred
into shading devices [30,71,72]. This shape of leaves helps the plant save energy when moving. It is
important to note that as the function of the cilia is achieved by their form rather than their scale, this
adaptation of the Venus flytrap is categorized under heterogeneity.

Figure 6. Venus flytrap (Dionaea muscipula) with its specialized cilia. Photo by Gabriel on Unsplash.

Heterogeneity can be adopted into architecture to achieve multifunctionality through having
various morphologies. For example, different geometrical forms with diverse functions can be
integrated in a system. This can be explained through the heterogeneous components of a conventional
roof (Figure 7). The roof itself functions as the top covering of a building and the eaves are the edges
of the roof which project beyond the side of a building. The eaves function as shadings and through
their geometric differentiation from the roof, the system becomes multifunctional. Therefore, through
combining the use of heterogeneous scales in conventional systems with adaptability, it is possible to
achieve multifunctionality in developing Bio-ABS.

3.4. Integrating Hierarchy and Heterogeneity Together

Hierarchy through scales and heterogeneity through form in nature is developed in various
complexities much further than the human eye can detect. In many cases, color and light transmittance
or refraction is achieved by nano-scaled ridges, combining the principles of hierarchy and heterogeneity
together. For instance, Morpho menelaus has transparent wings that are covered with micro scaled
structures forming a textured pattern that diffuse light to achieve its color (Figure 8) [73]. This is a
more efficient solution than having pigments, which in time can lose their properties or require energy
to maintain. The wings function as means of flight bodies. The micro-scaled ridges add the wings an
additional function, by having hierarchical elements. The wings being the larger-scale flight function
and the ridges being the micro-scaled colorists therefore becoming heterogeneous [74,75].
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Figure 7. Heterogeneity in a conventional roof structure showing the heterogeneous forms of the roof
and eaves.

Figure 8. From left to right: Morpho Menelaus, its wings, micro-scaled structures forming a pattern over
the wings, a single scale of Morpho Menelaus and a scale showing a few ridges giving color. Photo by
Damon On Road on Unsplash.

Hierarchy and heterogeneity can be integrated together in achieving multifunctionality into
architecture through differentiating functions at diverse scales and geometries. Similar to Morpho
menelaus, a building can host a function on its different elements situated at diverse scales and on its
functional surfaces differentiated by various geometries. For example, in conventional structures, this is
achieved through having the hierarchy of system, component, material at diverse scales added together
with surface structures as differentiated geometries. In this way, the traditional hierarchical parts of a
building are formed. Then, the material properties of the specialized surfaces, i.e., nanostructured
surfaces, are used at as small scale of the hierarchy. The material property adds heterogeneous forms
in the hierarchy and therefore the whole system achieves multifunctionality through hierarchy and
heterogeneity (Figure 9).

Figure 9. How buildings can achieve multifunctionality through integrating hierarchical building
components with heterogeneous forms of material properties.
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4. Methodology

Several research methods are used in this study to achieve multifunctionality in Bio-ABS and to
measure the benefit of implementing multifunctional Bio-ABS in buildings. These methods include
the following.

(1) Literature review, synthesis, and comparative analysis of the existing biomimetic
design frameworks.

(2) The case study of Echinocactus grusonii demonstrating a new biomimetic design framework to
achieve multifunctionality in Bio-ABS.

(3) Building performance simulation of a digital base-case building model and the case study of a
multifunctional Bio-ABS.

(4) Comparative analysis of the simulation results showing the improvement in thermal comfort
multifunctional Bio-ABS offers.

The literature review, synthesis, and comparative analysis of the existing design frameworks aim at
identifying the research gaps in developing Bio-ABS. In doing so, they draw attention to the limitations
and successes of existing frameworks to develop Bio-ABS and outline whether multifunctionality is
addressed. However, it is found that achieving multifunctionality with existing frameworks remains
a gap, and to address this, a new framework is proposed. Therefore, as a method, framework is
used in order to address the challenges faced in developing multifunctional Bio-ABS. Frameworks,
in general, provide a holistic approach to address specific problems or challenges and they present the
opportunity to be further improved as validated methodologies. To aid the framework developed,
a preliminary database is created by mapping multifunctional mechanisms of organisms through
a systematic classification as a growing source of multifunctional biological mechanisms. The new
framework presents a process to develop multifunctional Bio-ABS using the database. Furthermore,
a case study of Echinocactus grusonii (golden barrel cactus) implemented on a naturally ventilated
educational building modeled digitally is developed through the demonstration of the new framework.
This case study provides an example to use the database and framework to develop multifunctional
Bio-ABS by translating the natural design principles of hierarchy and heterogeneity.

The digital base-case building is taken from the repository of U.S. Department of Energy that
provides models for various building types. The building type selected is educational to investigate
problems associated with comfort in schools, as most existing studies focus on office and commercial
buildings [76–82]. Building performance simulation (BPS) of the digital base-case building targeting
thermal comfort through the Adaptive Comfort Model applicable to naturally ventilated buildings
is performed. The multifunctional Bio-ABS case study is implemented on the base-case building,
replacing its windows. The software used to model and simulate the base-case building and case study
is EnergyPlus. This was chosen as it provides a flexible input-output interface to model multifunctional
facades using the built-in tool Energy Management System (EMS). EMS has customizable input objects
that is suitable to model adaptive facades [79,83,84]. A comparative analysis for the BPS results of
the base-case building and Bio-ABS case study is made to draw out the improvements in comfort
multifunctional Bio-ABS offer over conventional buildings.

5. Classification of Biological Mechanisms for Multifunctionality Bio-ABS

This section presents a database mapping multifunctional properties of organisms. To do so,
we classified biological mechanisms in terms of multifunctionality. The classification is comprised of
three layers in Table 2:

(1) Named species presenting the biological system,
(2) adaptability presenting the type of biological adaptations, and
(3) multifunctionality presenting biological functional strategies divided into hierarchy and

heterogeneity sub-categories.
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Table 2. The classification parameters of biological mechanisms for achieving multifunctionality in
developing Bio-ABS.

Layer Scope Parameters

1. Species Biological system -

Scientific name -

2. Adaptability

Stimulus
Physical

Chemical

Process
Dynamic

Static

3. Multifunctionality

Environmental
factor

Heat

Light

Air

Water

Energy

Function

Maintain

Exchange

Gain

Lose

Mechanism
Biological mechanism

Functional strategy

Performance measure

3.a. Hierarchy Biological
organization scale

Pre-cellular Atom, molecule

Sub-cellular Organelle

Cellular Cell

Multicellular Tissue, organ, organism

Ecological Ecosystem, biome

3.b. Heterogeneity Adaptation type
and level

Morphological
Form
Structure
Texture

Physiological Chemical response
Trait

Behavioral
Kinetic response
Tropism
Nastic movement

5.1. Species and Adaptability Layers

The species layer comprises the name of the biological system and its scientific name. The stimulus
presents the set of triggers biological mechanisms respond to, defined as physical and chemical.
Physical stimuli refer to the internal and external environmental triggers including the changes in
environmental factors. These range anywhere from heat, light, to water content. Chemical stimuli
refer to physiological triggers detected by a receptor. Chemical stimuli promote internal responses
including changes in pH. Adaptive features of living systems occur as either dynamic or static
processes, demonstrating the kinds of changes. A dynamic process relates to motion such as behavioral
adaptations. In static processes, no change is present. Examples include nanostructured textural
features of living systems such as waxy surface structures of water lily (Nymphaeaceae) and lotus
flower (Nelumbo nucifera) keeping them dry off the water [85,86].

5.2. Multifunctionality Layer

5.2.1. Environmental Factor, Function, and Mechanism

The environmental factor refers to climatic variables that biological mechanisms control,
categorized as heat, light, air, water, and energy. For example, heat includes surface or body
temperature (referred as thermoregulation in living systems), absorption, and dissipation of heat. Light
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is related to the impact and management of solar irradiance and radiation including light intensity,
reflection, refraction, and absorption. Air is related to air and gas management including oxygen
intake, air flow and gas exchange. Water is related to water content in the body or in the air or the
surrounding environment of a living system including absorbing the moisture from the air, diffusion
of moisture, and waxy surfaces to hold moisture over the surface. Energy is related to the generation
and conservation of energy.

The function describes the control that biological mechanisms host over the environmental factors.
These include gain, lose, maintain, and exchange. Gain refers to absorbing, warming up, and enhancing;
describing an increase. Lose is the opposite of gain, referring to reflecting, refracting, cooling down,
and evaporation; describing a decrease. Maintain refers to managing, intensifying, and thermal
regulation; describing a certain variable is remained as a constant. Last, exchange refers to absorbing,
taking, and filtering; describing the simultaneous emergence of gain and lose.

The biological mechanism is the driving force of the classification that presents the functional
characteristics of living systems. Examples of biological mechanisms include self-shading areoles and
spines of cacti, and shrinking and swelling stem structures of succulents [87]. A functional strategy
refers to the performative role played by an organism’s adaptations. Examples include maximizing
the amount of light reflected, passive ventilation through altering air pressure and thermoregulation
through retaining absorbed heat [88].

5.2.2. Hierarchy

Biological organization is the hierarchical order of biological systems, extending from atoms
to biospheres Each level in the hierarchy represents an increase in organizational complexity, with
each ‘object’ being composed of the previous level’s basic unit. The basic principle behind the
organization is the concept of emergence: the properties found at a hierarchical level are not present
and irrelevant at the lower levels. In most simple terms, the biological organization level relates to
the level at which the biological mechanism is part of a living system (Figure 10). Organisms achieve
multifunctionality through having multiple functions located at their hierarchical multi-level biological
structures. To promote biomimetic strategies with multiple functions, the biological levels of those
biological mechanisms are identified. This categorization aims at presenting how diverse functions are
combined in living systems and gives clues to creating corresponding technical systems. For instance,
if a biological mechanism is situated at a cell level, it can be combined with another mechanisms that is
located at a different level such as organ or organism [34].

Figure 10. Biological organization scales.
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5.2.3. Heterogeneity

Morphological adaptions occur through the changes in the morphology of an organism. Examples
include the movement of wooden-like scales of the big pine cone (Pinus coultieri) when the water
content in the air fluctuates to manage moisture. In morphological adaptations, form is related to
the size or shape of an organism. Structure relates to a structure of an organism, as biological spatial
and structural material-systems. Examples include shell structures such as the sea urchin (Echnoidea)
and sand dollar (Clypeasteroida). Texture results from segmentation trends of biological surfaces of
an organism. Examples include thorny fruit trees such as durian, to provide self-shading with scale
structures [89].

Physiological adaptations occur through internal changes of an organism. Examples include
Crassulacean Acid Metabolism in cacti, a carbon fixation pathway where the stomata remain shut
during the day to reduce evapotranspiration, while open at night to collect carbon dioxide to diffuse
into cells. In physiological adaptations, trait relates to phenotypic characteristics of an organism as
results of the evolutionary processes. Examples include the eye color as a character of humans, while
blue, brown, and green colors are traits. Chemical processes result from internal chemical processes of
an organism. Examples include the physiology of stomatal openings facilitating gas exchange through
a pair of specialized guard cells [61].

Behavioral adaptations are changes in the behavior of an organism, mostly resulting in movement.
Kinetic response is the movement in living systems other than plants. Examples include kangaroos
(Macropodidae) licking their paws for evaporation and crouching into smaller position for decreased
heat gain. Nastic movement is plants’ response to an external stimulus (i.e., temperature, light,
and chemicals) independent from its direction. Examples include thermonasty of tulips (Tulipa),
closing and openings according to the changes in temperature and thigmonasty of wood sorrels
(Oxalidaceae) as a response to vibration. Tropism is plants’ response to an external stimulus (i.e., oxygen,
sun, and humidity) depending on its direction, as opposed to nastic movement. Examples include
hydrotropism such as tomato roots, the tendency to grow towards higher moisture content (Figure 11).

Figure 11. Examples of adaptations or characteristics from left to right; in morphology—succulent’s
form, sea urchin’s structure, durian’s thorns; in physiology—eye color trait, photosynthesis of stoma;
in behavior—licking paws for evapotranspiration, thermonasty, and phototropism.

5.3. Examples of Classified Biological Systems

In an attempt to demonstrate this systematic classification, we mapped biological systems in a
‘preliminary database’ for achieving multifunctionality in biomimetic designs (Table 3). The biological
systems are organized to present their multifunctional properties, giving insight to their hierarchical or
heterogeneous structures. The classification and the database are to be used as part of the framework
proposed in this paper further. The table presented below provides the information on an extract
(sixteen entries) from the database. The database in its current format consists of 43 entries and it is yet
to be complete as a growing source of multifunctional mechanisms of biological systems.
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Table 3. A preliminary mapping of several biological systems through the systematic classification.
(in stimulus P: physical, C: chemical; in process D: dynamic, S: static; in biological organization scales
O: organ, T: tissue, C: cell; in adaptation types M: morphological, P: physiological, B: behavioral; in
adaptation levels F: form, S: structure, TEX: texture, CR: chemical response, KR: kinetic response,
NM: nastic movement, TRO: tropism; N/A: Not available). Information is gathered from various
sources [6,8,12,13,50,89–110].

Species Adaptability Multifunctionality

Biological System Stimulus Process Function Mechanism

Biological
Organization

Scale
(Hierarchy)

Adaptation
Level

(Heterogeneity)

Adaptation
Type

(Heterogeneity)

Australian Banksia
Seeds (Banksia

attenuata)
P D Maintain/Exchange

light and heat

Managing UV radiation,
high ambient summer
temperatures by crack

openings

T P Trait

Stone Plant (Lithops)

N/A S Gain/Maintain/Lose
light

Translucent and colored
patterned epidermal

windows on the leaves
T P Trait

P D
Gain/Maintain

waterLoose/Maintain
heat

Shrinking and swelling
leaves O M F

Saharan Silver Ant
(Cataglyphis
bombycina)

P D Maintain/Lose light
and heat

Triangular reflective hair
and grooves reducing heat
absorption, reflection, and

refraction

T M TEX

Desert Snail
(Sphincterochila

boisseri)

N/A S Maintain/Lose light
and heat

Highly reflective shell
surface allowing

conduction
O P Trait

P D Maintain heat Layer of insulating air
cushion O B KR

Glass Snail
(Oxychilus

draparnaudi)
N/A S Maintain/Lose light

and heat

Glossy translucent shell
called glass house allowing

reflectance
O P Trait

Butterfly—Menelaus
Blue Butterfly

(Morpho menelaus)

P D Maintain light and
heat

Wings scale structures
allowing structural

coloration
O M TEX

N/A S Gain energy

Microscopically thin layers
of film (chitin) on wings

absorbing energy/infrared
light

O P Trait

Bark of Trees

N/A S Maintain light and
heat

Tannins on the bark surface
managing optical

properties through
nanostructures

T P Trait

N/A S
Maintain air, light,

and heat
Lose light and heat

Rough bark surface
producing shadowed areas

amongst the illuminated
ones, stimulating
convection of air

T M TEX

Cactus-Barrel cactus
(Echinocatus

grusonii)

P D Maintain water
Lose light and heat

Swelling and shrinking
cortex achieving high

surface to volume ratio
through the ribs structured

stem

O M F

N/A S Lose light and heat
Self-shading areoles and

spines over the cortex
epidermal layer

T M TEX

Stoma C D Exchange heat, air,
and light

Microscopic and permeable
stomatal openings C P CR

Camel (Camelus)

P D Maintain/Exchange
light and water

Open/closed configurations
of the shell T B KR

P D Maintain/Lose heat
Exchange water

Hygroscopic nasal passages
cooling exhaled air during
night and extracting water

vapor from air

T P Trait

Spurge (Euphorbias) N/A S

Maintain heat and
water

Lose heat
Gain water

Managing water content
and heat through waxy

surface covering the stem
T P Trait

Rhododendron
Leaves

P D
Maintain/Gain heat

Maintain water
Lose light and heat

Curling movement of the
leaves triggered by heat

allowing the reduction of
the total quantity of light

absorbed by the leaf

O B TRO

Fern Leaves
N/A S Maintain/Lose light

Gain energy

Special structures
absorbing solar radiation,

and managing light by
reflection and refraction

C P CR

C D Exchange air and
water

Permeability of outer leaf
surface allowing diffusion C P CR
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Table 3. Cont.

Species Adaptability Multifunctionality

Biological System Stimulus Process Function Mechanism

Biological
Organization

Scale
(Hierarchy)

Adaptation
Level

(Heterogeneity)

Adaptation
Type

(Heterogeneity)

Polar Bear (Ursus
maritimus)

N/A S Gain heat light
Maintain/Lose light

Long, transparent, hollow
guard hairs scattering and

reflecting sunlight
T M TEX

N/A S Maintain light and
heat

Dense underfur, darkly
pigmented skin, and

blubbering
T P Trait

Big pinecone (Pinus
coulteri) P D Exchange water, air,

and light

Movement through the
material capacity of

wooden scales
T M TEX

Succulents P D
Gain/Maintain

water
Lose light and heat

Swelling and shrinking
cortex achieving high

surface to volume ratio
O M F

6. Developing a Framework to Achieve Multifunctionality in Bio-ABS

To achieve multifunctionality in Bio-ABS, a framework called the ‘Multi-Biomechanism Approach’
is proposed. This is a top-down approach focusing on technical problems to be solved through
biological inspiration. It is comprised of four stages (Figure 12):

(1) Identifying a technical problem.
(2) Selecting a biological solution.
(3) Achieving multifunctionality.
(4) Developing a biomimetic strategy.

Each stage is comprised of sub-stages, which are facilitated by the classification of multifunctional
biological mechanisms as outlined in Table 3. Stage one is comprised of the two sub-stages of selecting
a base-case scenario that includes a location, the climate, and the performance analysis of that base-case
scenario and identifying functional requirements to improve the performance. Stage two is comprised
of matching functional requirements of the base-case scenario with a corresponding biological system
found in the database. A suitable biological system with multifunctional properties is selected to
serve as a case study. Stage three is comprised of outlining the properties of the chosen biological
system as hierarchical and heterogeneous structures to achieve multifunctionality. This includes the
identification of biological organization scales, adaptation levels and types of the chosen biological
mechanisms. Stage four is comprised of designing a Bio-ABS with functions at diverse scales and with
different geometries. In doing so, several configurations of the Bio-ABS are produced, and actuation
mechanisms are presented that deliver climate-adaptability. Further details on how to perform the
stages of the framework are described thoroughly in the following sections of this paper with a case
study demonstrating its use.

6.1. Stage 1: Identifying Technical Problems

The identification of technical problems involves identifying optical, acoustic, and energetic
controls over a base-case scenario. This is achieved through selecting location, climate, and a base-case
building to identify functional requirements. A performance analysis of the base-case is proposed to
define the functions required, such as through building performance simulation. The functions defined
are suggested to use a simplified language as maintain, exchange, lose, and gain; of the environmental
factors as heat, light, air, water, and energy. For instance, results of a performance analysis may suggest
that cooling energy loads are relatively high. This indicates heat regulation through the function lose
can be investigated as thermoregulation in organisms.
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Figure 12. The multi-biomechanism approach and its stages. (1) Identifying technical
problems, (2) investigating biological solutions, (3) achieving multifunctionality, and (4) developing
biomimetic strategies.

6.2. Stage 2: Investigating Biological Solutions

The second stage is to find solutions in nature that respond to similar problems as identified in
Stage 1. This stage is comprised of matching functional requirements, investigating corresponding
biological mechanisms, and selecting biological models. To match functional requirements between
the base-case building and nature, the same terms for functions (maintain, exchange, lose, and gain)
and environmental factors (heat, light, air, water, and energy) are suggested to be used.

6.3. Stage 3: Achieving Multifunctionality

The third stage is to achieve multifunctionality through selecting multiple biological mechanisms,
situating mechanisms at diverse scales, and developing actuation mechanisms. Multiple biological
mechanisms whether they belong to the same biological model or not, should be selected to develop
a multifunctional system. The significance in this stage is to employ hierarchy or heterogeneity as
drivers. This means either situating the selected mechanisms at diverse scales, or selecting diverse
types of morphological, physiological, or behavioral adaptations in a heterogeneous structure.

6.4. Stage 4: Developing Biomimetic Strategies

The final stage is developing biomimetic strategies, comprised of developing a façade design,
selecting smart materials as actuators, and producing configurations. For example, the Stone Plant
(Lithops) maintains light levels through its translucent and colored structures. This mechanism can be
transferred as a texture changing its light transmittance. Moreover, the opening movement of stomata

157



Buildings 2020, 10, 114

is a dynamic process that relates to a motion happening at a cellular scale. These mechanisms can be
combined together and translated into a potential Bio-ABS design.

7. The Case Study of Echinocactus grusonii

This section describes the case study of a multifunctional Bio-ABS following the four stages of the
Multi-Biomechanism Approach. The case study of Echinocactus grusonii is implemented on a digital
reference building through translating its multifunctional properties using the concepts of hierarchy
and heterogeneity. Further on, building performance simulation of the base-case building before and
after implementing the multifunctional Bio-ABS case study is conducted. A comparative analysis of
the simulation results is presented showing the performance improvements.

7.1. Stage 1: Identifying Technical Problems

To determine the technical problems in a base-case scenario, a climatic context with a location and
reference building must be selected. A base-case scenario is selected in Sydney, Australia, with humid
warm temperate climate characterized by warm summers and cool winters [111]. A digital reference
educational building from the United States Department of Energy repository was selected to serve as
a base-case model [112]. The building type selected is educational to investigate problems associated
with comfort in schools, as most existing studies focus on offices and commercial buildings [78–84].
The reference building was located in Atlanta, USA, as Atlanta shows climatic similarity to Sydney.
It is anticipated that the geometry of the reference building is suitable for a similar climate.

The reference building is simulated using the software EnergyPlus, in which the building was
already modeled. The simulation results are presented further in this section in ‘7.5. Comparative
analysis of environmental performance evaluation’. As results of the simulation, technical problems in
the building are identified. The technical problems are defined as excessive heat, need for cooling, and
high solar gains. The problems are revised using the simplified language specified in the framework.
The translation of excessive heat is described as to lose and maintain heat, the need for cooling as to
gain and exchange air, and high solar gains as to lose and maintain light (Table 4).

Table 4. Defining technical problems as functional requirements.

Technical Problem Functional Requirement

Excessive heat Lose/maintain heat
Need for cooling Gain/exchange air
High solar gains Lose/maintain light

7.2. Stage 2: Investigating Biological Solutions

A search for the functional requirements resulted with several biological systems including
Echinocactus grusonii, Pinus coultieri, and succulents. The search for three different functions in the
database is performed to investigate various biological mechanisms. The first function (air regulation)
results with 11 entries including Echinocactus grusonii, big pine cone (Pinus coulteri), stomata, succulents,
and barnacles (Chthamalus stellatus). The second function (light regulation) results with 33 entries
including Echinocactus grusonii, Pinus coulteri, succulents, Mimosa pudica, Lithops, and Saharan silver
ant (Cataglyphis bombycina). The third function (heat regulation) results with 43 entries including
Echinocactus grusonii, Pinus coulteri, stomata, succulents, Mimosa pudica, Lithops, and Cataglyphis
bombycina. The functions are as listed below.

(1) Function IN (‘Exchange’, ‘Gain’) AND ‘Environmental Factor’ = ‘Air’,
(2) Function IN (‘Lose’, ‘Maintain’) AND ‘Environmental Factor’ = ‘Light’
(3) Function IN (‘Lose’, ‘Maintain’) AND ‘Environmental Factor’ = ‘Heat’

As results of the search, three biological systems are found in the intersection with corresponding
strategies. These are Echinocactus grusonii, Pinus coulteri, and succulents. In addition, cacti and
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succulents have their stomatal openings situated on the external layer of their epidermis, which forms
a hierarchical adaptation at a smaller scale of the stem. In Pinus coulter, stomata are situated on the
leaves that are part of the tree instead. Pinus coulteri exchanges water, air, and light by a response
to moisture. It presents a movement through the movement by the wooden scales, which results in
one type of morphological adaptation as a texture. Succulents gain and maintain water; lose light
and heat through swelling and shrinking cortex, similar to cacti. However, this results in one type of
morphological adaptation as a form of an organ. However, Echinocactus grusonii not only achieves
what succulents do through a similar adaptation with a different form, and have their stomata on their
stem different to pine cone, but it also loses light and heat through its self-shading areoles and spines.
This additional morphological adaptation is a texture. Therefore, Echinocactus grusonii is chosen among
the three biological systems as it provides two morphological adaptations at diverse hierarchical scales
(organ and tissue) and has different textural heterogeneous structures (areoles and spines).

Some of the adaptations of Echinocactus grusonii involve the swelling and shrinking movement
and high surface-to-volume ratio of the stem, self-shading areoles, and spines over the cortex as a
morphology; and the microscopic stomatal openings as physiological mechanisms (Table 5). The cactus
stem swells, shrinks, and maintains a high surface-to-volume ratio, through the unique ribs structure.
Studies show that Echinocactus grusonii can expand up to 54% of its initial surface area [105,109]. At the
shrunk state, self-shaded areas in between the ribs help cool the surface temperatures down. The
surface-to-volume ratio increases as the cactus gets larger, losing heat and light. There are areoles on
the cortex out of which grow spines, self-shading and creating cooler microclimate. Studies show that
Echinocactus grusonii can achieve up to a difference of 17 ◦C in winter and 25 ◦C in summer between the
surface and air temperatures through these morphological adaptations [64]. Stomata are microscopic
pores on leaves to transpire water and exchange air and heat, but in cacti they are placed directly on
the stem. Echinocactus grusonii has 15 to 70 stomata per square millimeter [103].

Table 5. Echinocactus grusonii and its properties. (in stimulus P: physical, C: chemical; in process D:
dynamic, S: static; in biological organization scales O: organ, T: tissue, C: cell; in adaptation types M:
morphological, P: physiological; in adaptation levels F: form, TEX: texture, CR: chemical response; N/A:
Not available).

Species Adaptability Multifunctionality

Biological System Stimulus Process Function Mechanism

Biological
Organization

Scale
(Hierarchy)

Adaptation
Type

(Heterogeneity)

Adaptation
Level

(Heterogeneity)

Cactus-Barrel cactus
(Echinocatus

grusonii)

P D Maintain water
Lose light and heat

Swelling and shrinking
cortex achieving high

surface to volume ratio
through the ribs structured

stem

O M F

N/A S Lose light and heat
Self-shading areoles and

spines over the cortex
epidermal layer

T M TEX

Stoma C D Exchange heat, air,
and light

Microscopic and permeable
stomatal openings C P CR

7.3. Stage 3: Achieving Multifunctionality

The mechanisms of Echinocactus grusonii are situated at diverse scales of biological organization
and differentiated morphologies. For example, the swelling and shrinking cortex is a morphological
adaptation that hosts the function of losing heat by the differentiated form of the ribs’ structure
covering the cortex over the spherical stem. This is an example of heterogeneity in nature. Moreover,
the self-shading areoles and spines are morphological adaptations as a differentiated form of texture
over the ribs presenting heterogeneity. On the other hand, the microscopic stomatal openings operate as
physiological adaptation. All three adaptations are situated at different scales of biological organization:
stomatal openings at the cellular level and areoles and spines at the tissue and ribs structured cortex
at the organ levels. This shows an example for hierarchy in nature. Therefore, the translation of the
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cortex can be activated by heat and light. Being at the largest level among the mechanisms, it may be
transferred into a larger spatial scale. The translation of the stomatal openings may work in conjunction
with the ribbed stem, regulating heat and light. This mechanism can be transferred as openings at a
medium-level spatial scale for air intake, activated by temperature. The areoles and spines regulate
light through creating a texture over the cortex, activated by light. This mechanism can be translated at
a smaller scale such as sub-component (Figure 13).

Figure 13. Multifunctionality through hierarchy and heterogeneity in Echinocactus grusonii.

7.4. Stage 4: Developing Biomimetic Strategies

The selected mechanisms of Echinocactus grusonii are translated into a façade design to improve the
performance of the base-case scenario. The ribbed stem is translated into a morphology regulating heat
by expanding and contracting triggered by temperature difference. As the form of a stem is a sphere
but through giving it dimension by the ribs, it becomes geometrically heterogeneous and hosts another
function of shading. This achieves cooling between the ribbed surfaces instead of reaching extreme
temperatures otherwise without ribs. The self-shading areoles and spines texture is translated into an
opacity-changing glazing (photochromic) regulating light and solar gains triggered by solar radiation.
The photochromic glazing chemically changes its properties various solar heat gain coefficient and
visible light transmittance values to different levels of solar irradiance [113]. This is similar to having
an additional function through heterogeneous surface properties. The heterogeneous morphology
and the hierarchical shading material together achieve multifunctionality. The stomata are translated
into openings regulating heat and air triggered by heat for ventilation. This presents hosting another
function by hierarchy and combine with the other two mechanisms interdependently, as it is linked to
the ribbed morphology. Therefore, the design hosts two functions at its hierarchical and heterogeneous
structure (Figure 14).

The Bio-ABS design is a folding module with an expanding and contracting mechanism activated
by temperature difference through the use of thermally restrictive smart material of shape memory
alloys (SMAs). SMAs change their length when exposed to differences in solar radiation levels [114,115].
Through this morphology, the design forms a ribbed structure while creating openings for ventilation.
The opening’s size is controlled by the actuator’s displacement, as a percentage of contraction in
length. The component is formed by isosceles triangle shaped creases connected by mountain folds
and divided into two identical creases by valley folds. The design is a symmetric double-line vertex of
degree 6-case rigid origami with a hexagonal base, as hexagon offers improved mechanical properties.
The double-line technique allows the creases to have a gap for material thickness. Folds allow the
component to change its shape while keeping the triangular creases rigid. A selected material placed
in the central point can trigger the system with by a pull and push force into a pattern similar to the
biomechanics of the rib structure of Echinocactus grusonii. The second function is achieved by color
changing smart materials called chromogenics that present an example for functional surface material
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properties. A study on visualizing the façade on the base-case reference building through replacing its
windows with 188 modules is presented in Figure 15.

Figure 14. Movement and dimensions of the façade module in elevation and section, where red
arrows represent the displacement of valley folds and green arrows represent the displacement of
mountain folds.

Figure 15. The pattern the Bio-ABS module, with various changing configurations, when implemented
on the reference building’s windows consisting of 188 modules; from left to right opening ratio increases
and from bottom to top glazing opacity decreases.

The aesthetics of this system exist in the built and designed realm, for instance, the dynamic shading
façade on the Al Bahar Tower in Abu Dhabi [116]. However, the operation and performance of this
design differ significantly, in that they manage multiple parameters (ventilation and shade). As another
difference, this design integrates the smart materials of shape memory alloys and photochromic
cells within its mechanisms and therefore having a passive operation of the system. As such, Al
Bahar Towers are automated through building management system (BMS) that uses electricity [116].
Therefore, most designs in the area with similar constructions are active, meaning they are operated
by electricity [116,117]. Those designs are mostly programmed to operate at certain situations and
therefore they are not considered as fully climate adaptable. The morphological movement of the
origami folds is known, while the parameters that control the movement are unique, including the
thermally activated pull and push through the central point. Another difference is the integration of
hierarchical scales and heterogeneous material properties into this design. Most existing similar designs
perform a single function and do not consider the integration of multi-scale and multi-dimension
transferred from the natural design principles of hierarchy and heterogeneity, respectively.

161



Buildings 2020, 10, 114

7.5. Comparative Analysis of Environmental Performance Evaluation

To quantify the performance improvement Bio-ABS offer, a comparative analysis with the base-case
building is done through building performance simulation. Only one thermal zone, a classroom is
modeled to simplify the process (Figure 16). The ventilation type is switched to natural ventilation from
mechanical ventilation to determine thermal comfort through the Adaptive Model. Glazing type and
its thermal properties, aperture ratio, and ventilation rate are compliant with National Construction
Code (NCC) of Australian Building Codes Board (Table 6) [118,119].

Figure 16. Base-case building.

Table 6. Performance descriptors of the base-case building.

Performance Descriptor Value Reference

Lighting load 8 W/m

[118,119]

Equipment load 5 W/m
Occupants density 0.4 people/m

Ventilation operation schedule Temperature
Window-to-wall ratio 40%
Glazing opening ratio 25%

Glazing thermal transmittance 1.786 W/m2K

Glazing solar heat gain coefficient 0.39

[112]
Floor area 97 m

Zone volume 388 m
Floor-to-ceiling height 4 m

External walls thermal resistance 1.469 W/mK

Air change rate 7.5 ac/h [120]

Building performance simulation is performed to determine thermal comfort analysis of the
base-case building using EnergyPlus. The climate file used is available at EnergyPlus Weather for
Sydney IWEC (International Weather for Energy Calculations) station number 947,670. Thermal
comfort is calculated through the adaptive model and found that according to 90% Acceptability Limits
(A.L.), 74.03% of the time occupied does not fall in the comfort zone with 1588 h of discomfort and
according to 80% A.L., it is 38.14% with 818.25 h of discomfort (The calculation follows the presence
of occupants on a daily basis in weekdays from 08:00 am to 16:00 pm by a fraction of 0.75 and from
16:00 pm to 21:00 pm by a fraction of 0.15) (Table 7).

Table 7. Comfort analysis of the base-case building.

Analysis Type Acceptability Limits Discomfort Hours Discomfort Ratio

Adaptive thermal
comfort

90% 1588 h 74.03%
80% 818.25 h 38.14%

The simulation results are analyzed to understand the causes for increased discomfort ratio.
The results show that maximum values for indoor temperatures are calculated as 37 ◦C for mean radiant
and 38 ◦C for operative and air temperatures. This suggests that the maximum temperatures are above
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the limits for temperature, that is, 33–33.5 ◦C. Moreover, the windows and infiltration are identified as
the causes for heat loss with values of 18 kWh/m2 and 41 kWh/m2, respectively. The evaluation shows
that the base-case building suffers high temperatures and excessive heat gains. This suggests that solar
gains negatively impact comfort in the building and the regulation of heat and light must be addressed
to improve the performance (Figure 17).

The windows of the base-case building are replaced with the Bio-ABS design and the performance
is analyzed through simulation. The multifunctional Bio-ABS is modeled in EnergyPlus using its
feature EMS, that integrates customizable input–output objects and allows using if statements. The
photochromic (PC) glazing is modeled with its four states changing the solar heat gain coefficient
(SHGC = 0.508, 0.396, 0.325, 0.238) and visible light transmittance (VLT = 0.595, 0.446, 0.341, 0.238) with
a fixed thermal transmittance (U-value = 1.786 W/m2K). The U-value of the base-case building and the
case study are the same. The SHGC and VLT of the base-case building are calculated as the average
values of the four states of the case study. The properties of the PC glazing are taken from a previous
study outlining the performance improving PC glazing systems for the chosen climatic context [82].
The properties of the morphology triggering Shape Memory Alloys (SMAs) are set to demonstrate a
comparable case against the base-case, which provides the same window opening ratio (25%) with a
corresponding SMA displacement ratio. Other properties of the SMA including the actuation (18 ◦C)
and de-actuation temperatures (60 ◦C) are determined to provide an adaptable system operated by
changes in temperature. The simulation results after replacing the base-case building’s windows with
the Bio-ABS show a decrease in discomfort hours by 23.18% for 90% A.L. and 5.09% for 80% A.L.
(Figure 18).
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Figure 17. Indoor temperature analysis of the base-case building, where the gray line presents the
maximum, red line presents the mean and the green line presents the minimum values.

The mean values for the indoor temperatures of mean radiant, mean operative, and mean air
temperatures are decreased (Figure 19). The mean value for MRT is decreased by 2.23 ◦C, the mean
value for operative temperature is decreased by 2.76 ◦C, and the mean value for air temperature
is decreased by 3.28 ◦C. Overall, the implementation of this multifunctional Bio-ABS improves the
thermal comfort in an educational building in Sydney. This study has focused on the integration of a
PC glazing and SMA activated ventilation with set values for its performance descriptors (i.e., actuation
temperature, SHGC, VLT). Further work could investigate different living systems, their functional
transfer into multifunctional engineered designs, consider different performance descriptors of Bio-ABS,
and simulate their environmental performance.
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Figure 18. Comparative analysis in thermal comfort between the base-case building and the
multifunctional Bio-ABS case study.
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8. Conclusions

This paper presents a framework for achieving multifunctionality in Bio-ABS. It does so by
translating hierarchy and heterogeneity from nature into architecture. A systematic classification to
map biological systems from the perspective of how they host multiple functions in their heterogeneous
multi-level structures is presented. Several biological systems are mapped using the classification to
define a “preliminary database” to categorize biological data. This database could be expanded over
time to create a systemic collection of biological information as a resource for biomimetic design.

Hierarchy and heterogeneity in nature are described and their transfer into designs can achieve
multifunctionality. Hierarchy is described as having multiple scales and heterogeneity as multiple
geometric differentiations. Their transfer into Bio-ABS is proposed through a framework named
the “Multi-Biomechanism Approach”, that uses the systematic classification. The framework is
demonstrated through the case study of translating Echinocactus grusosnii and three of its many
biological adaptations: rib structured cortex, self-shading areoles and spines, and microscopic stomatal
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openings. A Bio-ABS design is presented showing how the hierarchical features of the areoles, spines,
and stomatal openings, as well as the heterogeneous form of the ribs structure can be translated into a
biomimetic strategy integrated in a building skin.

The base-case building and the case study of the multifunctional Bio-ABS replacing the windows
of the base-case building are simulated to calculate their performance. The comparative analysis of
the results show that Bio-ABS offer improved comfort both for 80% and 90% Acceptability Limits
according to Adaptive Comfort Model. The mean value for MRT is decreased by 2.23 ◦C, the mean
value for operative temperature is decreased by 2.76 ◦C, and the mean value for air temperature is
decreased by 3.28 ◦C. Overall, the results after replacing the base-case building’s windows with the
Bio-ABS show a decrease in discomfort hours by 23.18% for 90% Acceptability Limits and 5.09% for
80% A.L. for adaptive thermal comfort.

As results of the work carried out and the findings, this research draws attention to
multifunctionality in nature and in engineered designs, particularly of Bio-ABS, and promotes
biomimetic design as a promising approach to be taken to develop environmentally sustainable
building systems. This study attempts to point out the significance of the “natural design principles”
and their limited application in architecture. However, it is limited to the translation of hierarchy
and heterogeneity, excluding others that may help achieving multifunctionality, which further work
can focus.
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Abstract: (1) Background: On the Internet, we can find the guidelines for homemade air purifiers.
One of the solutions includes the use of a low-cost ozone generator to decrease the level of odors
and biological contaminants. However, the authors do not notify about hazardous effects of ozone
generation on human health; (2) Methods: We elaborated our test results on the bacterial and fungal
aerosol reduction by the use of two technical solutions of homemade air purifiers. First, including a
mesh filter and ozone generator, second including an ozone generator, mesh filter, and carbon filter.
(3) Conclusions: After 20 min of ozone generation, the concentration of bacteria decreased by 78%
and 48% without and with a carbon filter, while fungi concentration was reduced in the lower range
63% and 40%, respectively. Based on our test results, we proposed a precise periodical operation of
homemade air purifier to maintain the permissible level of ozone for the occupants.

Keywords: IEQ; bioaerosols; airborne bacteria; airborne fungi; ozone; portable air purifier;
ozone generation

1. Introduction

As we spend about 90% of our lifetime inside, indoor air pollution appears as one of
the most harmful threats these days. One of the crucial indicators of indoor air pollution is
bioaerosols. These biological particles are one of the risk factors bringing adverse health effects [1,2].
Biological aerosols are a broad category of airborne particles, comprising all particles having a biological
source. One group includes bacteria, fungi, viruses and pollen suspended in the air, while the second
includes biomolecules (toxins, debris from membranes such as lipids and proteins) [3]. This kind of
aerosol has been linked to various health effects from allergic, through infections, to toxic reactions [4–8].

In order to improve air quality by reducing bioaerosols in the environment, air purifiers are used.
There are many air purifiers on the market. In particular, mobile devices have the advantage of being
independent of integrated installations and can also be used in buildings where no air conditioning has
been installed. Furthermore, they are considered to be an alternative way of treating hazardous and/or
odorous pollutants in buildings that cannot be fully remediated at reasonable costs [9]. The typical
method of air cleaning is filtering. The most common material is high-efficiency particle-arresting
(HEPA) filters or carbon, often used in activated modifications [9]. Generally, air purifiers recommended
by the Association of Home Appliance Manufacturers (AHAM) meet the 80% effectiveness criterion
for small particles (e.g., environmental tobacco smoke—ETS). Shaughnessy et al. [10] underlined that
meeting this criterion for all particles is difficult because specific air cleaner effectiveness depends on
three key elements—room size, clean air delivery rate (CADR), and particle-size category. The authors
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pointed to three particle types crucial for effectiveness evaluations: environmental tobacco smoke (ETS)
(particle size range, 0.09–1.0 μm diameter); dust (particle size range, 0.5–3.0 μm diameter); and paper
mulberry pollen (particle size range, 5–11 μm diameter). The particle removal effectiveness depending
on these three parameters can vary from 19% to 99%. Portable air purifiers can run on various
technologies, including mechanical filters, electrostatic precipitators, ion generators, hybrid filters,
gas phase filters, and ozone generators [11]. Many devices and appliances dedicated to indoor use
release ozone either intentionally or unintentionally [12]. Siegel [13] pointed out that a device intended
as an air cleaner that intentionally emits any compound into indoor air should not be considered a
true air cleaner because the contamination can outweigh any air cleaning benefits. However, very
often, commercial ozone generators are marketed as air purifiers [14]. Among various mechanisms,
the ozone generators aim to improve the microbiological quality of air, reducing the levels of fungi,
bacteria, and viruses present in the environment by over 80% [15]. Some have claimed that ozone can
oxidize airborne gases, and even particulates, to simple carbon dioxide and water vapor [16].

The literature reports several tests on air purifiers reducing levels of bioaerosols in indoor
environments (Table 1). In these studies, the effectiveness of air purifiers is defined as the percentage
of reduction in pollutant concentration in a room of interest [17,18]. Some studies have examined
the efficacies of air purifiers in indoor environments with a single dominating emission source,
such as cat/dog allergens [19–21]. Others investigated the effectiveness of air filtration in lowering
concentrations of air pollution in educational [22,23] and residential buildings [24,25].

Air purifiers generally cost about USD 200 to 500, but can go over USD 1000. Replacement filters
and filter sets typically cost from USD 30 to 100, depending on the brand and model of air purifier [26].
Currently, technological progress and the availability of various technical solutions allow one to build a
homemade air purifier and purchase for USD 25–50. On the internet (YouTube), movies on homemade
air cleaners can be found—some recommend an ozone generator as an effective way to remedy the
problem of odors and bacteria. However, we should put forward the question regarding the safety of
such a solution.

As opposed to publications complimenting the ozone-generating devices to improve indoor air
quality (IAQ), some studies cited US EPA the Consumers Union statement that “Air cleaners that generate
ozone intentionally should not be used indoors” and focus on potentially deleterious consequences of
overexposure to ozone as a public health concern [16,27]. For example, Britigan et al. [27] examined
thirteen air purifiers and pointed out that ozone generators can produce O3 levels above public health
standards. Except for measurements indoors, in cars or airliner cabins [27,28], the tests with personal
air purifiers (PAP) were done [27,29]. All skeptical publications underline that O3 emission rates can
maintain levels over public health standards, particularly in urban areas where ozone levels are already
elevated as a result of outdoor emission. They also underline the susceptibility of the elderly, children,
and persons with chronic diseases to ozone emissions.

Among the documented health effects of exposure, there is an increased risk of deaths and illnesses
due to respiratory diseases (including asthma and chronic obstructive pulmonary disease—COPD) and
cardiovascular diseases. A separate issue is occupational exposure to ozone, which arises, among others,
for example, during working with office devices, such as photocopiers, printers, or projectors [12,30].

Due to the rapidly changing conditions, ozone concentrations are usually provided as 1 h,
8 h, 1 month, and annual averages [12]. In order to protect human health, the World Health
Organization (WHO) has provided a guideline value of 100 μg/m3 as the maximum 8 h mean ozone
concentration [31]. However, governmental organizations have issued various recommendations or
standards for ozone. According to current Polish regulations of the Ministry of Family, Work, and
Social Policy defining the highest permissible concentrations and intensities of agents harmful to health
in the work environment [32], the highest permissible concentration of O3 by 8-h exposure is 150 μg/m3

(0.06 ppm = 60 ppb). The U.S. Occupational Safety and Health Administration (OSHA) established a
permissible exposure limit (PEL) of 100 ppb (241 μg/m3) for an 8-h exposure and short-term exposure
limit (STEL) of 300 ppb (723 μg/m3) for a 15-min exposure [27]. The most restricted values are in
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Canada. The Health Canada recommends a residential maximum exposure limit of 40 μg/m3 (20 ppb)
ozone, based on an averaging time of 8-h [33]. The WHO working group puts O3 in the second group
of potential interest as a pollutant, possibly carcinogenic to humans [34].

Table 1. Selected air cleaning devices.

Device Mechanism Reduction References

Ozone generator

With prefilter, primary glass
media filter, a 0.45 kg granular

activated carbon filter, ion
generating pulsating section,
and ozone generating section

Dust 29% ± 1%
Total spores 42% ± 14%

Viable spores 38% ± 29%
[35]

AS150G(Wein Products, Inc.
(Los Angeles, CA, USA)),

AS150GX(Wein Products, Inc.
(Los Angeles, CA, USA)),

AS250B(Wein Products, Inc.
(Los Angeles, CA, USA)),

AS1250((Wein Products, Inc.
(Los Angeles, CA, USA),

VI-2500 (Wein Products, Inc.
(Los Angeles, CA, USA)

Ionic air purifiers
Respirable bacteria 50% after

15 min
almost 100% after 1.5 h

[11]

Not commercial device Negative ion emitter and
HVAC filter

Bacteria 75–85%
(20% without ion emitter)

Fungi 80–90%
(40–60% without ion emitter)

[36]

Air purifier (model AX9000,
Samsung,

Suwon, Korea)

HEPA filters for air filtration
and is reported by the

manufacturer to have a Clean
Air Delivery Rate (CADR) up

to 1000 m3/h.

Endotoxin 29%–37% [17]

Not commercial device HEPA filter device and UV
filter Bioaerosols 79%–82% [37]

Aerobiotix Illuvia 500uv
system (Aerobiotix, West

Carrollton, OH, USA)

Combining HEPA filtration,
zirconium-based

Photochemical oxidation, and
germicidal UV irradiation

Bioaerosols 41% [38]

Philips AP (AC3256) Equipped with a HEPA and an
activated carbon filter Cat and dog allergen 60% [21]

Pure Air XL® PU6020F0
model Rowenta

HEPA filters Cat allergen 35% [20]

On the other hand, some authors considered the ozone levels from 0.08 (190 μg/m3) to 3 ppm
(7230 μg/m3) in the environment as toxic and it has been associated with various adverse health effects,
including the formation of reactive oxygen species (ROS), reduction in lung function induced airway
inflammation through the infiltration of neutrophils and macrophages in both healthy individuals,
and those who already have some kind of respiratory disease, exacerbation of respiratory illnesses,
and increased rates of hospital admissions [15,39].

The review of available literature data confirms well-known knowledge that the emission of
ozone is a very effective sterilization process, killing viable bacteria and fungi suspended in indoor
air. Unfortunately, ozone is a toxic gas. Therefore, the exposure to ozone must be strongly limited.
It should be underlined that the sterilization of indoor air using ozone, especially when people are
present in the indoor environment, can be performed only using a device continuously sampling air
and sterilizing it inside this instrument. It is easy to understand that although the idea of such a device
is quite simple, it is difficult to construct such an instrument which should meet different expectations.

The main objective of our study was to verify whether low-cost ozone generator equipped with a
mesh and carbon filter will meet the following expectations: (1) high sterilization efficiency, (2) low
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emission of ozone, guaranteeing the concentration of ozone in the indoor environment meeting health
standards and, (3) relatively low cost of the designed air purifier. In this paper, we report our work in
this field. The following sections describe the experimental procedure, key results, and implications of
these measurements.

2. Materials and Methods

2.1. Research Room and Experimental Conditions

The challenges associated with the non-uniform distribution of bioaerosols point to the
experimental measurements being an appropriate method to evaluate the efficiency of portable
air purifiers. For comparison of bioaerosol reduction with the use of a mobile air cleaning device,
multiple experiments need to be conducted for the same environmental boundary conditions. For a
residence in a house, they vary significantly due to the stochastic nature of external weather conditions,
but in the laboratory environment, these parameters can be controlled [40]. Generally, airtight test
chambers have mostly been used for the ranking of the individual air purifiers. Unfortunately, the
mixtures of typical air pollutants introduced in the chamber at selected concentrations have higher
concentrations than those of indoor environments [41]. In Polish apartments, an average bedroom,
primarily a child bedroom, is characterized by a surface area of approx. 9 m2, so in our study, we
used a laboratory room with a similar area equipped with a fume hood, both characterized in Table 2.
During the test, environmental parameters, including temperature, relative humidity, PM10, and
CO2 concentrations, were reported. An automatic portable monitor (model 77535, Az Instruments
International Ltd., Hong Kong, China) connected to a PC with RS232 software installed was used to
monitor the temperature, relative humidity, and CO2 concentrations. For PM10 monitoring, the TSI
SidePak AM510 Personal Aerosol Monitor (TSI, Inc., Shoreview, MN, USA) was used. The SidePak is a
portable, battery-operated device using a built-in sampling pump that continuously measures PM10.
It uses the method of laser scattering and has proven useful in measuring exposure particles within
the sampling area [42]. According to Mahyuddin et al. [43], one sensor in a room with a <100 m2

floor area has significant p-value relationships. Both monitors displayed and recorded in real-time the
measurements of environmental parameters in the laboratory room (Table 2), which allows recorded
data to be downloaded for analysis. The sampling interval was 1 min.

Table 2. Characteristics of laboratory room, fume hood, and environmental conditions.

Parameter Fume Hood Laboratory Room

Length, m 1.4 3.8
Height, m 1.3 3.2
Width, m 0.7 2.5

Volume, m3 1.3 30.4

Environmental conditions Average SD

Temperature, ◦C 18.6 0.5
Relative humidity, % 39.1 3.9

PM10, μg/m3 20.0 5.0
CO2, ppm 363.6 22.5

2.2. Air Purifier

The air purifier used in the study (Figure 1) includes VENTS, TT 150 duct fan (1), mesh filter
(2), ozone generator (3), carbon filter (4). For the measurements of ozone concentrations, two air
sampling pumps model 224-PCMTX8–SKC (SKC Inc., UK) (5), and set of scrubbers for collecting air
samples for ozone determination according to [44] (6) were used. The fan (1) is used to induce constant
flow through the air purifier. The mesh filter (2) is used to decrease the concentration of particulate
matter (PM), it provides good filtration efficiency down to sizes of 2 to 10 μm [45].
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Figure 1. Construction of air purifier used in the study.

Next is the ozone generator to sterilize the air from bacteria and fungi. Ozone was emitted by
generator model OG-CP-7G with yield 7000 mg/h. It has to be underlined that commercial air purifiers
are characterized by ozone emission rates from 16 μg/h to 220 mg/h [27,46]. Our low-cost solution is
characterized by a significantly higher emission rate of ozone, so undoubtedly will be characterized by
a high reduction in bioaerosols, but its high ozone emission can have a negative impact on the health
of occupants.

The air purifier was operated in two modes. The first mode included the airflow through the fan
(1), mesh filter (2), and ozone generator (3), while the second mode included the assembling of carbon
filter (4) after ozone generator (3). The carbon filter was used to reduce the ozone emission into the
laboratory room. The standard parameters of the carbon filter included: the mass of the activated
carbon filter (90 g), the granulation of the activated carbon filter (0.5–1.0 mm), the specific surface of the
activated carbon filter (900 m2/g), and the cross-sectional area of the activated carbon filter (0.042 m2).
The carbon filter was added to reduce the O3 emission into the laboratory room, but the use of a carbon
filter substantially decreases the air velocity (Table 3).

Table 3. Characteristics of air purifiers with and without carbon filter.

Parameter
Air Purifier

without Carbon Filter with Carbon Filter

Average air velocity through the air purifier, m/s 1.43 1.18
Average airflow through the air purifier, m3/h 218 180

The number of the air exchange rate in the room, h−1 7 6

2.3. Bioaerosol Determination

The bacterial and fungal aerosol concentrations were measured by using an Air Ideal (AI) one-stage
impactor (Figure 2). The air flow throughout AI was 100 dm3/minute, and the sampling time was 3 min.
Every measurement was conducted before the air purifier was active—to determine the background,
and also after 5 and 20 min of air purifier work.
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Figure 2. Air Ideal (AI) one-stage impactor used during the study.

Between each sampling, AI was disinfected. The disinfection was performed by the use of
cotton balls immersed in 70% ethanol. Tryptic soy agar (TSA) with cycloheximide added to inhibit
fungal growth was used for bacteria growth. At the same time, malt extract agar (MEA 2%) with
chloramphenicol added to inhibit bacterial growth was used for fungal bioaerosol growth. Results were
calculated as total colony counts which were corrected for multiple impactions by the positive hole
method and expressed as colony-forming units per cubic meter of air (CFU/m3). As presented in
our previous studies [47,48], to control the quality of the bioaerosols sampling and determination the
authors followed PN-EN 12322 and ISO 11133 standards. The Shapiro–Wilk test checked the normality
of distribution of the bacterial and fungal concentrations in construction without or with a carbon filter.
The distributions were lognormal, so comparison at 0, 5, and 20 min without and with carbon filter
were calculated using Student’s t-test. The Statistica Software v. 13 was used to perform all statistical
analyses. All data are reported as means ± standard deviation (SD), and p-values less than 0.05 are
accepted as statistically significant.

2.4. Ozone Determination

In the study, two methods of ozone determination were used. During measurements of bioaerosol
reduction, the method was based on the ozone absorption in the potassium iodide solution and a
colorimetric determination (SHIMADZU UV/VIS 2101PC) of iodine-based on the violet color of the
reaction product with dimethyl-p-phenylenediamine. In order to collect the sample, 10 dm3 of the air is
passed through two scrubbers containing 10 cm3 of a 1% KI solution at a rate of 1 dm3/min. To determine
the ozone concentration in the samples the operator should follow the following instruction [49]:

• take 5 cm3 of the absorbing solution from the scrubber and transfer it to a colorimetric tube,
• add 0.5 cm3 of 0.02% dimethyl-p-phenylenediamine hydrochloride and mix it.
• after 15 min, test the color of the solution in visible light (λ = 550 nm) in compare to earlier

prepared scale of standards.

However, during ozone emission rate testing, the portable indoor air quality monitor Aeroqual
series 500 (Aeroqual Limited Auckland, New Zealand) was used. It enables accurate real-time
measurement of ozone in the air. Two sensor heads (OZL and OZH) were used. OZL (gas-sensitive
semiconductor—GSS method) sensor measuring head enables to monitor ozone levels in the range
0–0.5 ppm, while the OZH sensor (gas-sensitive electrochemical—GSE method) determines the ozone
level from 0.5 to 20 ppm. The resolution is 0.001 and 0.01 ppm, respectively [50]. The procedure of
ozone decay rate measurement included the following steps:

• in both cases (without or with carbon filter) the laboratory room was not ventilated,
• ozone generation was turned on for 20 min (116 mg/min × 20 min), which corresponds to 2320 mg

of generated O3,
• after 20 min, the ozone generator was turned off,
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• in the case of an activated carbon filter, the flow remained constant of 180 m3/h,
• time in which the ozone concentration dropped below the lowest limit value of 40 μg/m3 (Health

Canada) was measured.

The measurement of mechanical ventilation use was also performed.

3. Results

3.1. Bacterial And Fungal Aerosol Reduction with the Ozone Generator

Figure 3 shows changes in the number of CFU of bacteria and fungi per cubic meter of air
at the beginning of measurements as well as after 5 and 20 min of work of the ozone generator.
In the first 5 min, the concentration of bacterial aerosol decreased from 500 to 180 CFU/m3, which
corresponds to the reduction speed of approx. 64 CFU/min. Between the 5th minute and 20th minute
of ozone generation, the concentration of bacterial aerosol decreased significantly (p = 0.01) from 180 to
110 CFU/m3; the reduction speed was approx. 5 CFU/min.

 
Figure 3. The concentration of bacterial and fungal aerosols during the work of air purifier consisting
of mesh filter and ozone generator. The data represent the average values and the standard deviations
of six measurements.

In the case of culturable fungal spores, the concentration decreased significantly from 477 to
253 CFU/m3 (p = 0.01) during the first 5 min of ozone generation. So, during the first period of
measurements, the reduction speed was approx. 45 CFU/min. Meanwhile, during the second period of
measurements between the 5th minute and 20th minute, the reduction speed was significantly lower
than approx. 5 CFU/min. This corresponds to the decrease from 253 to 179 CFU/m3 (p = 0.04), with
and without a carbon filter.

Usually, for both bacteria and fungi, the reduction speed is higher at the beginning of ozone
generation. In the beginning, there is substantial damage and deformity of the surface structure
of ozone-treated microorganisms. The progressive degradation involves the changes in membrane
permeability and cell integrity. During the next stage, there is the lysis reaction, which corresponds to
the biological effect on cell viability [51].

3.2. Ozone Concentrations

As can be seen in Figure 4, after 5 min of ozone generation, the concentration of O3 increased
to the hazardous level of 420.7 μg/m3. After 20 min of ozone generation, the concentration of ozone
decreases significantly (p = 0.02) compared to the concentration level consistent with 5 min of work.
This decrease is due to the decomposition time of ozone, which is approx. 20 min. Britigan et al. [27]
pointed that O3 lifetime is moderately dependent on temperature variation and highly dependent on
the presence of many reactive surfaces; for example, inside the car, the lifetime was only 2 min. In our
study, after 20 min of air purification, the concentration of ozone remained at the level exceeding the

177



Buildings 2020, 10, 104

acceptable O3 concentration (150 μg/m3) more than twice. Therefore, we installed a carbon filter after
the ozone generator to decrease the emission of ozone into the room. Figure 4 presents the reduction
in ozone concentration with the use of a carbon filter. The installation of carbon filer significantly
(p < 0.01) decreased the level of O3 in the air from 420.7 to 222.6 μg/m3 and from 382.2 to 239.8 μg/m3

after 5 min and 20 min of the ozone generator work without and with a carbon filter, respectively.
The concentration of ozone after 5 and 20 min of the ozone generator maintenance with carbon filter is
not significantly different (p = 0.13), because the installation of carbon filter stabilizes the concentration
of ozone.

Figure 4. The concentration of ozone during the work of air purifiers with and without carbon filter.
The data represent the average values and the standard deviations of six measurements.

3.3. Bacterial and Fungal Aerosol Reduction with Ozone Generator and Carbon Filter

Although the ozone levels between the 5th minute and 20th minute decrease without carbon filter
or remain on the constant level with a carbon filter, respectively, the concentrations of bacterial and
fungal aerosols significantly decrease.

Figure 5 presents changes in concentrations of fungi and bacteria in the laboratory room if the
ozone generator was equipped with a carbon filter to reduce ozone emissions into the room. The use
of carbon filter decreased the viable bacterial cells concentration with a similar reduction speed like
without carbon filter approx. 6 CFU/min, the decrease was from 330 to 245 CFU/m3 (p = 0.001).
The difference in the reduction speed was crucial in the first 5 min of ozone generation. It was 64 and
28 CFU/min without and with a carbon filter, respectively, which corresponds to the decrease from 500
to 180 CFU/m3 (p = 0.007) and 470 to 330 CFU/m3 (p = 0.001), respectively.

 
Figure 5. The average concentration of bacterial and fungal aerosols during the work of air purifier
consisting of mesh filter, ozone generator, and carbon filter. The data represent the average values and
the standard deviations of six measurements.

In the case of culturable fungal spores, the concentration decreased from 530 to 500 CFU/m3, so
it was not as significant a difference (p = 0.51) as without a carbon filter. During the first period of
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measurements, the reduction speed was higher without carbon filter approx. 45 and 6 CFU/min with a
carbon filter. Nevertheless, during the second period of measurements between the 5th minute and
20th minute, the reduction speed was higher with the carbon filter 12 CFU/min and approx. 5 CFU/min
without a carbon filter. It corresponds to the decrease from 500 to 320 CFU/m3 (p = 0.03) and 253 to
179 CFU/m3 (p = 0.04), with and without a carbon filter, respectively.

3.4. The Efficiency of Bacterial and Fungal Aerosol Removal

During the use of ozone generator both without and with a carbon filter, the number of air changes
in the room is not significantly different 7 and 6 h−1, respectively. However, the efficiency of reduction
is significantly different. After just 5 min of work without a carbon filter, we observed (Table 4) a 64%
reduction in bacterial particles and a 47% reduction in fungal spores. After 20 min of O3 generation, the
concentrations of bacterial and fungal aerosols decreased by 78% and 63%, respectively. With a carbon
filter, the reduction in bacterial and fungal aerosols is significantly lower, for bacteria 30% and 50% as
well as 6% and 40% for fungi, after 5 and 20 min of ozone generation, respectively. However, in both
cases, such a reduction level is sufficient for the users. Faster reduction in bacteria levels compared to
fungi levels was observed because the fungal aerosol is generally more resistant to environmental and
mechanical stress than bacterial aerosol [52–54].

Table 4. The average efficiency of air purifier with and without carbon filter (n = 24).

Parameter
Air Purifier

without Carbon Filter with Carbon Filter

Time of work, min 5 20 5 20
Reduction in bacterial aerosol, % 64.0 ± 8.9 78.0 ± 6.0 29.8 ± 7.0 47.9 ± 9.9
Reduction in fungal aerosol, % 47.1 ± 20.7 62.6 ± 7.5 5.7 ± 20.3 39.6 ± 22.1

3.5. Ozone Decay Rate

Since the use of carbon filter did not allow to reduce O3 concentration to the acceptable level
below 150 μg/m3, we have decided to perform the measurements of the ozone decay rate. They were
performed in two series at the same laboratory room (approx. 30 m3). The first series included ozone
concentration measurements with ozone generator without a carbon filter; in the second series, the
carbon filter was used. In the first case, the OZH sensor head with detection limit 0.01 ppm was
used, while the second series was performed with the use of the OZL head with a detection limit of
0.001 ppm.

For both measurement sessions, the background concentration level was first monitored. Next, the
air purifier was switched on, and the ozone generation started. The rapid increase in ozone concentration
was observed. After 20 min, the homemade purifier was switched off, and the ozone concentration
decay was further monitored for about 1.5 h. The highest concentrations of ozone have exceeded
3500 and 500 μg/m3, without and with a carbon filter, respectively (Figure 6). The decrease in ozone
concentration provides the natural decay of ozone in the environmental test conditions. As can be
seen from Figure 6, the ozone concentration in the case of a system without a carbon filter meets the
acceptable Polish level 33 min after turning off the device, and, in the case of a system with a carbon
filter, after 8 min.

The ozone decomposition rate was determined from O3 concentration changes in the reaction
time. The reaction orders and rate constants were determined by the standard integral technique (1).

r = −d[O3]

dt
= k1[O3]

n (1)
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We also checked the decrease in ozone concentration with mechanical ventilation use. At the
lowest available airflow of 820 m3/h and an air exchange rate of 27 h−1, the ozone concentration drops
below the acceptable level after 2 min.

Figure 6. The rate of ozone reduction during the work of air purifier with and without a carbon filter.

To interpret the monitored data of a decay mechanism of ozone during two separate experiments
performed without and with a carbon filter, we calculated the empirical reaction order. The highest
correlation coefficients point to first−order of the reaction (R2 = 0.95 and 0.99) with experimental
decay constants 5.45 and 10.56 h−1 without and with a carbon filter, respectively. The first-order
decay model was first used in the 1970s to interpret outdoor-originated ozone decay in the indoor
environment [55–57].

4. Discussion

4.1. Effectiveness of Bioaerosol Removal by a Low-Cost Air Purifier

This study focuses on the efficiency of a homemade portable bioaerosol purifier consisting of
an ozone generator preceded by mesh filter in the basic construction and in the second construction
additionally equipped with a carbon filter to decrease the concentration of generated ozone.
Both constructions proved effective in the removal of bacterial aerosol. However, the reduction
in fungal aerosol levels with a carbon filter was effective after more extended use (20 min).

Commercial devices allow for reducing bioaerosol concentration with the effectiveness of 30%
to 60% (Table 1). Our construction without carbon filter provides >60% of bacterial aerosol and
47.1% ± 20.7% to 62.6% ± 7.5% of fungal aerosol reduction. The achieved levels of reduction are similar
to other, non-commercial devices. Huang et al. [36] reached 75–85% reduction in bacterial aerosol and
80–90% reduction in fungi, while Lee et al. [37] reported 79–82% reduction in bioaerosols. The reported
levels are higher than in our more effective construction without a carbon filter; however, both reported
devices used HEPA filters, which increase the cost of such an air purifier. Our construction is a low-cost
device, the total value of which is comparable to the price of a single HEPA filter.

The construction with carbon filter allowed us to reduce bacterial and fungal aerosols to the level
of 47.9% ± 9.9% and 39.6% ± 22.1%, respectively. Our levels of reduction are similar to the results of
Shaughnessy et al. (42% ± 14%) [35], who used analogous construction elements: ozone generator,
prefilter, and activated carbon. On the other hand, the bioaerosol reduction by commercial air purifiers
allows for achieving 50% of bioaerosol reduction with a much higher cost of the device [11,17,20,21].
However, higher efficiency and lower costs of our construction require particular attention because of
the accompanying emission of ozone into the room.
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4.2. Ozone Threat

It is well known that ozone due to its oxidative power supports the biological decontamination of
environments. However, the careless usage of any ozone generator available on the market can be
hazardous to the consumers. Our study assessed the effectiveness of the ozonolysis air purification
system in reducing the overall bacterial and fungal burden load throughout the laboratory room with
an ozone generator and in the next step with the use of carbon filter. Both technical solutions ensure a
significant reduction in bioaerosols. However, without a carbon filter, the concentration of O3 after
20 min of generation reached 160 ppb. Even though it does not exceed OSHA STEL (15-min exposure)
limit 300 ppb, it is above OSHA PEL (8-h) exposure limit (100 ppb), and Polish PEL limit (60 ppb).

Our research included determination of O3 concentration decay due to decomposition; we based
this on the ozone generation calculation method [58], based upon a generation-decay model:

V
dC
dt

= E− kVC (2)

where V is the chamber volume (m3), C the ozone concentration (mg/m3), t the time (s), E the ozone
generation rate by the unit tested (mg/s), k the decay constant due to various decomposition mechanisms
(s−1). When no ozone emission source is present, i.e., when an air cleaner is off, we have E = 0, and
then Equation (1) becomes:

dC
C

= −kdt (3)

where k represents the natural decay constant in the chamber when an air cleaner is not operating.
We have obtained two ozone decay constants kwithout carbon filter and kwith carbon filter, which are 1.5×10−3 s−1

and 2.9×10−3 s−1. The solution is:
ln

C
C0

= −k(t− t0) (4)

t− t0 = −
ln C

C0

k
(5)

where C0 (mg/m3) is the initial ozone concentration in the laboratory room, C (mg/m3) is the
maximum ozone concentration that can be in the laboratory room, (e.g., COSHA= 0.241 mg/m3,
CPoland = 0.150 mg/m3, and CCanada = 0.04 mg/m3), t (s) is time, and t0 = 0, k (s−1) represents the natural
decay constant in the laboratory room when the air cleaner is not operating; we used separately
kwithout carbon filter and kwith carbon filter.

The question is how long after turning-off a homemade air purifier can the occupants enter
the room without a health threat. If we consider three permissible exposure limits for 8-h exposure
(COSHA= 241 μg/m3, CPoland = 150 μg/m3, and CCanada = 40 μg/m3), after 20 min of ozone generation
the air will meet the OSHA standard in 29 and 4 min without and with a carbon filter, respectively.
The Polish standard will be preserved after 35 and 7 min, while the most restrictive Canadian standard
will be preserved after 74 and 15 min without and with a carbon filter, respectively. As it can be seen,
the installation of carbon filer decreases the O3 level below 100 ppb (241 μg/m3) in less than 5 min, but
the decrease in O3 concentration to the safe level of 40 μg/m3 without using a carbon filter requires
turning-off the ozone generator approx. 1.5 h before occupancy. Following Britigan et al. [27], it should
be underlined that ozone decrease depends on the surface area of the room—in this case, the loss is
dominated by heterogeneous removal on surfaces as well as on the total volume of the room, when the
O3 decrease is dominated by air exchange.

4.3. Implications for Health

To effectively control indoor air pollution, the flux of generated O3 should exceed permissible
exposure limits, but to improve IAQ, health benefits are superior. As written in the introduction,
high ozone levels (0.08–3 ppm) in indoor spaces are considered toxic and are associated with various
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health effects. Thiele et al. [59] reported that following a single 2 h exposure to 10 ppm of O3 and a
30 min exposure to air, the outermost skin layers of mice were significantly depleted of vitamins C
and E. Furthermore, there was a dramatic increase in lipid peroxidation, as evidenced by increased
concentrations of epidermal malondialdehyde (MDA). The research on pulmonary toxicity on the
lungs of rats pointed out that rats exposed to 0.06 ppm of O3 for 5 days presented increased alveolar
epithelium volume and cellular injury [15]. Beyond detrimental health effects of breathing O3-polluted
air, ozone can react with indoor surfaces, such as carpets, linoleum, clothing, and furniture, releasing
volatile oxidation products that may have adverse health effects. One of the examples is the reaction of
O3 with volatile organic compounds (VOCs) found in many detergents, which produces aldehydes [27];
others include reactions with nitric oxide and some free radicals. There is evidence that the by-products
may often be more irritating than the original reactants. Clausen et al. [60] exposed mice to a high
concentration of ozone (3 ppm) and limonene (48 ppm) for 2 h. The mice experienced a 33% reduction
in respiratory rate, while the individual compounds that were measured in the chamber could not
explain this reduction. Although ozone generated by air purifiers in concentration about 0.05 ppm is
defined as safe, either in the use of 3 h/day as well as 24 h/day [15], the health impacts of lower O3 levels
are possible, particularly in more susceptible individuals such as children and persons with asthma or
other respiratory diseases or allergies, and depend on the duration of exposure and breathing rate.
The epidemiological studies document a dose—response relationship between the long-term exposure
of O3 concentrations below 0.05 ppm, particularly in ambient air and human health, leading to a
decrease in pulmonary function and broncho-provocation [31].

As our device is based on O3 emission, below please find a scheme (Figure 7) and instruction
with the steps required for safe use. The authors recommend the use of the device with a carbon filter.
The crucial feature is that the operation of the device in occupied places is forbidden. The device
is designed to be used periodically, and the occupants can enter the room 1.5 h after turning it off.
Intended or unintended entry to the room during the operation of the device is highly dangerous, due
to O3 exposure.

 

Figure 7. The scheme with maintenance instruction of non-commercial air purifier.

Not following the instructions mentioned above can lead to pulmonary system effects, including
inflammation, reflexes, and reduction in pulmonary defenses. Ozone affects pulmonary defenses by
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several mechanisms: the impairment of mucociliary clearance, decreased macrophage activity, and
effects on circulating lymphocytes. These effects of short time exposure on immunity are acute, and
recovery might take more than three days. Longer exposures can cause significant structural alterations
to the lungs, characterized by diffuse mucus hyperplasia, bronchiolar narrowing and alveolar fibrosis.
These alterations revert partially after finishing the exposure. Although uptake of ozone is almost
exclusively by inhalation, there is also a possibility that some effects can be detected in the tear duct
epithelial cells [31]. If the user must enter the room during air ozonolysis, breathing through the
nose is recommended, because ozone removal in the upper respiratory tract is lower for oral than for
nasal inhalation.

5. Conclusions

The following conclusions regarding the use of low-cost portable air cleaner for removing bacterial
and fungal aerosols can be drawn based on laboratory tests reported here.

To summarize our results, we demonstrated the purification of air by a low-cost ozone generator.
However, it is highly effective but requires an ozone reduction solution, e.g., carbon filter, as well as
periodical operation to ensure a safe environment for the users.

Generally, there is a belief among users that if something is easy to buy, it is checked and safe for
the user. Unfortunately, many easily accessible technologies can be harmful to users. Hence, further
studies are necessary to compare different low-cost air filtration and purification products to develop
meaningful outcomes regarding their impact on human health.

Following Hashimoto and Kawakami [24], we have to underline the limitations of our study.
The experiments were performed in a laboratory room to minimize fluctuations in the number of
airborne microbes due to external factors. Houses are less airtight and contain many obstacles; however,
the amount of in-house microbe generation (CFU/h) and ventilation (m3/h), which affect the microbial
concentration, differ among houses.

Although our ozone generator is dedicated to killing bacteria and fungi indoors, a new global
epidemic of coronavirus requires consideration of whether this device can also be used to destroy
coronavirus. The new coronavirus is considered to be an “enveloped virus”. Enveloped viruses
are usually more sensitive to physicochemical challenges than naked viruses (without an envelope).
In addition, ozone has been shown to kill the SARS coronavirus. Since the structure of the new
2019-nCoV coronavirus is almost identical, we believe that it will also work on the new coronavirus.
It is also known that ozone destroys this type of virus, breaking through the outer shell to the core,
causing damage to the viral RNA. Ozone can also damage the outer layer of the virus in a process
called oxidation. However, this problem requires further investigation.
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Abstract: Research activities in the field of innovative fixtures are continuously aiming at increasing
their thermal and optical performances to offer optimal exploitation of daylight and solar gains,
providing effective climate screen, according to increasing standards for indoor comfort and energy
saving. Within this work, we designed an innovative aerogel-based “thermal break” for window
frames, so as to consistently reduce the frame conductance. Then, we compared the performance of
this new frame both with currently used and obsolete frames, present in most of the existing building
stock. Energy savings for heating and cooling were assessed for different locations and confirmed the
potential role played by super-insulating materials in fixtures for extremely rigid climates.

Keywords: window frame; granular aerogel; energy saving

1. Introduction

Awareness of the anthropogenic effects on the environment dramatically has increased in recent
years, especially in terms of global warming and uncontrolled greenhouse gas production. For this
reason, the control of energy consumption of buildings is a pivotal challenge. The latest European
Directive 2018/844 reports that the building stock contributes to 36% of greenhouse gas emissions,
considering that almost 50% of the Union’s final energy consumption is used for heating and cooling,
and 80% of this amount is employed in buildings [1]. The 2015 Paris Agreement on climate change,
following the United Nations Conference on Climate Change (COP21), required the subscribing States
to reduce carbon emissions in the building stock. To do this, in the EU and worldwide, the priority is
to enhance energy efficiency by deploying low-cost renewable energies and innovative technologies,
especially deriving from recent achievements in the field of nanomaterials research, with reference
to building integration of novel technologies, spanning from chromogenics [2] to semi-transparent
photovoltaics [3,4], super-insulating materials [5,6], and phase change materials [7,8]. One of the
possible approaches, especially in countries with a more rigid climate, is to find new devices to increase
the standards of insulation of buildings. This challenge can be taken up by some materials, defined
as super-insulators [5], characterized by a relatively lower thermal conductivity compared with the
typical insulating materials used in building envelopes. The main evaluation parameters in the choice
of an innovative insulating material are undoubtedly the thermal conductivity, but also volume and
cost [9–11]. For these reasons, interest in a nanostructured porous material called aerogel has been
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growing in recent years [12,13]. The name itself, aerogel, indicates a precise property of the material,
namely, the substitution of the liquid component of the gel with a gas. The gel is generally made by
means of low temperature sol–gel technique.

1.1. Aerogel for Super-Insulation

The synthesis of the aerogel involves the hydrolysis and condensation at room temperature of
a solution, starting from an alkoxide precursor (tetraethyl-orthosilicate, tetramethyl orthosilicate, or
poly-ethoxydisiloxane are the most used), in the presence of a convenient catalyst [5]. A continuous
three-dimensional lattice forms inside the liquid. After the aging phase of the gel and the subsequent
removal of water from the inside of the pores with solvent washes, the material is ready for the drying
process. Although there are different ways to proceed with the drying of the silica gel, the most
widespread is still the so-called supercritical drying method. The substitution gives rise to a structure
made of silica gel containing pores with a diameter of variable size (between 5 and 70 nm) and a
density between 70 and 150 kg/m3 [14]. For this reason, aerogel can be considered an open-celled,
mesoporous solid foam containing a network of nanostructures.

The resulting material is characterized by a thermal conductivity that can be very low (0.013
W/m·K) [15], in which the nanopores occupy more than 85% of the volume; the high porosity allows the
obtaining of interesting properties from the optical, thermal, and physical point of view [16]. The very
low thermal conductivity of the aerogel is due to the very small fraction of solid silica: the structure
skeleton contains a large number of free ends that “complicate” the path of the thermal flow. The
size of pores (~20 nm) hinders thermal conduction, which is inversely proportional to the diameter
of the pores themselves. Moreover, the dimension of the pores prevents the Brownian motion of the
air molecules and therefore prevents convective heat exchange [17]. As stated by Baetens [11], if one
would be able to find a cheaper manufacturing process, aerogel might become a real alternative to
existing building insulating materials.

1.2. Aerogel Products for Constructions

Currently, aerogel products are available for construction as monolithic panels with high
transparency [18], small size granules [19,20], or thermal insulation blankets [21,22]. Each of these
products can be employed to improve the thermal performance of mortars and concretes; plasters for
opaque systems [16,23]; or translucent/transparent systems, such as insulating glazed units, suitably
filled with monolithic or granular aerogels [10,24,25]. In terms of potential aerogel applications,
windows represent the best candidates because they are a thermal “weak point” in the building
envelope, due to their relatively higher global heat exchange coefficient compared to opaque surfaces.

1.3. Aerogel Insulation for Windows

Aerogel can be used in windows in various ways, as reported in the literature [26]. If aerogel were
used to fill air gaps between glass panes, the consequent benefits would be represented by lower solar
heat gain coefficient, as glazing containing aerogel is translucent and lower values of glazing thermal
transmittance (Ug) would be obtained. Double- or triple-glazed units filled with aerogel—as granules
or in a monolithic form—will output a diffuse light, which is sometimes desirable to achieve comfort
in large commercial or office spaces, airports, museums, etc. However, it is in terms of reduction in
energy consumption that aerogel may make a difference compared to conventional materials. It has
been proven that granular aerogel may reduce the heat loss in office buildings [27] by 80% or cooling
load in humid subtropical climates by 4% [28]. A study by Gao et al. also reported a yearly saving
as high as 21% in a building’s energy consumption [29]. Moretti and Buratti compared monolithic
aerogel glass panes to conventional glazing systems, reporting a 55% reduction in heat losses, whereas
granular aerogel windows showed a 25% reduction in heat losses. In the latter case, a 66% reduction in
visible transmittance was observed [30,31]. A recent work investigated the effect of inserting an aerogel
blanket in the air chambers of a PVC window frame, leading to a reduction in the frame U-value from
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1.06 to 0.92 W/m2·K [32]. In the present work, the energy benefits achievable by using granular aerogel
inside the fixed and mobile frames of a high thermal performance window were studied. The window
frame was made of wood and aluminium and an interposed aerogel thermal break was also used. A
finite element method analysis of a window frame containing aerogel was carried out, obtaining a
high performance level. This innovative window was compared with others, embodying different
frames, as explained in the Methodology section, by means of simulations in test rooms within the
Energyplus software platform [33]. Energy consumption for heating and cooling was tested within a
typical office on all possible exposures, in two locations with very different climates: the Canadian city
of Toronto and Bari, in Southern Italy.

2. Materials and Methods

2.1. Frame and Window Description

This innovative window (Figure 1), specifically designed to meet the highest thermal insulation
standards, includes a three-pane glazing. The internal glazing embodied a low emittance coating (ε =
0.21) deposited on face 5, i.e., the outer face of the internal pane. The aerogel section (the red part in
Figure 2) was conveniently surrounded by a thin acrylonitrile–butadienestyrene (ABS) skin (2 mm
thick), and embodied granular aerogel within the frame section, thus behaving like a super-insulating
“thermal break”, between the external aluminium frame and the internal wooden frame. The same
ABS skin is generally adopted in existing commercial frames using the same technology, to embody
expanded polystyrene (Isover EPS 035) insulating material. Cabot Enova IC3100 granular aerogel
was used, with granule size spanning between 2 and 40 μm, a thermal conductivity of 0.012 W/m·K
at ambient temperature, and very low density, ranging from 120 to 150 kg/m3 according to technical
specifications of the material. The coupling between the aerogel section and the wooden frame
was made by using a stripe of aerogel blanket, Pyrogel-XTE by Aspen, with comparable thermal
conductivity (less than 0,02 W/m·K) suitably glued and mechanically fixed to the frame.

Figure 1. Cross section of the frame reporting dimensional data of the reference window frame,
corresponding to a window designed in compliance with regulations. Above, the external aluminum
section is clearly visible; in the intermediate part, the area devoted to thermal insulation (in yellow);
below, the wooden profile, facing the indoor space.
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Figure 2. Cross section of the frame, as designed in the finite element method software Flixo, used for
the simulation. In this case, each color represents a material, modeled with different thermal properties.
The yellow section on the left represents soft wood; the light yellow area represents the replacement
panel with given thermal resistance, replacing the triple glass in the numerical analysis; the aerogel is
colored in red; and the aluminium is in light green. A different shade of green was used for EPDM and
light blue for air within the frame.

2.2. Finite Element Method

The thermal heat loss due to the transmission through windows is strongly affected by the
technical features of their transparent (glazing) and opaque (frames and spacers) components. Such
figure of merit can be determined according to the standard ISO 10077-2:2017, “Thermal performance
of windows, doors and shutters—Part 2: Numerical method of frames” [34]. To calculate the thermal
transmittance for the two-dimensional window section, including the frame and the glazing, according
to the standard, the thermal transmittance of the frame section (Uf) in W/m2·K must be calculated
according to the following formula, remembering that in the computational model, glazing must be
replaced with a panel with given thermal insulating properties,

U f =
L2D

f −Upbp

b f
(1)

where Up is the thermal transmittance of the replacement panel, in W/m2·K, which is assumed to have
a thermal conductivity of 0.035 W/m·K, according to EN ISO 10077-2; bf is the width of the frame
section in m; and bp is the visible width of the panel, in m. Lf

2D is the thermal conductance of the
section in W/m·K, calculated from the total heat flow rate per unit length through the section divided
by the temperature difference between both adjacent environments. The value of Uf, according to
current standards, was obtained by using the commercial software Flixo, allowing CAD-based input of
constructions and to import DXF-files and materials databases, to make a detailed two-dimensional
finite elements analysis of the frame, in steady-state conditions (Figure 2).

Afterwards, the global thermal exchange coefficient of the whole window (Uw) was calculated
according to the equation reported in the standard ISO 10077-1:2017, “Thermal performance of
windows, doors, and shutters—Calculation of thermal transmittance—Part 1: General” [34]:

Uw =
AgUg + A f U f + Ψglg

Ag + A f
(2)

where Ug is the thermal transmittance of the glass section (W/m2·K); Ag and Af are the surface areas
of glazing and frame, respectively (m2); Ψg is the linear thermal transmittance of the glazing joint
(W/m·K); and lg is its length (m), calculated according to ISO 10077-2.

To highlight the effect of the aerogel material, further FEM simulations were made to compare the
thermal performance of the aerogel-based frame with those observed in a similar frame, embodying
expanded polystyrene, instead of granular aerogel. Other materials used in this FEM analysis (Figure 2)
were aluminium (λ = 160 W/m·K), ethylene propylene diene monomer (EPDM, with λ = 0.25 W/m·K),

190



Buildings 2020, 10, 60

soft wood (λ = 0.12 W/m·K), Cabot 3120 granular aerogel (λ = 0.012 W/m·K), and expanded polystyrene
(λ = 0.035 W/m·K).

The innovative window has been fabricated, and some images of the designed prototype are
shown in Figure 3. Experimental campaigns will subsequently be carried out in order to assess the
energy saving benefits obtainable with this type of window frame, in the context of a real building.

 
a) 

Figure 3. Aerogel-enhanced window (Aeroshield) embodying a triple-glazed unit, with external
aluminium frame and internal wooden frame (a); Reference frame with expanded polystyrene
insulation, in black (b); Aerogel-insulated frame with polymer skin (c).

2.3. EnergyPlus Model

To analyze the energy performance implications, the aerogel-based window was compared to
different window configurations. The first one, identified as “Standard compliant scenario”, was
made of an aluminium frame with the so-called “thermal break”, i.e., a continuous polymer barrier
between internal and external parts of window frames, preventing conductive thermal energy loss
and a triple-glazed unit with the same properties of the newly designed window, so as to assess
performance benefits strictly deriving from the use of aerogel in frames. The second kind of window
considered was made of an obsolete double-glazed unit and a simple aluminium frame, with no
thermal break inside. The latter window was considered to envisage results in a “Refurbishment
scenario”, a useful comparison with typical window performance in the existing building stock.

A 3D geometrical model of the case study was first designed in SketchUp, using the OpenStudio
plugin. Afterwards, it was imported in EnergyPlus v. 8.9, a free simulation tool by the U.S. Department
of Energy’s Building Technology Office, capable of performing dynamic simulations, providing detailed
energy analysis.

An office test room, to be considered part of a multi-storey building, was consequently modeled.
The floor surface was 20 m2 and the internal height was 3.5 m. The gross surface of the glazed envelope
was 7.5 m2 and it was located on one of the vertical walls, which was assumed as the only thermally
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exchanging surface (made of wood cladding/thermal insulation/gypsum plaster with U-Factor = 0.35
W/m2·K).

Glazing and frame properties for all the windows considered in this study were reported in
Table 1. The window-to-wall ratio (WWR) was 60%, whereas the surface ratio between frame and
glazed area of the window was 41%. Lateral walls (20 cm thick walls) and horizontal surfaces (floor
and ceiling, 30 cm thick, U-Factor = 0.819 W/m2·K) were shared with other offices, and thus considered
adiabatic in their external surface. All possible exposures were considered for the windowed wall.

Table 1. Glazing, frame, and dividers properties. All the cavities between glass panes were considered
filled with argon gas. Conductance was calculated excluding surface convection resistance.

Window Type
Glazing

Structure
Glass U-Factor

(W/m2·K)

Frame and
Divider

Conductance
(W/m2·K)

Low-e Coating
Frame

Materials

Refurbishment
scenario

4/16/4 2.60 7.57 - Aluminium
without

thermal break
Standard

Compliant
scenario

4/16/4/16/4 1.08 3.5 Face 5 Aluminium
with thermal

break

To better point out the role of the window (and its frame), the envelope properties were considered
the same in Bari and Toronto, although their respective climates are significantly different. For
“Refurbishment scenario” and “Standard compliant scenario”, typical values of window frame
conductance were considered, as specified in Table 1. A window with a triple glass pane and a low
performing frame was not taken into account, in this work, for two main reasons: first of all, we aimed
at excluding the effect of glazing when considering the comparison between the standard compliant
window and the one equipped with the innovative aerogel. In fact, glazing might have affected
simulations much more than frames, due to the larger surface area involved in heat transfer, compared
to frames; second, a window with three panes would be technically incompatible with a thin frame for
structural and dimensional reasons.

Two locations were taken into account: Bari (Southern Italy) and Toronto (Canada). Their climate
specifications are provided in Table 2, showing the significant differences in terms of “extreme” winter
conditions. Figure 4 reports yearly solar radiation available on a vertical plane, in Bari and Toronto.
Graphs also show that total radiation is similar in the two locations, due to the similar latitude. This
confirms that the radiative contribution does not represent an element of inhomogeneity for the
analyses reported hereafter. Consequently, main differences in terms of heat transfer are due to frame
conductance, rather than sun irradiance.

Table 2. Climate characteristics of the two locations considered in this work.

City
Latitude

[◦]
Koppen-Geiger
Climate Class

Average
Temperature

[◦C]

Winter
Average

Temperature
[◦C]

Winter
Average

Daily
Minimum

Temperature
[◦C]

Winter
Average

Daily
Maximum

Temperature
[◦C]

Toronto 43.70 Dfb 9.85 −3.00 −6.53 2.60
Bari 41.11 Csa 16.10 9.87 6.27 13.57
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Figure 4. Solar radiation available on vertical planes, in Bari and Toronto.

The heating period was considered according to regulations in force. According to the Italian
regulations, Bari falls in a climatic zone in which heating systems work from November 15th to
March 31st, whereas in Toronto, heating works from October 1st to May 15th. The cooling period
was considered to extend from July 1st to September 30rd both in Bari and Toronto, with average
temperatures of 23.1 ◦C and 19.5 ◦C, respectively. In the proposed model, EnergyPlus provides heating
and cooling energy required to meet the temperature at a set point of 20.5 ◦C in heating mode and
26 ◦C in cooling mode. To calculate energy use for heating and cooling with a simplified method an
“IdealLoadAirSystem” was used, which gives the thermal energy strictly necessary to achieve the
given set-point temperature. Zone ventilation was assumed to be 0.0025 m3/s, according to ASHRAE
62.1/2013, Table 6.2.2.1. Infiltrations were considered 0.0003 m3/s·m2 of exterior surface area, and an
“always on” schedule was applied. Internal gains due to equipment were taken into account to the
extent of 5 W/m2, whereas artificial lighting was considered as 10.66 W/m2.

3. Results

3.1. FEM Model

Numerical analysis, by means of FEM modeling, was made to investigate the thermal figures of
merit of a frame containing granular aerogel, acting as a “thermal break” within an aluminium/wood
frame. To obtain intelligible information, in this case, we compared a highly performing frame,
containing expanded polystyrene insulator with the new aerogel-insulated window. In this way, ceteris
paribus, the only difference in thermal performance were due to the materials properties, rather than
surface area, thickness, or distribution. Due to the low thermal conductivity of the aerogel granules,
a significant reduction of the Uf was achieved (1.23 W/m2·K, using EPS). The value found after the
simulation process was 0.66 W/m2·K for the frame and divider conductance. This further comparison
demonstrates that one of the most interesting advantages of using aerogel for thermal insulation
consists in reducing the thickness of the materials adopted, in the face of significant increases in
thermal resistance.

The temperature field of the frame embodying granular aerogel shows the effectiveness of the
aerogel “thermal break”. In fact, the large number of isothermal lines concentrated within the aerogel
“thermal break”, in which a thermal variation of about 10 ◦C is detected in a few centimeters of
thickness, demonstrates that the thermal performance of the insulating material used is very good
(Figure 5a). This confirms that aerogel can act as an effective thermal barrier at the interface between
the two materials that constitute the cross-section of the designed frame (wood and aluminium). As a
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comparison, the use of the polystyrene insulation (Figure 5b) clearly shows that the thermal variation
between the faces and the distribution of the isothermal lines are much less effective.

a)

b)

Figure 5. Isothermal lines within the cross section of the newly designed frame with aerogel insulation (a)
and with expanded polystyrene insulation (b). Numbers reported in the figure represent temperatures
corresponding to isothermal lines, expressed in ◦C.

3.2. Energy Consumption

In the subsequent analysis, the energy consumption for heating and cooling was presented in
terms of the normalized value per unit floor surface and per year, in order to provide easily comparable
results. With reference to heating (Figure 6), in both the cities, maximum heating energy use was
observed for the North-facing façade, as expected. The minimum results were found to occur on the
Southern façade. On the other hand, intermediate consumptions were observed for the East and West
orientations. Predictably, the energy required for heating in winter was higher in the city of Toronto
than in Bari. In Toronto, during the heating season, the innovative window, embodying aerogel,
allowed an energy saving of 6.9 kWh/m2·yr on the South exposure, compared to the Refurbishment
scenario. This figure reached ~8 kWh/m2·yr on the East and West exposures. The maximum amount
of energy saving reached 12 kWh/m2·yr on the Northern facade. Nevertheless, the difference in
energy saving between the innovative window and the one compliant to regulations was much lower.
In fact, the comparison between the newly designed window and the Standard scenario gave the
observation that the amount of energy saving strictly due to the superior aerogel thermal performance
was ~2 kWh/m2·yr on the Northern orientation. The relevant change in thermal conductance, among
the frame technologies adopted in this study, affects the output of dynamic simulations, generating an
offset in energy consumption that may be explained in terms of thermal performance of the window
frame, when all the other parameters are kept constant. Such an effect was amplified in Toronto, rather
than in Bari, as thermal power is proportional to the temperature difference between the external
environment and indoor air.
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Figure 6. Energy use (kWh/m2·yr) in Toronto (a) and in Bari (b), according to exposures and
window type.

For this reason, energy saving was lower in Bari, mainly due to its climate conditions, though
showing similar tends compared to Toronto: the highest saving during the heating season in Bari was
observed assuming the North orientation with reference to the Refurbishment case (3.2 kWh/m2·yr)
and ~2 kWh/m2·yr for the East and West facades. In Bari, the saving achieved by switching from the
compliant window to the aerogel-insulated one was lower than in Toronto (below 1 kWh/m2·yr); these
results are consistent with the considerations exposed above.

The situation was completely reversed between the two locations when the consumption for
summer cooling was taken into consideration (Figure 7). In this case, the consumptions of energy
for cooling prevailed in Bari, where they were approximately double compared to those observed in
Toronto. The façade orientations with higher consumptions were South, East, and West, both in Toronto
and Bari. In all cases, the saving achievable by adopting the innovative frame was negligible, whereas
the differences observed with respect to the reference window (Refurbishment scenario) were mainly
due to the reduction in the incoming radiation through the triple glass with low transmittance. The
maximum savings were 4 kWh/m2·yr in Toronto on the South façade and ~6 kWh/m2·yr for the same
orientation in Bari. In both locations, cooling energy was slightly higher in the aerogel-base window,
compared to the one compliant with standards. As the method used in dynamic simulations using the
Energyplus platform is deterministic in nature, the observed differences can only be explained in terms
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of differences in the thermal conductance of the window frame. Consequently, it may be deduced
that the lower thermal transmittance of the window containing aerogel, during the summer season,
reduces heat exchanges during the night time, thus limiting the beneficial removal of cooling loads
associated with sensible thermal power due to equipment, lighting density, persons, and heat transfer
through the opaque and transparent envelopes.
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Figure 7. Cooling energy consumptions (kWh/m2·yr) in Toronto (a) and in Bari (b), according to
exposures and window type.

Reduction in the frame U-factor might improve the thermal performance of windows and influence
the indoor temperatures in cold climates, as verified in Toronto. The analyses carried out clearly
showed the extent to which the location may influence the achievable energy performance, especially
in terms of energy saving. The highest saving (~27%) for heating consumption was attained in Toronto
on the North-facing exposure, comparing the performance obtained using the innovative window
with those reported for the Refurbishment scenario, and 6% comparing it with a Standard compliant
scenario. In Bari, the results were equally high in percentage terms, reaching 27% and 7%, respectively,
with reference to the winter season and energy use for heating, although these results were not so
significant in absolute terms.
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3.3. Frame Temperatures

The hourly surface frame temperature inside the room was reported in Figure 8 on an annual basis,
taking into account only the facades exposed to North, as they were those in which the innovative frame
showed the best performance. It is clear that during the entire winter season, in Toronto, the strongly
insulating properties of the frame of the innovative window might guarantee a rather sharp increase in
temperature (up to 5 ◦C) compared to the other two frame technologies. During the summer season,
the frame temperature was lower than in the frames adopted for the other scenarios. In Bari, the
performance difference was barely noticeable as well, because the different climatic conditions did not
emphasize the difference in thermal performances. Regardless, also in this case, frame temperature
was higher in winter and lower in summer, confirming the behavior observed in Toronto. In Bari,
the maximum temperature differences observed in January were 4.1 ◦C and 6.19 ◦C, respectively,
compared to the Standard compliant scenario frame and the Refurbishment scenario. In June, the
highest temperature differences were 3.35 ◦C and 7.44 ◦C, in the cooling season, taking into account the
same reference scenarios as above. As shown in Table 1, the value of the frame conductance is halved
when switching from the Refurbishment scenario to the Standard Compliant scenario, but is further
reduced by a factor of 5.5, by switching the latter to the innovative, aerogel-based frame. This justifies
the different data of the internal temperature in the months from December to April (Figure 8a), in
which we take better advantage of the greater level of thermal insulation offered by the best performing
frame in the cold seasons, in the climate conditions of Toronto.
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Figure 8. Frame surface temperature for North exposure, plotted with reference to one-year time, in
Toronto (a) and Bari (b).
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3.4. North-Facades in Toronto

Starting from these remarks, further analyses were carried out to compare performances due to
different values of Window-to-Wall Ratios (WWRs) of North-facing walls in Toronto. Three different
values of Window-to-Wall Ratio were considered to take into account the effect of window size on
the North-facing exposure as well as the effect of the frame surface, in each case. The window used
in previous simulations was then assumed as the “intermediate” case window. Two more sizes
were added: a “small” and a “large” window, as suitable terms of comparison. For each case, the
Frame-to-Glazing Ratio (FGR) was also calculated, expressing the ratio between the frame surface and
the glazing surface, in percentage terms (Figure 9).
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Figure 9. Energy use for heating and cooling using three different window sizes on the North-facing
exposure, in Toronto. (H= Heating, C= Cooling).

When the aerogel window was compared with the Refurbishment scenario, the “large” window
(WWR = 100%) showed the highest saving (17 kWh/m2·yr), passing from 51 to 34 kWh/m2·yr yearly
consumption for heating. This figure dropped to 12 kWh/m2·yr when the intermediate window was
considered (WWR = 60%) and to 8.4 kWh/m2·yr in the small window (WWR = 43%).

When the aerogel window was compared with the Standard compliant scenario, the highest
contribution to energy saving due to the aerogel frame only was observed in the large window
(3 kWh/m2·yr). The better performance of this case was due to the greater contribution of the frame on
the overall façade surface, expressed by the higher FGR (46%), compared to the “intermediate” and
“small” window, with lower FGRs (41% and 39%, respectively).

The effect of FGR on energy consumption, for all the window sizes and frame technologies, was
taken into account by normalizing the overall yearly energy consumption (for cooling and heating) by
the actual frame surface area (Table 3). The table shows that the increase of glazed area has a larger
impact than the frame technology adopted, implying larger consumption, in all the cases investigated.
Anyway, lower energy consumption occurred in the aerogel-insulated windows, although the standard
compliant window and aerogel-insulated window show almost comparable results. The lowest
normalized consumption (about 5%), for the aerogel-insulated window, compared to the standard
compliant window, was obtained when the WWR was set to 43%.
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Table 3. Yearly energy consumption normalized to frame surface area.

Window
Size

WWR
(%)

FGR
(%)

Window Surface
Area (m2)

Frame Surface
Area (m2)

Normalized Yearly Energy Consumption (kWh/m2·yr)

Refurbishment Standard-Compliant Aerogel-Insulated

Small 43 39 5.3 2.0 221.6 166.3 157.5
Intermediate 60 42 7.3 3.0 362.6 287.8 276.5
Large 100 46 12.2 5.6 484.7 405.7 393.8

4. Discussion

The results obtained in this study showed that even when reducing Uf from 3.5 to 0.66 W/m2·K,
by means of the best available technologies, the achievable benefits in terms of energy saving were
significant only on North-facing walls, and in more extreme cold climates. Clearly, the transparent
component of the window plays a major role in determining the final result, as the comparison between
the “refurbishment” and the “standard compliant” cases showed, but FGR values proved that frame
may be equally significant when smaller glass panes are used. Thus, proper economic considerations
might be useful to improve understanding of the practical advantages of such technologies. According
to Koebel et al. (2012), the price of aerogel could drop below 1500 USD/m3 by 2020. In line with
this, other studies reveal that the cost of a meter cube of aerogel will achieve 50% cost reduction in
production within the next few years and will decrease to 660 USD/m3 by 2050 [13,35]. Assuming the
latter value for the volume cost of granular aerogel, less than 20 USD would be required to fabricate the
super-insulated aerogel-based window at the basis of this study, considering that the aerogel volume
in the frame would be ~0.011 m3. Furthermore, the real challenge for a significant cost reduction for
the aerogel does not seem to come from mass production using the supercritical drying process (the
process that is currently used by all the manufactures of aerogel products), but from the definition
of new methods for evacuating the liquid component of the gel. In particular, the ambient drying
process has already shown some preliminary advantages depicted over a decade ago by Bhagat et al.
in 2007 [36]. More recently, Koebel et al. [37] and Wu et al. [38] explored successful ways to fabricate
large quantities of aerogel using ambient-dried silica aerogel. These methods have also been applied
by Berardi and Zaidi [6], who in 2019 presented a new ambient pressure drying aerogel blanket.

5. Conclusions

The results presented in this paper constitute an interesting premise for further experimental
investigations on the here proposed innovative window. The aerogel-based window outperformed both
the obsolete window adopted for a “Refurbishment scenario”, and the highly performing “Standard
compliant” one, showing reduction of energy uses by 27% and 6%, respectively.

The overall effect on energy use due to the improvement of the frame thermal resistance is limited
superiorly by its surface, compared to that of the glazed component, generally lower than 50%. In the
present work, it has been proven that the conductance of the frame can be much lower compared with
that of a highly performing triple glass.

This work has shown the effectiveness of significantly lowering the frame conductance, opening
the way to further investigations taking into account both energy saving and the increase of cost due to
the use of super-insulating materials, inside the frame.
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Abstract: The rapid efficiency enhancement of perovskite solar cells (PSCs) make it a promising
photovoltaic (PV) research, which has now drawn attention from industries and government
organizations to invest for further development of PSC technology. PSC technology continuously
develops into new and improved results. However, stability, toxicity, cost, material production and
fabrication become the significant factors, which limits the expansion of PSCs. PSCs integration
into a building in the form of building-integrated photovoltaic (BIPV) is one of the most holistic
approaches to exploit it as a next-generation PV technology. Integration of high efficiency and
semi-transparent PSC in BIPV is still not a well-established area. The purpose of this review is to get
an overview of the relative scope of PSCs integration in the BIPV sector. This review demonstrates
the benevolence of PSCs by stimulating energy conversion and its perspective and gradual evolution
in terms of photovoltaic applications to address the challenge of increasing energy demand and
their environmental impacts for BIPV adaptation. Understanding the critical impact regarding the
materials and devices established portfolio for PSC integration BIPV are also discussed. In addition
to highlighting the apparent advantages of using PSCs in terms of their demand, perspective and
the limitations, challenges, new strategies of modification and relative scopes are also addressed in
this review.

Keywords: renewable energy; perovskite solar cells; BIPV; semi-transparent; challenges

1. Introduction

Currently, building sector consumes 40% energy globally, which is expected to reach double or
triple by 2050 because of population growth, changes of household size with improved electrical
and cooking appliances, increasing levels of wealth and lifestyle changes at the global level [1–6]. In
addition, this consumed building energy is responsible for emitting 40% of total carbon dioxide. The
global emission is further expected to be 50% by 2050 if the current trend of energy consumption
occurs [7–11]. Hence, replacement of building energy generation from fossil fuel, coal-based power
plant to renewable energy sources is highly demanding. Photovoltaic (PV) power generation can
displace fossil fuel-generated energy. The installed PV capacity surpassed 500 GW already in
worldwide, and another 500 GW installation is expected by 2023 [12]. However, PV generated power
has low-density power supply compared to other renewable sources. Moreover, for large scale PV
plant needs a large land area while transmission and distribution power losses are also very high.
Hence, PV technology manifests potential opportunism in building architecture. The integration
of PV in a building is known as building-integrated PV (BIPV), where PV replaces the traditional
building envelopes such as window, roof, wall and offset building construction cost. At the same time,
these new BIPV envelopes generate power and also protect the building interior from harsh external
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ambient [6,13–16]. Semitransparency or transparent nature is the precondition for BIPV envelopes as
they are not only responsible for producing the benevolent power but also controls the net building
energy consumption by offering suitable indoor ambient. Semi-transparent or transparent BIPV allow
sufficient daylight, which reduces lighting energy demand and also controls heat loss and gain, which,
in turn, reduce the heating and cooling load demand [17]. Although buildings have a strong potential
of reducing their energy consumption and greenhouse gas emissions; the main challenge is to achieve
this objective without compromising thermal comfort needs [18–20].

First-generation cost-effective, crystalline silicon for BIPV application needs space between cells to
create semitransparency [21,22]. While second-generation thin film [23–25] and third-generation [26]
emerging perovskite solar cells (PSCs) [27], dye-sensitized solar cells (DSSCs) [28], quantum dot solar
cells (QDSSC) and organic–polymer solar cells [29] types possess semitransparency by tuning their
corresponding cell thickness.

The photosynthesis process inspired the fundamental novelty of the third-generation PV concepts
in the way of assembling the cell architecture, which allows easy and cost-effective processing to
generate power from effective sunlight absorption [30]. Among the third generation PV system,
PSCs are the most efficient technology that promises a cheaper and accessible fabrication route to
produce more efficient photo-conversion efficiency (PCE). The perovskite materials satisfy almost all
the requirements to achieve the best performance, as listed in Table 1.

Table 1. Summarized requirements for the best-performance photovoltaic (PV) applications in terms of
materials and properties categories.

Categories Requirement

Properties

1 Suitable bandgap matching the solar spectrum

2 Strong absorption coefficient

3 Excellent and balanced carrier mobility

4 Defect tolerant

5 Ambipolar dopability

6 Long carrier lifetime and diffusion length

7 Reasonably low exciton binding

Materials

1 Earth-abundant/low cost

2 Nontoxic

3 Long-term stability

4 High performance

In a typical PSC, the perovskite absorber layer is sandwiched between the electron and hole
transport layer (ETL and HTL). Generally, the ETL deposits on a fluorine-based tin oxide (FTO)-based
glass followed by the perovskite layer and HTL. Finally, a back contact introduces on the top of the
HTL and thus a complete cell form. The sequential layers of a typical PSC are schematically described
in Figure 1. Briefly, PSCs show a photovoltaic phenomenon when exposed to light, consequently
producing photovoltage and photocurrent.

This kind of cell structure benefits for a high collection efficiency and low recombination of
carriers, which are indispensable to realize a high conversion efficiency. Compared to other solar
technology, PSC reacts to different wavelengths of light. This is due to the structure of the cells, which
enables electrons to travel through various interfacial layers [31,32]. As a result, they can convert a
proportionately higher amount of sunlight into electricity. Thus, it is required to mobilize the material
quality of the perovskite absorber by enhancing their charge carrier and reduce the defect density.
Despite the material quality improvement, the layer thickness adjustment is also a possible way to
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enhance cell performance. Maximum light trapping can provide mutual benefits for both the optical
and electrical properties of the PSCs.

Figure 1. Schematic configuration of a typical perovskite solar cell.

To date, the number of publications on PSCs exceeded almost 17,726 according to the web of
science while searching the keyword of “perovskite solar.” Among them, 1143 publications were
related to review articles [33]. Not only that, but most of the article also comes under the category
of materials science multidisciplinary (10,865), dealing with (1) emergence of perovskite solar cells,
(2) fundamental relation with optoelectronics, ion mobility properties, (3) recombination effect, (4)
theoretical studies to achieve high efficiency, (5) defect and interfacial related studies, (6) device
architecture such as mesoscopic, planar, inverted, hole-transport material free tandem, etc., (7) stability
and scalability related gripping topics [34–37]. Around 2554 publications are available including
865 proceeding papers and 150 review articles according to the web of science by searching the
keyword “building-integrated photovoltaic”. Nevertheless, interestingly, searching by the keywords
“building-integrated photovoltaic perovskite solar” indicates only 37 articles, 9 reviews and 3 proceeding
papers as per web of science. The status of the publications lists as gathered from the web of science
thus highlights the adequate requirement of more research-based PSCs integration in BIPV (Figure 2).

Figure 2. Schematic representation of the theme of this review represents perovskite solar cells
integration to building-integrated photovoltaic (BIPV).

In this review, we have put great emphasis on the potentiality of PSCs integration for BIPV
application through its appearance as an emerging PV technology to futuristic employment in BIPV
application. A general phenomenon and the importance of the review are recapitulated in Section 1.
Next, Section 2 illustrates the efficiency evaluation of PSCs as a breakthrough trendsetter in PV
Afterwards; Section 3 highlights the difficulties associated with PSCs, mainly stability and toxicity.
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Then, Section 4 addresses on the PV technological aspects of PSCs includes transparency and efficiency
tradeoff and up-scaling status. Then Section 5 discusses the advancement of PSCs integration in
BIPV. This includes recent trends of PSCs in BIPV includes lightweight, solar paint techniques and
zero-energy building conceptualization for sustainable BIPV adaptation. Next, Section 6 describes the
future scope of PSCs integration in BIPV, followed by a constructive discussion in Section 7. Finally,
the review is summarized with the concluding remarks in Section 8.

2. Performance Trends Evaluation of PSC

PSCs has become one of the hot spots owing to its dramatic development in efficiency levels and
thus extensively studied in recent years [38–40]. The organic-inorganic perovskite material such as
CH3NH3PbI3 (MAPbI3) and CH3NH3PbBr3 was successfully applied to first DSSCs as a promising
alternative to the conventional molecular dyes. However, its instability in the liquid electrolyte seemed
to put an obstacle for further development of higher efficiency [41]. Research activities on PSC were
swiftly increased since the first reported solid-state PSC in 2012, having PCE of 9.7% [42]. After this
breakthrough, in the following years, the investigation of PSCs became gradually dominant in PV
research. Eventually, the efficiency of PSCs was enhanced to 22.1% in early 2016 [43]. PSCs have
achieved an efficiency of >23% in just a few years. While writing this review article, the highest
certified PCE reached 25.2%, confirmed by the National Renewable Energy Laboratory [44]. However,
the solution processing fabrication routes of perovskite resulted in its crystallization, defect passivation,
which influences the interfacial optoelectronic properties. Therefore, the employment of various
additive-assisted strategies for interface optimization can escalate the performance of a PSC. Table 2
highlights the recorded significant PCE of various PSCs in consecutive years in terms of their perovskite
absorber modification and implementation of various device fabrication strategies in order to achieve
the best performance.

Table 2. Significant performance achievement of experimental planner structure-based perovskite solar
cells (PSCs) in consecutive years *.

Perovskite Sensitizer Device Assembly PCE (%) Year Reference

MAPbI3 TiO2/CH3NH3PbI3/Electrolyte solution/Pt-FTO 3.8 2009 [42]

MAPbI3 FTO/m-TiO2/Spriro-OMeTAD/Au 9.7 2012 [45]

MAPbI3 FTO/m-TiO2/c-TiO2/spiro-MeOTAD/FTO Au 17.0 2014 [45]

FAPbI3 FTO/bl-TiO2/mp-TiO2/PTAA/Au 20.2 2015 [46]

MA0.6FA0.4PbI3 ITO/PTAA/ICBA/C60/BCP/Cu 18.3 2016 [47]

Cs0.2FA0.8PbI3 FTO/SnO2/C60-SAM/Spriro-OMeTAD/Au 19.6 2016 [48]

Cs0.15FA0.85Pb(I0.83Br0.17)3 FTO/bl-TiO2/mp-TiO2/Spriro-OMeTAD/Au 20.0 2016 [49]

MAPbI3 ITO/PTAA/C60/BCP/Cu 20.7 2016 [50]

FA0.81MA0.15PbI2.51Br0.45 FTO/bl-TiO2/mp-TiO2/spiro-OMeTAD/Au 20.8 2016 [51]

Cs0.05(MA0.17FA0.83)0.95Pb
(I0.83Br0.17)3

FTO/bl-TiO2/mp-TiO2/PTAA/Au 21.1 2016 [49]

Rb0.05 [Cs0.05(MA0.17FA0.83)0.95] 0.95
Pb(I0.83Br0.17)3

FTO/bl-TiO2/mp-TiO2/Spriro-OMeTAD/Au 21.6 2016 [46]

MAPbBr3 into FAPbI3 FTO/thin-barrier TiO2/m-TiO2/PTAA/Au 22.1 2017 [52]

FAPbI3- MAPbBr3 FTO/d-TiO2/mp-TiO2/NBH/P3HT/Au 22.7 2019 [53]

Cs0.17FA0.83Pb(I0.97-xBrxCl0.03)3 FTO/bl-TiO2/mp-TiO2/Spriro-OMeTAD/Au 20.5 2020 [54]

* MA—CH3NH3; PTTA—Poly-HC(NH2)2PbI3; BCP—bathocuproine; ICBA—indene-C60
bisadduct; SpiroOMeTAD—2,2′,7,7′-tetrakis[N,N-di(4-methoxyphenyl)amino]-9,9′-spirobifluorene;
NBH—narrow-bandgap-halide; P3HT—poly(3-hexylthiophene)

Recently, the Oxford photovoltaics has achieved a certified PCE of 27.3% for 1 cm2 perovskite-silicon
tandem solar cell [55]. This result defeats the highest recorded PCE of the single-junction silicon solar
cell (26.7%). This also indicates the emerging performance and rapid development of the PSCs in
comparison to silicon solar cells to achieve a similar efficiency [56]. The prevalent efficiency trend of
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various PV cells is further exhibited in Figure 3. Impressive progress on the PCE is being achieved
in case of PSC, which is highly dominating over other PV cells. However, solving the problem of
transferring high efficiency from laboratory small-area devices to large-area perovskite modules is the
pivotal challenge. The maximum theoretical PCE (Shockley–Queisser limit) of the PSCs, employing
MAPbI3−xClx is predicted to 31.4%. Therefore, there is still enough space for development [57].

 
Figure 3. Cell efficiency progress trend of various PV devices (This plot is courtesy of the National
Renewable Energy Laboratory, Golden, CO) [44].

Recently, Nishigaki et al. (2020) show simulations study based on light absorption characteristics
of chalcogenide alloy-based perovskites such as Ba(Zr,Ti)S3, indicating a maximum potential of 38.7%
PCE in a perovskite/crystalline Si tandem structure [58]. Despite intrinsically excellent optoelectronic
properties of the perovskite absorber, a gap between the theoretical efficiency and the experimental
one opens up an ample scope of further investigation and detailed scrutiny to unveil the hidden
information of achieving high efficiency and stable PSC. All other kinds of non-Si solar cells suffer
significant barriers in terms of their materialization, fabrication and cost and thus became almost
saturated to develop next-generation PV devices. In this scenario, the rapid improvement of PSCs thus
is expected to be a prominent choice than the traditional silicon solar cells [59].

Efficiency and operation stability both are the crucial factors to determine the practical applications
of these devices. Therefore, to execute the best performance of a PSC, there are several fundamental
concerns needs to be addressed as mentioned:

• Excellent improvement of photo physics-chemistry and dynamics of exciton/charge-carrier;
• Well-established interfacial energy alignment, interface electronic structure and charge-transfer

(carrier-collection) processes;
• Structural and composition characterization;
• Improved stability by developing material and compositional engineering;
• High-efficiency solar cell fabrication with device performance and stability testing;
• Scale-up, printing, slot-die coating and roll-to-roll manufacturing;
• Understanding of solar parameter behaviour.

3. Device Challenges: Stability and Toxicity Affairs of PSCs

To develop highly efficient and environmentally stable, benign perovskite devices is critical and
challenging. Particularly for BIPV application, semi-transparent or transparent PSCs are required
as they not only generate power for the building but also allows daylight and improve the indoor
environment. However, for opaque façade application, the requirement for the transparency can be
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eliminated. Long-term instability, use of toxic lead (Pb) and semitransparency, while having higher
power generating capability are the significant challenges with PSC.

As mentioned, stability stands out as the main challenge of a PSC device. The perovskite layer
degrades rapidly in the presence of high temperature, ultraviolet (UV) light and moisture (Figure 4).
Moreover, Pb-based perovskite (MAPbI3) causes severe toxicological implications on the environment
with a dramatic impact on the environment and human health. Rapid degradation is the most common
phenomenon for PSC while they are exposed to moisture and UV radiation [60,61]. This is quite a
realistic point to be considered for outdoor application. Consequently, effective strategies are required
to overcome the stability issue and employed for long-term running [62]. As a result, besides the
implementation of high-efficiency devices, it is also essential to consider on environment and safety
issues for an optimum PSC device.

Figure 4. Major challenges of PSCs according to instability and toxicity.

3.1. Stability Issue

MAPbI3-based perovskite is the most efficient candidate for high PCE generation, but they
suffer from material degradation in the presence of high temperature, intense UV light and the high
percentage of moisture content [63,64]. The hygroscopic character of amine salt present in MA+ and
highly hydrophilic nature of perovskite lead the hydrate products formation, which eventually broadens
the degradation time [65–67]. In the presence of UV-light photogenerated electron ease the formation
of superoxide [68,69], which are moderately reactive with perovskite. The degradation leads to the
formation of PbI2 and HI, which further produce I2 in the presence of oxygen, as shown in the equation
(i-iii). The UV-degradation can also happen for encapsulated devices [70,71]. Organic-inorganic
perovskites have various thermal stabilities depending on the time of exposure. Grain boundaries play
a crucial role in temperature-dependent stability [72,73]. Depends on the organic part of the material,
degradation can occur at 60 ◦C or can start at 100 ◦C [74–76]. Not only the perovskite materials; there
are other layers like HTL, ETL and metal-based electrode materials, which also have their fundamental
issues [77–80]. The metal electrode has the tendency to be corroded by the degradation of halide
perovskite and tends to produce metal halide due to temperature stress. Stability issues can also occur
from a structural point of view. The crystal structure of the perovskite and tolerance factor plays a
pivotal role as they dictate the performance of the perovskite [81].

CH3 NH3 PbI3 (s)→ PbI2 (s) + CH3 NH3 I (aq.) (i)

CH3 NH3 I (aq.) → CH3 NH2 (aq.) + HI (aq.) (ii)

HI (aq.) + O2 (g)→ 2I2 (s) + 2H2O (L) (iii)
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To solve the moisture instability, two-dimensional (2D) perovskites and mixed dimensional
perovskites are the most promising ones [82,83]. Incorporation of 2D perovskite in the grain boundary
of three-dimensional (3D) perovskite has also proven to be effective in passivating the defect states
of grain boundary [84,85]. Protection of PSCs from UV-light can also be achieved by using mixed
dimensional (2D-3D) perovskite materials. At the same time, incorporation of inorganic charge
transport materials like CuSCN, NiO, WO3 also provides some promising light stability in ambient
conditions [86–88]. In spite of that, encapsulation is another way out to protect the devices from
external factors [85]. Encapsulating materials play a huge role in commercializing PSCs, although
UV instability is a matter of concern even with encapsulated devices. Thermal stability can be
managed using the perovskite materials having high tolerance factor and quasi-2D structures. Using
inorganic charge transport layers via sol-gel and pyrolysis methods effectively reduce the chances
of degradation [89–91]. Presently, a considerable amount of study is going on by replacing the
metal electrodes with carbon-based materials [92], which are non-degradable by corrosion. Hence,
incorporation of carbon nanostructures as the charge transport layer take new initiatives for stable and
economically viable PCE [93]. Few examples are given in Table 3, showing the developments of PSCs
to overcome different instability factors. Perovskite-silicon tandem cells are coming in the market to
make it more feasible for energy application [94].

Table 3. Types of PSCs along with their efficiency and stability.

Device Structure PCE (%) Stability Status Reference

ITO/ZnO-JTCA/MAPbI3/spiro-MeOTAD/Au 18.8 70% left after 840 h in air [95]

ITO/PEDOT:PSS/MAPbI3-xClx/PCBM/ZnO/Al 16.8 Excellent stability [96]

ITO/Cu:NiOx/MAPb(I1-xBrx)3/PC61BM/BCP/Al 15.4 244 h stability [97]

ITO/NiO/MAPbI3/ZnO/Al 16.1 >60 d stability [98]

FTO/SnO2/FA1−x(MACs)xPbI3/spiro-MeOTAD/Au 20.7 83% left after 60 h [96]

FTO/TiO2/MAPbI3−xClx/sputtered NiOx/Ni 7.3 >2 months stability [99]

FTO/NiOx/FA1−xMAxPbI3/PCBM/TiOX/Ag 20.7 90% left after 500 h under 85 ◦C [100]

ITO/PTAA/(FA0.83MA0.17)0.95Cs0.05
Pb(I0.6Br0.4)3/ICBA/C60/BCP/Cu 18.3 90% left after 720 h in N [101]

FTO/BI-TiO2/Mp-TiO2/FA-perovskite/spiro-OMeTAD/Au 20.0 800 h [102]

FTO/bl-TiO2/mp-TiO2/RuCsFAMAPbI1-xBrx/spiro-MeOTAD/Au 21.8 95% left after 500 h under 85 ◦C [103]

FTO/bl-TiO2/mp-TiO2/CsFAMAPbI3-xBrx/CuSCN/RGO/Au 20.4 95% left after 1000 h under 60 ◦C [87]

FTO/c-TiO2/m-TiO2/m-ZrO2/Co3O4/carbon/MAPbI3 11.7 ~2500 h in ambient condition in
presence of light [104]

FTO/m-TiO2/m-ZrO2/NiO/carbon/MAPbI3 13.7 PCE decreased to 80% of initial
after ~150 h in presence of light [105]

FTO/c-TiO2/m-TiO2/CH3NH3PbI3/C-CuS 10.2 Over 600 h in ambient condition
with 30%–50% humidity in dark [106]

FTO/c-TiO2/m-TiO2/m-ZrO2/carbon/MAPbI3 6.5 ~850 h in dry air condition at
room temperature in dark [107]

FTO/c-TiO2/m-TiO2/m-Al2O3/carbon/MAPbI3 12.3
PCE decreased to 1% of initial

after ~480 h under light at room
temperature

[107]

FTO/c-TiO2/m-TiO2/m-Al2O3/SWCNT-NiO/MAPbI3 12.7 ~300 h in ambient condition [108]

FTO/c-TiO2/m-TiO2/m-Al2O3/carbon-WO3/MAPbI3 10.3
85% of initial PCE retains after

~500 h in the ambient condition in
the presence of light

[109]

Degradation of perovskite is the main reason for instability as mentioned above. Poor thermal
stability over a long period and also the humidity related adverse effects contribute towards the
degradation of the Pb-based perovskite [63,64,92]. Resolving the stability issues of perovskite material
is the censorious strategy to upgrade the long-term performances.

The growth of PSC confirmed that trying to leap directly into the marketplace BIPV installations
would require substantial upfront capital investment. However, the standard test condition, STC
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(using the air–mass 1.5 spectrum, an intensity of 100 mW·cm−2 also known as 1 sun of illumination
and a cell temperature of 25 ◦C) is vastly different from real-world conditions, where temperature
and the solar light intensity level and its spectrum always change with time [110,111]. Tress et al.
(2019) recently varied both the light intensity and temperature of a PSC to monitor the PCE performing
outdoor experiments at Lausanne, Switzerland. They have realized that temperature and solar light
intensity closely depend on the associate weather condition, which determines the PV parameters
associated with the PSCs [111]. As an example, based on weather station data from Bangor University
in the UK from 2018, there were just 51.4 h over the whole year where the solar irradiance was equal to
or greater than 1 sun and the mean irradiance during daylight hours was only 0.226 sun [110].

3.2. Toxicity Issue

As mentioned in Section 2, the most efficient PSCs are fabricated using Pb-based halide perovskites
(MAPbI3). However, they suffer from the toxicity issues during device fabrication, deployment and
disposal [112,113], which also retards the pace of commercialization. Pb is a carcinogenic element and
has no safe threshold limit of exposure. Degradation of MAPbI3 due to pH from rainwater on MAPbI3

films were characterized and found that it degrades completely in water [114]. Moreover, a recent
report by Li et al. (2020) highlights Pb- leakage into the ground, which can further provide serious
impact on plants and human’s food cycle [115]. In addition, Su et al. (2020) have examined the impact
of Pb-leakage on the environment. They have observed that the total organic carbon and chemical
oxygen demand analysis signify discarded PSCs could increase the oxygen consumption and may
release CO2 into the environment [116].

The toxic effect of Pb and polymers pushed researchers to think about greener
alternatives [60,112,117,118]. Tin, germanium, bismuth can replace the toxic Pb [119,120]. Moreover,
some new series of materials as chalcogenide perovskites, double perovskites, etc. are also worth
investigating [121,122]. Various alternative Pb-free perovskite materials can be employed for light
absorbers in PSCs. Table 4 indicates about the performance of some notable Pb-free perovskite absorber
development. However, the efficiency is not as much like Pb-based perovskites due to high minority
and low mobility of carrier-effective masses. Still, they are in the investigation because of their better
stability over Pb-based PSCs at ambient condition.

Table 4. Significant performance of various lead-free perovskite-based materials in PSCs.

Pb-Free Absorber Features PCE (%) Reference

CsSnI3

CsSnX3 (X = Cl, Br and I) quantum rods with tunable
emission wavelength ranging from 625 to 709 nm has

been prepared via solvothermal synthesis using
different halide salt conditions

13.0 [123]

CsSnI3
Addition of SnF2 reduces the background charge

carrier density by lowering the defect concentrations 2.0 [124]

Cs2TiBr6
First-ever solar cells using Cs2TiBr6 thin films show a

stable efficiency of up to 3.3 3.3 [125]

Sn-based Tin perovskite solar cells by using high energy level
Indene-C60 bisadduct 12.4 [126]

MASnI3
Redshifted and absorption up to 950 nm, compared to

MAPbI3 counterpart (1.55 eV). 5.7 [127]

FASnI3
Lewis acid-base adduct formed crystallization with

trimethylamine 7.1 [128]
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Table 4. Cont.

Pb-Free Absorber Features PCE (%) Reference

MAGeI2.7Br0.3

Flash-photolysis time-resolved microwave
conductivity and photoelectron yield spectroscopy

techniques
0.6 [129]

Cs2AgBiBr6
Fabricated Cs2AgBiBr6 films and incorporation to

working devices 2.5 [130]

MA3Bi2I9

Pinhole-free, large-grained films fabrication using two
steps approach. The absorption coefficient, trap

density of states characterization and charge diffusion
length comparison to lead perovskite.

1.6 [131]

MASbSI2
methylammonium antimony sulfur diiodide was

fabricated the first time for solar cell 3.1 [132]

MA3Sb2ClXI9−X

A joint experimental and theoretical study.
Inclusion of methylammonium chloride into the

Precursor solution; low-cost fabrication
2.2 [132]

MA2KBiCl6 Indirect bandgap, density functional calculations 3.0 [133]

Ba(Zr,Ti)S3
and

BaZr(S,Se)3

Perovskite/crystalline Si tandem architecture,
indicating the highest band-edge α among all known

solar cell materials; Theoretical study
38.0 [58]

4. Photovoltaic Consequences of PSCs

4.1. Transparency and Efficiency Tradeoff of PSCs

Transparency is a crucial factor to determine the PCE of PSCs. Therefore, it is imperative to
study the semi-transparent PSCs towards its useful energy harvesting through the windows and
roofs of buildings. The transmitted sunlight through the transparent or semi-transparent window of
a building significantly influences on the visual comfort of building occupant. Besides PCE, there
are some other crucial parameters such as average visible transmittance (AVT), transparency colour
perception [134–136], corresponding colour temperature (CCT) [137,138] and colour rendering index
(CRI) [139] should be investigated for optimizing the semi-transparent PSCs. Usually, AVT range
between 20%–30% is required for window applications. Bandgap tuning of the perovskite absorber
resolves the tradeoff between transparency and efficiency and thus becoming as a smart choice as a
window. Transparency is associated with the thickness of the cell. Sometimes, highly transparent cells
suffer low efficiency due to less absorption of sunlight. In contrast, less transparent cells are sometimes
insufficient to generate the required power [140,141]. Jung et al. (2015) have described transparency
enhancement by reducing the Perovskite absorber coverage. The PCE significantly boosts up by 128%,
while the thickness increased from 40 to 280 nm, followed by the AVT decreased from 35% to 10% [142].

The modern architects prefer to build exteriors designed with artwork on the glass while building
engineers consider low-cost energy-efficient construction [143,144]. Transparent or semi-transparent
solar cell devices can replace the transparent glass for building. However, the fully transparent solar
cell possesses low solar light absorption capability. Hence it is a critical task to fabricate a fully
transparent solar cell, which will also generate high power [145]. Thus, optimization between the
efficiency and transparency at acceptable levels by varying the thickness of the different layers are
required [146–148]. The light transmission with opaque crystalline Si PV is achieved by spacing the cells
in the module [21,22,149] whereas PSCs are semi-transparent elements. An effort has been executed
to find a suitable medium between high electrical efficiency and a high AVT, as shown in Figure 5.
The thickness and structure of the mesoporous layer create an impact on PSC performance [150]. The
optical transparency of the other interlayers and the semi-transparent electrode of PSC influence to
archive high PCE [151]. Therefore, to achieve a highly transparent PSC device, the perovskite layer
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should be thin enough, which inevitably leads to obtain brownish cells [152]. In addition, reducing the
thickness of the perovskite layer cannot wholly solve the tradeoff between transparency and efficiency
as improvement of the transparency decrease the efficiency [153]. Mesoscopic cells that use TiO2

photoanodes are partially circumvented. By providing a large MAPbI3/TiO2 interfacial surface area,
electrons are therefore extracted from the perovskite throughout the entire thickness of the layer [71].
Thin mesoporous TiO2 layer has the potential to fill pore, which results in an improved PCE [154].

 
Figure 5. Schematic representation of the transparency of light, indicating the thickness of the different
layer of a PSC.

Various reports claimed that a thin film of MAPbI3 could be developed, consisting of a thickness
of 100–350 nm [155–157]. This resulted in the substantial differences in carrier diffusion lengths of
the compositions, a much deeper understanding of the role of film thickness and morphology on the
efficiency of MAPbI3-based planar heterojunctions is required. The influence of the TiO2 layer during
the growth of the perovskite “pores”, determined mainly by the thickness of the film by using their
non-stoichiometric mixture of MAI and PbCl2 precursors was also studied. Employing perovskite
de-wetting technique, neutral colour perovskite was synthesized, which has an array of perovskite
microstructured island. Each island could absorb visible light while the transparent region was colour
neutral. However, this structure offers high transmission, but the gap between perovskite island
create high shunt resistance [158,159]. This shunt resistance lowers the power generation, which can
be further improved by -post-treatment of perovskite using alkyl-siloxane molecular layers [160].
The morphologic control of the perovskite layer is much determined by their precursors, deposition
method and preparation temperature [161]. Without hole transport material, PSC having photoanode
of 800 nm shows 12.22% cell efficiency [162]. It is observed that thinner n-type layers would improve
the conductivity and accordingly lead to better device performance. Consequently, an appropriate
thickness of n-type layers is also paramount to achieve superior device performance [163,164].

Yuan et al. (2018) investigated systematically by varying the I: Br ratio for MAPb(Br, I)3 -based
perovskites and thickness of the corresponding film, which led to an increase in the AVT as well as
PCE [141]. They have realized that >20% AVT and ~10% PCE, even when the device thickness of
wide-bandgap perovskite was >200 nm. A sandwich-type MAPbI3 to obtain semi-transparent PSCs
with high efficiency by modification of morphology and structure, which can increase transparency
to some extent, as reported by Heo et al. (2016) [163]. Wei et al. (2019) reported semi-transparent
PSC-based on MoOx/ITO/Ag/ITO (MoOx/IAI) with MAPbI3, which exhibited a PCE of 12.85% with an
AVT of ~80%. Ag nanowire is deposited on the spiro-OMeTAD or perovskite to attain a semi-transparent
PSC, which achieved a peak transmission of 77% approximately 800 nm and an efficiency of 12.7% as
reported by Bailie et al. (2015) [165]. The PCE of 14.2% along with 72% AVT in the near-infrared region
has been reported Fu et al. (2015) for an FTO/ZnO/PCMB/MAPbI3/Au based device architecture [166].

On the other hand, the strategy for achieving high transparency relies on uniform microstructure
within the perovskite film, such as inserting a passivating material to confine the growth of perovskite
grains. Mesh assisted grid deposition technique for mixed cation mixed halide perovskite on
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mesoporous TiO2 was employed to fabricate PSC, which resulted in an average PCE ~10% with an
AVT of 28%. In this case, islands of perovskite well-connected across the walls of the mesh are formed,
which are capable of efficient light conversion and provide intermittent surface coverage for average
transparency [167]. Table 5 highlights the performance of the investigated semi-transparent PSCs.
Notably, both electrically conductive and optically transparent perovskite materials are still challenging
to develop.

Table 5. The efficiency of various semi-transparent PSCs at their different transmission wavelength.

Device Structure PCE (%) Transmittance (%) Wavelength (nm) Reference

ITO/PTAA/Cs0.05FA0.8MA0.15PbI2.55Br0.45/C60/SnO2/ZTO/IZO 18.2 75 760–1200 [168]

ITO/PEDOT:PSS/MAPbIxCl3−X-PVP/CYTOP/PC61BM/PEIE/Au 5.4 34 400–800 [169]

FTO/c-TiO2/MAPbI3/Spiro-OMeTAD/MoO3/
Au/MoO3

5.3–13.6 7–31 370–740 [170]

FTO/c-TiO2/MAPbIXCl3−X/Spiro-OMeTAD/Ni 6.1 38 300–850 [160]

FTO/c-TiO2/AAO +MAPbI3−XClX/Spiro-OMeTAD/MoOX/ITO 8.5–13.3 26.3–45.4 400–800 [171]

In2O3:H/PTAA/MAPbI3/PC61BM/ZnO ZnO:Al/Ni/Al 16.1 80.4 800–1200 [146]

ITO/CuSCN/MAPbI3/PCBM/Bis-C60/Ag 7.5–10.7 13–37.5 300–850 [142]

FTO/c-TiO2/MAPbI3/PTAA/PEDOT:PSS/ITO/glass 12.6–15.8 6.3–17.3 300–800 [172]

ITO/PEDOT:PSS/MAPbI3/PCBM/AZO SnOX/Ag/SnOX 11.8 29 400–900 [173]

FTO/c-TiO2/mp-TiO2/Al2O3/(5-AVA)X(MA)1−XPbI3-Carbon
grid/MWCNT 8.2 24 300–800 [174]

ITO/ZnO/CsPbBr3/Spiro-OMeTAD/PH1000 5.9 59.8 300–800 [175]

FTO/TiO2/MAIPbI3-CH3NH2- MAPbI3/SWCNT/PEDOT:PSS/Ni
microgrid 11.3 68 380–740 [176]

ITO/c-TiO2/mp-TiO2/Rb-FA0.75MA0.15Cs0.1PbI2Br/PTAA/MoOX/ITO 16 84 720–1100 [177]

ITO/NiOX/FA0.83Cs0.17PbBr0.5I0.25/LiF/PC60BM/SnO2/ZTO:ITO/LiF/Ag
grid 14.5 74 765–1200 [178]

ITO/PEDOT:PSS/MAPbI3/PC61BM/Au/LiF 3.4–7.7 10–35.4 400–800 [179]

ITO/NiOX/MA3PbI3/PCBM/BCP/Ag/SiO2/ZnS/Ag/ZnS 10.5, 10.7,
11.2 28.8, 12.4, 3.4 Red, Green,

Blue [180]

ITO/ZnO/PCBM/MAPbI3/NiOX/ITO/dielectric mirror 10.12 28.1, 22.4, 17.4 Red, Green, Blue [181]

FTO/c-TiO2/m-TiO2/MAPbClXI3−X/Spiro-OMeTAD/PEDOT:PSS 11.6, 13.8,
11.6 11.6, 10.5, 9.1 400–750 [182]

ITO/c-TiO2/MAPbI3/Spiro-OMeTAD/MoO3/
Ag/ZnS 11.9–13.3 7.42–10.9 380–750 [183]

FTO/c-TiO2/mp-TiO2/Al2O3/MAPbI3-Carbon grid/WO3 8.1 20 380–780 [184]

FTO/c-TiO2/mp-TiO2/Al2O3/graphene-PEDOT:PSS/MAPbI3-carbon
grid 7.2, 11.6 26, 20 380–780 [185]

4.2. Upscaling Stature of PSCs

Scaled up of the PSC is essential to implement them for their on-site application. However, scaling
up PSC exerts as a hugely challenging issue specifically for the fabrication technology, large-scale
material development and sequential right tracklayer deposition. Scaling up often reduce the efficiency
of the overall system. Therefore, the development of large-scale PSC is a big challenge in terms of both
the cost-effectiveness and necessary longevity. In this regard, sheet-to-sheet and roll-to-roll deposition
methods stand out as a suitable scaling up methods for large-scale PSC fabrication. Reduction of
bulk defect recombination and electric leakage followed by adjusting its bandgap and increasing the
charge generation are the crucial factors that require to be perfectly attained in large-scale PSCs, which
is undoubtedly a challenging task. There are many attempts that have been made for upscaling of
PSCs, providing importance on high efficiency and excellent stability too. However, increasing the
cell dimension also drops the power conversion. For example, cell dimension increment from 0.12 to
1.1 cm2 resulted 11.5% reduction of efficiency [186]. PSC 10.1 cm2 modules exhibited a PCE of 10.4%,
which was enhanced to 13.3% for reducing the area [187]. A 198 cm2 area based PSC offered PCE of
6.6% [188] while Gardner et al. (2016) [189] achieved only 4.3% PCE for a cell having an active area of
100 cm2. However, Hu et al. (2017) achieved a mesoscopic 100 cm2 area PSC having PCE of 10.4% [190].

213



Buildings 2020, 10, 129

Another work showed fully printable large-area 7 m2 perovskite panels made by 10% efficient 10 × 10
cm2 perovskite modules [190]. Weihua Solar manufactured large-area 45 × 65 cm2 modules by using
10.6% efficient 5 × 5 cm2 cells [191]. Recently, one 703 cm2 (24.15 × 29.10 cm2) large size with excellent
efficiency Perovskite was fabricated where crystal properties were controlled during the fabrication of
the crystal growth process [192]. Microquanta successfully fabricated a 200 × 800 cm2 module with a
PCE of 14.24% [193]. Very recently, the Panasonic electronics manufacturer has produced a lightweight
30 × 30 cm2 perovskite with an efficiency of 16.09% [194].

5. Advancement of PSCs for BIPV

Building integration of PSCs is one of the most holistic approaches as transparent and
semi-transparent PSCs are possible by tuning the material thickness and bandgap. BIPV may
hold the potential to increase PSC technology suitable space on buildings. Uniform transparency over
the entire device area makes PSC a very engaging for BIPV applications, which combine the production
of green energy and esthetic architectural features of elements that are part of the green environment
for human habitat. Integration of PSC in BIPV is still a less-explored work compared to the other PVs.
The transparency-efficiency tradeoff can be considered for a proper design of BIPV applications where
transparency and efficiency both represent design parameters. Figure 6 highlights the major required
characteristics for BIPV integration in the less energy-hungry building using PSCs.

• Outdoor stability;
• Lightweight: the total mass of the cell does not strain the construction of the building;
• Semitransparency and;
• Low-scattered light: able to harvest solar energy also in shadowed areas or cloudy conditions that

can bring up the PSC for a suitable BIPV employment.

Figure 6. Schematic representation of the suitable PSC features for BIPV.

5.1. Recent Progress of PSCs Integration in BIPV

BIPV systems are promising for energy conscious building design techniques. Design
considerations for BIPV systems must include the building’s architecture, its location, any appropriate
building and safety codes. Integration of PSC involves effective design for the local climate and
environment and considering consolidated daylighting and photovoltaic collection. In this regard,
various attempts have been promoted to employ PSC in BIPV application.

Bifacial colourful ST-PSCs in an n–i–p architecture using CuSCN as a hole transporting material,
was developed by Wang et al. (2020), exhibits wide colourful tunability and excellent bifacial
photovoltaic behaviour and emerging as a promising candidate for BIPV applications [195]. Martellotta
et al. (2017) pointed out with particular reference to semi-transparent PV cells using amorphous
silica (a-Si), and perovskite may have a significant impact on BIPV application. PSC with 42.4%
transmission exhibited higher PCE (6.64%) compared to lesser transparent (30.1%) amorphous Si
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cell, which resulted in maximum efficiency of 4.80%. Moreover, the authors claimed that the PSC
offered a more balanced visual comfort behaviour compared to the a-Si device and produced electricity
with different behaviours concerning solar radiation. This study offers the futuristic scope of PSCs
integration as a potential substitute candidate for silicon solar cells for BIPV. Despite that, Aernouts
et al. (2019) [196] demonstrates about the efficient structures and processes for reliable perovskite
solar modules in BIPV facade application, with support of outdoor test results, which opens then the
door for technology validation for a fully integrated product (Figure 7). The authors demonstrated a
cost-effective, highly efficient (>17%) perovskite-based 35 × 35 cm2 module architecture having over
20 years of reliability.

Figure 7. Schematic represents of efficient structures and processes for reliable PSC modules for BIPV
application. Reproduced with permission [196].

Ghosh et al. (2019) developed carbon-based PSC having which had PCE of 8.13%, 30% average
solar transmission and 20% average visible transmission, at the laboratory environment for BIPV
application. In addition, daylighting and glare control analysis employing the subjective rating
methods was investigated. For midday period of a typical bright sunny day at the location of the
University of Exeter, Penryn (50.16◦ N, 5.10◦ W), UK, high glare was observed [184]. Improved visual
comfort is attainable while Perovskite PV windows are employed in a building by replacing solar
control window [7]. Coloured PSC reflects light which is also potential for BIPV application as lowering
the thermal gain comfortable indoor environment is achievable. Furthermore, reflected light reduces
the possibility of overheating of the solar cell. The PSC developed by Zhang et al. (2015) was capable of
tuning colour across the visible spectrum while maintained the high efficiency. This product is suitable
for sustainable coloured BIPV architecture [197]. PSCs also changes its transmission in the presence
of temperature, which is known as thermochromism. Transmission variation in the visible range
for thermochromic (TC) perovskite is suitable for retrofit or newly glazed façade application [198].
Figure 8 shows a colour neutral PSC-BIPV, while amorphous Si cells absorb most of the blue-green
radiation and appear as brown-orange [199].

Tandem structure of PSCs is attractive candidates where at the top [118] or the bottom silicon are
stacked mechanically. Mechanically stacked silicon bottom cell PSC achieved a PCE of 23.9% [200,201].
This is the highest achieved efficiency from the four-terminal tandem device.
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Figure 8. Simulation of the appearance of the different PV technologies applied to the glazing such as
(a) baseline condition; (b) a-Si cell and (c) PSC. Reprinted with permission [199].

However, stability was encountered as the most challenging for PSC efforts, were given to
characterize it at the outdoor condition. Of course, the low-cost and flexible manufacturing prospects
of PSCs offers a desirable integration in the BIPV market. The flexible PSC modules laminated into a
glass façade element, which was manufactured by Saule Technologies and installed in Skanska’s Spark
building in Warsaw, Poland [202]. The BIPV market expects tremendous growth from €1 billion in
2015 to €6.3 billion in 2022.

5.2. Lightweight PSCs for BIPV

Lightweight BIPV technology is essential for building integration especially retrofit the building.
Hence flexible and wearable PV systems are gaining importance because of their potential application
in building. Flexible PV indicates a reduced weight PV which can be quantified as specific power
(watts/kilogram). Fabrication of flexible transparent PSC requires flexible transparent electrodes which
should have high conductivity and excellent mechanical stability. Hence, the replacement of the
conventional brittle electrodes is required [203,204]. In terms of flexibility consideration, the polymer
substrates are considerable candidate due to cheaper and low-temperature solution processing. The
inexpensive polymer substrates such as polyethene terephthalate (PET) and polyethylene naphthalate
(PEN) have been found suitable to fabricate flexible PSCs [101].

Along with, the mechanical stability of the device is also essential to generate adequate power per
weight for their utilization. The potential of reaching extremely high specific powers in PSC reporting
~29.4 W·g−1 with only 12% efficient device as demonstrated by Kang et al. (2019) [205]. This value
is orders of magnitude higher than what typically characterizes traditional crystalline Si cells lies in
the range of 0.1–1 W·g−1 [206]. Notable performances of lightweight-based PSCs are summarized in
Table 6.

Table 6. Significant reports on the performance of flexible PSCs *.

Substrate PCE (%) Power-per-Weight Reference

PAN foils-ITO (1.3 μm) 15.2 29.4 W/g [205]

PET foil (1.4 μm) 12 23 W/g [206]

PET/Graphene (20 μm) 11.5 5 W/g [207]

Ultrathin PET/Silver mesh (57 μm) 14 1.96 kW/kg [208]

ITO-coated PET 14.2 23.26 W/g [209]

PET/Ag Nanowire (17 μm) 12.9 4.16 W/g [210]

* PEN: Polyethylene naphthalate; PET: Polyethylene terephthalate;
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5.3. Solar Ink-Based PSCs

Solar paint can replace the high-temperature annealing processed fabrication for high-efficiency
PSCs [211]. This process can further be improvised by addition of chemical steps to enhance the
electronic inter-grain connectivity, which will enhance the conversion efficiency. The roll-to-roll
fabrication process excels as a compatible technique in order to make large-scale PSCs. The
roll-to-roll deposition techniques such as ink-jet printing, slot die coating, blade coating, spray
coating, screen-printing, flexography, etc. are one of the most convenient processes to use the solar
paints to fabricate PSCs in a large scale (Figure 9a,b) [201,212]. Having the advantage of large wafer
substrates allowance, faster deposition technique, a highly scalable and cost-effectiveness of the overall
process further provides the roll-on roll fabrication approach as one of the best solutions for large
scale production [191,212]. Implementation of such solar paint-based protocol on a roll-to-roll cell
manufacturing is now seeking attention. The solar paint can be applied in BIPV, where the photoanode
can be directly painted on the walls or windows of a building. Solar paints are a class of thin-film
technology in which it can be fabricated in the form of solution. This solution is applied on glass or
plastic substrate by spraying or brushing to make a complete solar cell. Some of the most attractive
features of PV paints are thin layer deposition, substrate availability, less waste during processing and
non-fragile. The solar paint can be further directly applied in BIPV, where the ETL can be directly
painted on the walls or windows of a building.

Figure 9. Perovskite layer deposition using (a) slot die coating, (b) brush painting techniques, for solar
paint-based PSCs, respectively.

So far, different approaches such as additive inclusion, thermal annealing and different kind
of precursors, were explored to control morphology, crystalline structure and moisture stability of
perovskite. In combination with these strategies, the use of anti-solvent dripping during the deposition
of perovskite precursors is widely exploited to obtain better film morphology and properties. Beside
solvent toxicity, anti-solvent dripping is hardly compatible with scalable productions technologies;
therefore, strategies to control the perovskite film formation in one-step and solvent dripping free
is a technological challenge. The spinning in the typical perovskite process flings away most of the
liquid, so a better approach is therefore required. The acetonitrile/methylamine system is unusual
for a few reasons: First, it utilizes methylamine as the Pb-alkylamine former, thereby reducing the
chance of impurities and over passivation [213]. The acetonitrile system is shelf-stable for long periods.
Acetonitrile as a solvent also has many desirable properties for high-speed manufacturing such as low
boiling point, low viscosity and low surface tension relative to the commonly used dimethylformamide
(DMF) [214], dimethyl sulfoxide (DMSO) [154] and N-Methyl-2-pyrrolidone (NMP) [215] systems.
Instead of using the toxic solvents, starch biopolymer exploits as a rheological modifier to tailor the
viscosity of perovskite precursor solutions to obtain a stable ink for uniform perovskite thin films [216].
TCs have attracted broad interest due to their simple reversible mechanism of using thermal energy for
switching transmittance. Typically, commercially available TCs are liquid crystals and leuco dyes and
recently vanadium dioxide. The crystallization temperature in inverse temperature crystallization
depends on the halogen constituent of the perovskite. This observation inspired to combine the tunable
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optical properties and unusual crystallization processes of perovskites to design a facile synthesis of
TC inks that realize smart windows with more extensive chromatic variation than thought possible in
hybrid perovskites [217,218].

5.4. Zero-Energy Building Approach of PSCs in BIPV

Significant insights were gained while theoretical approaches based on MAPbI3 perovskite was
employed [57,219,220]. The modelling studies of such PSCs include formability of the perovskite
structure, effect of reduced structural dimensionality and Pb-ion insertion, which can pave way further
improvement of perovskite development. On the other hand, features like Rashba effect [221], the
ferroelectric effect [222], carrier localization effect [223], ion transport and halogen atom inclusion [224],
provides high optoelectronics property modulation for PSCs. Alternatively, achieving zero energy is
an ambitious yet increasingly achievable goal, i.e., gaining momentum across geographic regions and
markets [225]. Reduced energy consumption of PSCs, therefore, makes it simpler and less expensive to
meet the building’s energy needs for BIPV. Figure 10 highlights about a scheme of all these features,
which need to be co-inside to develop a zero-energy building using PSC.

Figure 10. Scheme of the PSC-integrated BIPV modelling study for zero-energy building development.

Reports are available on the top floor of the apartment, which has been investigated by using the
4× 4× 3 m3 single box model covered by PSCs [226–230]. The hourly energy gains from the rooftops
and façades are calculated based on the measured angle-dependent performance of the solar cells and
the hourly solar intensities. Assoa et al. (2017) attempted different approaches, including a linear
model, lumped elements models and models that make use of commercial software solvers for rooftop
BIPV modelling study [227]. The forecasted solar irradiance 7 kW solar PV system for net-zero building
was evaluated in India climate [228]. One the other hand, Poulek et al. (2015) rationalized an annual
estimation of temperature difference 3.2 K and 3.5% in energy production between roof integrated
and free-standing PV panels through thermal models [229]. Recently, Walker et al. (2019) reported a
thin-film CIGS module with longitudinal cell direction to outperform modules with orthogonal cell
direction by up to 8%. The thin-film CIGS modules on the scale of one module under partial shading
conditions, one curved module and two connected modules [226]. The model was validated using
recorded experimental data over an entire year. Recently, Gong et al. (2019) used the single box model
of 4 × 4 × 3 m3 which converted 35% solar radiation to electricity is a promising solution for distributed
power generation and the zero-energy residential building in the Wuhan urban area in China [231].

6. Future of PSCs Based BIPV

Concerning the present status of PV technologies, improvements in several areas are required,
such as conversion efficiency, cost, durability and sustainability. With the emergence and rapid growth
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of nanotechnology, harnessing of the novel nanomaterials for PSCs has increased over the past two
decades, and the process of discovery and invention is continuing.

The calculation of LCOE, i.e., Levelized cost of electricity signifies that the total cost per unit of
electricity generated over the lifetime from the PSC system is competitive compared to other available
PV technology [207,232,233]. The “Golden Triangle” model indicates about the performance, durability
and cost of the PV system, as shown in Figure 11a. As an example, Liu et al. (2018) developed the
PSC having a PCE of 19.1% ± 0.4% with good reproducibility. The un-encapsulated PSCs exhibit
above 1600 h lifetime under continuous dry nitrogen environment. This study recommends a suitable
example of the “golden triangle” report for a PSC in terms of their conversion rate of sunlight into
electricity must be high, inexpensive to produce, and possess a long lifespan [207]. In the case of BIPV
implementation, the functionality depends on building’s design, durability, geographical position,
safety and maintenance as shown in Figure 11b, which can control the effective justice to the golden
triangle theory.

Figure 11. (a) Golden triangle of solar cells bonded with the cost, efficiency and lifetime parameters
and (b) parameters for PV building integration.

6.1. Scope of PSCs in Building Energy Storage Application

It is advantageous to design PSC-electrochemical storage hybrid devices to store the power as
achieved form PSC. In this regard, PSC introduces as a window frame around the electrochromic glass.
This can make solid-state electrochromic batteries in smart windows. In such a configuration, the
solar-cell window frame harvests electricity and provide power to the electrochromic glass [234–237].
Table 7 summarizes performances of various significant PSCs for electrochemical storage hybrid
devices. Xia et al. (2016) demonstrated a solid-state electrochromic battery made with MAPbI3-based
PSC and WO3-based electrochromic device, which exhibits reasonable cycling stability with a capacity
of 65 mA·h·g−1 at 1 A·g−1 after 2500 cycles with retention of 86.7% [45]. This result indicates the
successful implantation of PSC in electrochromic devices.
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Table 7. Significant performance of various PSCs for electrochemical storage hybrid devices *.

Perovskite Storage Active Layer
Device

Performance
Storage Performance Reference

MAPbI3
Bacterial cellulose

membrane/Polypyrrole/MWCNT
Efficiency: 13.6%

VOC: 0.98 V

Capacitance: 572 mF·cm−2

(1.0 mA·cm−2),
SE: 49%

[238]

MAPbI3
Copper hydroxide
nanotubes/MnO2

Efficiency: 10.41%
VOC: 0.96 V

Capacitance: 37.93 mF·cm−2

(1.0 mA·cm−2),
Energy Density: 3.36

mW·h·cm−2,
Power Density 74.02

mW·cm−2,
SE, 67%

[239]

MAPbI3
Carbon-supported
graphene/PEDOT

Efficiency: 8.65%
VOC: 1 V

Capacitance: 388 mF·cm−2

(1.0 mA·cm−2),
Energy Density: 0.18

W·h·cm−2

[240]

CH3NH3PbI3-xClx WO3
Efficiency: 8.25%

VOC: 0.98 V

Co-anode (co-cathode)
Energy Density: 13.4 (24.5)

mW·h·cm−2,
Power Density: 187.6

(377.0) mW.m−2,
Capacitance: 286.8 (430.7)

F.m−2

[241]

MAPbI3

Asymmetric: TiO2
Nanotubes and MnO2/

Co6S8

Efficiency: 5.6%
VOC: 0.81 V

Capacitance: 262.5 mF·cm−2

(0.5 mA·cm−2), SE: 80%
[242]

MA1-yFAyPbI3-xClx
Anode: Li4Ti5O12/rGO,

Cathode: Carbon
Efficiency: 14.01%

VOC: 1.05 V
Energy Density: 60 W·h·kg−1,

SE: 80%
[243]

(C6H9C2H4NH3)2PbI4
(C6H9C2H4NH3)2PbI4/

rGO/PVDF Efficiency †: 0.003% Capacity: 410 mA·h·g−1 [244]

* MWCNT: Multi-walled carbon nanotube; rGO: Reduced graphene oxide; S.E.: Storage efficiency; PEDOT:
poly(3,4-ethylene dioxythiophene) polystyrene sulfonate; MA: Methylammonium; F.A.: Formamidinium; PVDF:
Polyvinylidene; Fluoride; VOC: Open circuit voltage. † After device integration

On the other hand, MAPbI3-based series-connected PSCs directly charge lithium-ion batteries with
a storage efficiency of 7.80% [245,246]. Recently, Kin et al. (2020) have combined a high open-circuit
voltage (VOC > 1 V) PSC single cells with single-cell batteries via a direct-current−direct-current
(DC−DC) boost converter to explore the feasibility of single-cell-to-single-cell integration of a single
PSC with a Li-ion battery. They developed the PSCs charged Li-ion battery, in which, PSCs with a boost
converter resulted in maximum overall efficiency of 9.9% and a high 14.9% solar to battery charging
efficiency [247].

6.2. Commercial and Building Integration Confronts of PSCs

The outdoor stability of PSC is a crucial parameter for commercial application besides their high
efficiency [248]. Despite the structural modification and various perovskite absorbers employment,
the availability of sufficient quantities of precursors, cost-effective deposition and synthesis and
easy process for a large-scale device with long-term stability are still the main challenges for PSCs
(Figure 12) [249]. The crucial challenges that need to be overcome before PSCs can be considered a
viable solution for extensive PV market deployment, primarily related to the stability of low bandgap
perovskite. Nevertheless, the potential is unprecedented. However, there are ample of scope and
opportunity to develop new and economically viable fabrication methods to develop an adequate PSC.
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Figure 12. Challenges of a semi-transparent PSC for BIPV application.

Currently, the laboratory-scale record of PSC is at >20% level, and commercial cells are <9%
PCE [250]. Stability of PSC is the main obstacle for commercialization as currently, best PSC shows
one-year lifetime, which is much shorter than silicon-based 25 years stable PV [251]. Although, the
current trending of PSC research signifies that the perovskite technology holds a great promise towards
cost-effective manufacturing among other PV technologies. This can be achievable by variation in device
architectures, incorporation of novel materials and synthesis approaches [252]. Use of such variations
allows high charge transfer mobility and fewer grain boundaries between the layers to improve the
performance. Despite fundamental research, synergies between environmental, socioeconomic and
regional approaches are needed for perovskite research.

For the BIPV industry, the major challenge is the lack of standards [253]. There are no international
standard rules for integration of PV technology into a building. Most often, the engaging parameters
are PV inclination, orientation and occupant comfort. However, there are electrical cables involved
for BIPV and the other electronic components [254]. Besides, Perovskite integrated into a building
in northern latitude place where snow and rain are the most common phenomenon that should be
considered before integration [255,256]. In the case of a hot climate and dust environment, how this
technology will perform can be a significant investigating area before building integration [257–263]
that must be a vital fact when considering PSC integration in BIPV.

Moreover, the fire safety norms for PSC-based BIPV should also be evaluated [264,265]. Therefore,
PSC emerges as a possible candidate for BIPV application. In contrast, lack of proper building adaptive
policy and stability challenges retard the PSC integration for BIPV.

7. Perspective and Discussion

Plenty of successful demonstrations of PSCs at low temperature and ambient condition processes
on flexible substrates are available that can ease the fabrication process. The MAPbI3-based perovskite
interplays various inter-structural physicochemical interactions with the different components of
the perovskites device and generate excellent optoelectronic properties for PV applications [266].
For commercialization, use of toxic Pb element should be monitored by following the Restriction of
Hazardous Substances (RoHS) criteria made by the European Union [267]. There is a drive to replace Pb
with Sn/Cs, which is less toxic. Nevertheless, its natural oxidation creates Sn4+ and low electron mobility
of Cs2+ that originates a metal-like behaviour in the semiconductor, which lowers the photovoltaic
performance. The high-efficiency evaluation of PSC is now giving robust and stiff competition to first-
and second-generation solar cells. The positive inherent features of PSCs like conformability, flexibility,
workability under low-light conditions, and more straightforward integration possibility in buildings
as PV windows will strengthen their market entry.
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A proper forecast of future energy yield is also required from the investors to make a successful
integration of PSC in BIPV. This cannot be accurately achieved with only obtained STC data.
Furthermore, as electricity infrastructure transforms towards smart grids, understanding variability
in PV energy production will become a significant component in the design and optimization of
energy exchange and storage at all temporal and spatial scales. Within this framework, the findings
on the different energy yields obtained under STC and real-life temperature and irradiance data are
of crucial importance [268–270]. Various PV companies such as Oxford PV, GreatCell Energy, Solar
Cube, Toshiba, Frontier Energy Solution, Microquanta Semiconductor, Hunt Perovskite Technologies,
Swift Solar, Sekisui Chemical, Irish Photovoltaics, Panasonic, Saule Technologies, etc. are already
manufacturing large-scale PVs module [27]. Constant research activities are going on, and combined
efforts from both industry and research labs are in progress to scaling-up of PSCs. It is expected that in
near future performance gap will be minimal between laboratory and industrial modules. Cost per
kilowatt-hour is also an essential parameter, which is dominated by the efficiency and lifetime of PV
systems. Simple fabrication and material formulation anticipate less production cost of PSC compare
to conventional PV technologies. The lower production cost and highly durable is more sustainable
and makes the PSCs commercially competitive. The crucial challenges that need to be overcome
before all-perovskite multi-junctions can be considered a viable solution ready for high-value market
deployment, primarily related to the stability of low bandgap perovskite. Many scientific articles
and academic studies describe the cost analysis to manufacture the PSC in BIPV technology once it
is at scale. Unfortunately, there is still a lack of research to address the actual cost figure and factors
affecting economies of scale for the PSC integration in BIPV. Additionally, other routes more towards
customization and facilitation of integration are to be opened. Further, to besides the research and
development challenges, it is necessary to address other technological aspects for PSCs integration in
BIPV, which are:

• Improvement of the Perovskite technology, by increasing the stability and efficiency and reliability;
• Reduction of negative life cycle environment cost, operation and maintenance cost;
• Reduce the technological risks and develop new capabilities for improved components and systems

A reliable simulation tool is required to predict the manufacturing cost of these modules under
real situation is essential. We need to have a plan as to how we get the material and the technology to
scale. Thus, are we going to have commercialization of PSC in BIPV on tomorrow? The answer is no,
not yet. However, we are getting closure to reach our target every day.

8. Conclusions

In summary, understanding of the underlying photo-physical, interfacial energy alignment and
electronic interface structure and charge-transfer phenomenon will further help improving device
structures and better selection of materials. PSC holds great promise for addressing our energy
concerns. Long-term poor stability is the major issue with PSCs; however, progress has been made in
the manufacturing of more giant cells as well as modules, which is indispensable for commercialization
of the technology. Stability improvement of the PSC requires an interdisciplinary research approach to
explore new stable materials by selecting the choice of electrodes, barrier layers, charge transport layers
and encapsulation strategies. Several approaches are underway in understanding many critical issues
related to the fundamental physiochemical characteristics of each component in PSC and to enhance
the stability. Besides, there is a lack of proper resources to perceive the value of esthetic designs and
a suitable module for building adaptive PSC. Still, the discussed characteristics may help mitigate
the disadvantages of higher prices and excels more opportunity that is significant for PSCs. Tandem
perovskite can be a solution for a highly stable system. The continued research and development
within PSCs materials and BIPV technologies will yield a better solution for in future. In this present
study, we present the opportunities for PSCs towards considerable variation in the available BIPV
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research. We have made an effort on the current situation of PSCs research and the crucial factor
associated with it to integrate them for BIPV application.
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