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Abstract

THIS thesis focuses on the study and deployment of real-time Angle-of-Arrival
(AoA) estimation methods. AoA estimation is a localization approach that ex-
ploits the propagation properties of radio signals. The classical techniques for

localization are analyzed, with a comparison of their advantages and disadvantages.
The methods for performing AoA estimation and their potential hardware implemen-
tation in specialized hardware architectures are presented. Phase interferometry is
introduced as a lightweight way to estimate AoAs. A method for estimating AoA us-
ing an approach inspired by I/Q coherent demodulation is detailed, including in the
presence of multiple sources. Phase integrity issues are also addressed, with the pro-
posal of a method for unbiasing the final estimation results in the presence of mutual
coupling and realization artifacts. The core of this work is the proposal of a novel
digital architecture for real-time AoA estimation based on phase interferometry per-
formed entirely in hardware. The prototype of this architecture was synthesized on a
FPGA and used as the foundation for a coarse positioning system based on the AoA
estimation of signals of opportunity from Low-Earth Orbit satellites.
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Summary and Thesis organization

LOCALIZATION in the telecommunications field enables a set of services that
were unimaginable even a decade ago. Thanks to localization, the end-user
can improve their quality of experience while accessing a given service. For

example, it is possible to deploy environmental and health monitoring systems or or-
ganize smart cities with intelligent buildings, thanks to IoT devices connected to form
a Wireless Sensor Network. In general, the presence of an increasing number of con-
nected devices requires the capacity of communication channels to be empowered.
This goal can be achieved through space diversity techniques, for which real-time lo-
calization is a key enabling technology. The industry itself benefits from localization
in various scenarios covered by Industry 4.0, smart grids for electricity distribution
planning and optimization, and smart precision agriculture. Over the years, the scien-
tific community has developed several techniques to determine the location of a target.
This thesis focuses on localization through the electromagnetic propagation properties
of radio waves. By using geometric relationships, it is possible to associate the general
quantities characterizing a signal with the direction from which it is emitted, known
as the Angle of Arrival (AoA).

This thesis is the non-exhaustive synthesis of three years of research in the field of
low-complexity real-time localization systems based on AoA estimation. The struc-
ture of the chapters reflects the main phases of this research: analysis of the state-of-
the-art, first attempts to assess the viability of the technique, analysis and correction of
possible artifacts, deployment of a first prototype, and application to a real scenario.
The chapters are organized as follows.

• Chapter 1 introduces the basic definitions and approaches defining the localiza-
tion process, discussing the challenges and issues that each technique or operat-
ing scenario may introduce, along with examples of communication technologies
based on localization. Particular attention is put to geometric localization tech-
niques.

• Chapter 2 is focused on the AoA definition, and on the main estimation tech-
niques and challenges when implementing systems operating in real-time. Also,
phase interferometry some examples of systems based on this technique are pre-
sented.

III



i
i

“output” — 2023/8/31 — 14:05 — page IV — #8 i
i

i
i

i
i

• Chapter 3 describes a novel technique for AoA estimation through phase inter-
ferometry in the presence of multiple sources. The technique relies on multi-
channel phase difference estimation and angle computation.

• Chapter 4 describes a linear technique aiming to minimize the AoA estimation
error due to analog front-ends realization artifacts and mutual coupling between
the receiving antenna array elements.

• Chapter 5 introduces a novel technique for AoA estimation based on phase in-
terferometry. The architecture was implemented on FPGA and it was validated
through a large set of experiments involving both custom-designed analog hard-
ware boards and Hardware-in-the-Loop testing tools.

• Chapter 6 introduces a novel coarse positioning technique based on AoA estima-
tion through phase interferometry from multiple receiver nodes. The technique
works with Signals of Opportunity from Low Earth Orbit spacecraft.

• The Appendices describe the (analog) "hardware tools" (boards and components)
designed to perform the experiments in the other chapters and a small mathemat-
ical introduction to phase extraction from I/Q samples.
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CHAPTER1
Localization: Definitions, Techniques and Applications.

This chapter is partially based on the book chapter: A. Florio, G. Avitabile, and G. Coviello, "Geometric Indoor

Radiolocation: History, Trends and Open Issues", in Machine Learning for Indoor Localization and Navigation,

S. Tiku and S. Pasricha, Eds. Cham: Springer International Publishing, 2023, pp. 49–69.

IN many situations, knowing the location of a person or object is crucial. For
this reason, spatial localization represents an important topic, widely examined
by the scientific community. As for many other technologies, localization ori-

gins are strongly bonded to military applications and warfare [1]. The first examples
of RADARs (RAdio Detection And Ranging systems) were developed to identify a
given target with respect to a known geographic reference point where the station was
located. The original plants were mainly devoted to detect the presence of incom-
ing hostile flying vehicles from a fixed direction without furnishing any precise rang-
ing information. However, like most of military technology, once it was introduced,
RADAR found many civil fields of applications, improving everyday life.

Many recently born paradigms strive for the development of new devices with ca-
pabilities that even a decade ago would be unimaginable, in many cases deploying
Location Based Service (LBS). LBS are meant to improve end-user quality of expe-
rience while accessing a given service thanks to the identification of their location.
One of the most important use cases is the Internet of Things (IoT) [2]. For exam-
ple, it is possible to deploy environmental and health monitoring systems or organize
smart cities with intelligent buildings thanks to IoT devices connected to form a Wire-
less Sensor Network (WSN). The industry itself benefits from this technology, for
instance, in the manifold scenarios covered by Industry 4.0, or in the smart grids for
electricity distribution planning and optimization and smart precision agriculture [2].

1
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Chapter 1. Localization: Definitions, Techniques and Applications.

Over the years the scientific community developed several techniques to determine
the location of a target. As proposed by Subedi et al. in [3], the technologies can
be divided into Radio Frequency (RF), lightwave, acoustic and mechanical. In the
RF technologies, the localization process is performed thanks to the radio waves. In
the lightwave techniques, visible light and infrared can be exploited to carry out the
localization process [3]. Also, the positioning can be performed by means of videos
and images from which they can be extracted some features to be compared: this
is the case of vision-based localization [4]. In mechanical or Dead Reckoning (DR)
techniques, different Intertial Measurement Unit (IMU), atmospheric pressure sensors
or magnetic field sensors are employed to determine the actual position of a target
starting from a known initial point and performing some computations based on sensed
data [3, 4]. Especially in indoor localization, acoustic wave-based techniques can be
employed, taking into account the ambient sound or ultrasound techniques [3].

This thesis is focused on localization by means of radio waves. One interesting
definition of this way of performing localization is given by the International Telecom-
munications Union (ITU) in the last edition of the Radio Regulations (RR). In fact,
Article 1.9 defines the radiodetermination as the "determination of the position, veloc-
ity, and/or other characteristics of an object, or obtaining of information relating to
those parameters, by means of the propagation properties of the radio waves" [5]. The
radionavigation is then defined at Article 1.10 as "the radiodetermination used for the
purposes of navigation, including obstruction warning" [5]. Article 1.11 generically
indicates the radiolocation as the "radiodetermination used for purposes other than
those of the radionavigation". Throughout this thesis, the terms "radiodetermination",
"radiolocation" and, generally, "localization" will be used as synonyms.

The presence of an increasing number of connected devices requires to empower
the capacity of the communication channels. This goal may be achieved thanks to
space diversity techniques like Multiple-Input-Multiple-Output (MIMO) that allow
for enhancing each user experience by particular optimization algorithms and coding
techniques [6, 7]. One of the enabling technologies for MIMO is adaptive beamform-
ing, i.e. the dynamic array pattern synthesis. From this simple example, we understand
how localizing the user to be served becomes critical [8, 9]. The same consideration
holds for smart industries, self-driving robots, or asset tracking in which localization
plays a key role [10]. Even in telemedicine, localization is an important ingredient
when striving to create smart hospitals, in which the patients needing medical assis-
tance have to be localized to furnish them with sanitary services timely.

The aim of this chapter is to introduce the basic definitions and approaches defin-
ing the localization process, discussing the challenges and issues that each technique
or operating scenario may introduce, along with examples of communication tech-
nologies based on localization. Particular attention is put into geometric localization
techniques.

1.1 Definitions and taxonomy

A definition of localization was already given through the words of the ITU RR. A
more practical definition considers localization as the process of establishing the po-
sition of a given target in the space with respect to some predefined reference points.
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(a) (b) (c) (d)

Figure 1.1: Sketch of the (a) positioning, (b) tracking, (c) navigation and (d) SLAM localization definitions
presented in this section.

This is done by using any suitable procedure, algorithm, or technology, based on the
parameters characterizing the emitted electromagnetic signal by the object whose po-
sition has to be determined. As described by Montroni et al. in [10], there are mainly
four different ways of deploying localization. A sketch is presented in Figure 1.1.
The first one is positioning, in which the target is static with respect to the reference
points. If the target is moving, we talk about tracking, in which the aim is to estimate
a trajectory, defined as the sequence of positions assumed by the target time by time.
In navigation, the trajectory is predefined, and the aim is to exploit the localization
to follow this trajectory, usually through the shortest path. Finally, Simultaneous Lo-
calization And Tracking (SLAM), as suggested by the name, consists in concurrently
establishing the trajectory while acquiring a map of the environment.

1.2 Actors of the localization process

The actors participating localization process are clearly described in the work [2] by
Farahsari et al.. A Reference Node (RN) (also called anchor node) is placed to es-
tablish a reference point for the system. RNs positions are precisely known a priori.
Along with the RNs, the targets (or Mobile Node (MN)) are the objects to be localized.
If the target participates in the localization process actively, it is said to be cooperative.
Otherwise, if the estimation is done without any hint from the target, this latter is said
to be non-cooperative. In some cases, targets implement some strategies to jam the
localization process, as in warfare applications.

Another paradigm is the collaborative localization [1], in which the process is per-
formed between the anchor and mobile nodes and nodes proactively collaborate in the
final result refinement, or to lighten the localization process. An example of collab-
orative localization is offered by Received Signal Strength (RSS) crowdsourcing that
will be analyzed in Section 1.5.4.
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Chapter 1. Localization: Definitions, Techniques and Applications.

1.3 Localization architectures

In the literature there are different topologies to perform localization. In their work
[11], Laoudias et al. on this topic.

The first is the MN-based, in which the MN is responsible for the localization. This
is useful when the target itself takes advantage of the result of the location estimation,
and no information about the localization outcome is sent back to the network con-
troller. However, the node must have some computational capability to determine its
position from the measurement taken from the reference nodes (i.e. the location esti-
mation algorithm has to be implemented on each MN, and this is a non-trivial require-
ment to be met on IoT devices since they are usually units with limited computational
power). MN-based architecture is usually employed in navigation [12].

In MN-assisted architectures, the role of the MN is to only perform measurements,
which are then sent back to the network controller. This latter is in charge of sending
back the localization estimation to each MN. The advantage is that the device can
have limited computational resources since the algorithms are implemented on the
network core. Also, the localization process can rely on information coming from
multiple nodes to refine the results. The drawback is that the localization information
is not immediately available to the MNs. Moreover, the network controller becomes a
critical node like in every centralized architecture (i.e. a single point of failure for the
localization infrastructure).

The Network-based architecture is the most passive way to realize localization,
from the MN point of view. In this architecture, the network is responsible both for
the measurements and the location estimation, and the MNs have no active part in the
process. Hence, this architecture is non-cooperative. From the point of view of the
MNs’ computational resources burden, this is an advantage, as the MNs are totally
free from any involvement in the localization process. The network is in charge of
providing support to detect the presence of a target and estimate its location with-
out any hint (usually this is done through network sniffing). Both MN-assisted and
network-based architectures are specifically employed in tracking [12].

1.4 Localization techniques

Assuming that the measurements are available, there are five different techniques to
establish the target position [1, 2, 11]. Each technique is based on a different physical
quantity to estimate (i.e. distance and/or angle) or by the way those quantities are
obtained.

Angulation This technique relies on the position estimation from estimated angles.
One example of angulation is the Angle of Arrival (AoA) estimation. Knowing the
target angular position with respect to each anchor node allows estimating the target
position through the intersection of lines relying on the direction of the MN with
respect to the RN. With this technique, it is necessary to rely on at least two anchors for
2D positioning and three anchors for 3D positioning. Figure 1.2a sketches angulation-
based localization in 2D.
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Anchor
Unit #1
(x ,y )1 1

Anchor
Unit #2
(x ,y )2 2

Unknown
position unit

(x,y)

a

b

(a)

Anchor
Unit #1
(x ,y )1 1

Anchor
Unit #2
(x ,y )2 2

Anchor
Unit #3
(x ,y )3 3

Unknown
position unit

(x,y)

d1

d2

d3

(b)

Figure 1.2: Sketch of the (a) angulation and (b) lateration position identification techniques in bidimensional
space. The anchor nodes are set in the known positions (xi, yi) ∈ R2, i = {1, 2, 3} while the target in the
unknown position (x, y) ∈ R2. The position is then determined to the angles-of-arrival {α, β} and the distances
di, respectively for the two techniques.

Lateration Lateration relies on the computation of the distances between RNs and
MNs. These distances are employed for tracing curves (circumferences or hyperbolas)
whose intersection determines the estimated position of the target. In trilateration, a
set of three anchors is necessary for 2D positioning, while four are required for 3D
positioning. The insertion of more anchors allows for an increase in the accuracy of
the localization system [2]. A sketch of the lateration approach is shown in Figure
1.2b.

Fingerprinting Fingerprinting is the technique on which RSS positioning systems are
based. In this technique, some off-line measurements of a given quantity (e.g. the
signal power) in many reference points are used to create a map of the propagation
environment. Each reference point is known, hence it is possible to start from a com-
parison between previous stored measurements, and current measured values. This
technique is less resilient to propagation environment variations: as soon as there are
changes (people moving, furniture displacements, and so on) it is necessary to recon-
struct the entire database to obtain meaningful results.

Proximity Proximity can be thought of as a recombination of the fingerprinting and
lateration but in a less accurate way. In fact, the anchor nodes detect only the presence
of the target in their region, without estimating the exact position, which is considered
unnecessary.

Trajectory In trajectory localization, the initial position of the target and the move-
ments with respect to the anchor nodes are the basic information. If movements are
not available, the trajectory estimation is done through probabilistic characterization.
In this way, the position is reconstructed through trajectory tracking.
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Chapter 1. Localization: Definitions, Techniques and Applications.

1.4.1 Metrics

The localization process has satisfy some basic requirements to be considered accurate
and/or precise, as in any measurement system.

We call accuracy the measure of how much the measured value (in this case, the
target coordinates) is close to the real one, the so-called Ground Truth (GT). The prop-
agation scenario and the electronic components are affected by phenomena disturbing
the accuracy of the system. Those phenomena are modeled through random processes.
In this context, we can introduce the concept of precision as the repeatability of the
accuracy: we consider a measurement to be precise if by repeating it multiple times,
we obtain the same accuracy.

Having introduced the random nature of the localization artifacts, we could dis-
cuss the two main mathematical tools for evaluating the performance of a localization
system: the probability of error and the Cramer-Rao Lower Bound (CRLB) [1]. The
probability of error describes the possibility of the positioning error falling in a given
range of values. We talk about linear, circular, and spherical error probability respec-
tively for 1, 2, or 3 dimensions positioning systems.
The CRLB offers a (theoretical) lower bound to the error variance of the repeated
estimations of a localization system.

The error is usually evaluated using the Root Mean-Square Error (RMSE), which
is defined as the square root of the MSE of a given estimator [13]. In our case, the
estimation of the error is derived from the comparison of the GT and the measured
value, so

RMSE(x̂) =

√√√√ 1

N

N−1∑
i=0

[x̂i − x]2 (1.1)

where x̂ = {x̂i | i = 0, · · · , N − 1} is the set of measured samples for the GT value
x and N is the set cardinality (i.e. the available estimations).

Accuracy and precision are usually considered the most important characteristics.
However, as also mentioned by Subedi et al. in [3], other metrics like the ease of
implementation, the feasibility of the system cost, robustness, scalability, and the low
computational complexity play a key role, especially in power constrained domains or
high devices density contexts.

1.5 Geometric localization approaches

The geometric radiolocation aims to derive some geometric quantities, i.e. angles,
and distances, associated with the signal path through a given radio medium. The
approaches we are going to describe allow us to estimate those quantities and employ
them to implement the positioning techniques described in Section 1.4. It is clear
that no single technique can be eligible as the best for each environment. The choice
has to be made taking into account the best achievable trade-off between precision,
availability, and the overall cost of the system.

Technology also plays a role. As an example, when discussing the Phase of Arrival
(PoA), the first assumption is the initial phase of the transmitted signal is known. This
is always possible in Radio Frequency IDentification (RFID) systems, but it is not
a trivial requirement to be satisfied in other applications. Another example is given
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1.5. Geometric localization approaches

by Wireless LAN (WLAN) and RSS. Because the IEEE 802.11 standard directly fur-
nishes the Received Signal Strength Indicator (RSSI), and because of the widespread
of WLAN Access Points, it is simple to think of these latter as anchor nodes and
employ the RSS, leading to lower implementation costs.

1.5.1 Angle-of-Arrival

The AoA is also called Direction-of-Arrival (DoA) since it indicates the direction
connecting the transmitter and the receiver. Multiple receivers or a single receiver
with more than one antenna are necessary to estimate the AoA. This technique can
provide high localization accuracy [12]. Moreover, it is sufficient to have two receivers
for estimating a position in the 2D space (Figure 1.3) and three receivers for a 3D
space [1], since it is based on angulation. The AoA estimation is discussed in detail in
Chapter 2.

Unit #2

r2

Target

Unit #1

r1

Single AoA
measurement

Double AoA
measurement

f
1

Target

Unit #1

r1

f
1

f
2

Figure 1.3: Localization by AoA estimation.

1.5.2 Phase of Arrival and Phase Difference of Arrival

PoA and Phase Difference of Arrival (PDoA) localization are based on the estimation
of the received signal phase. Thanks to the space/time periodicity of electromagnetic
(e.m.) signals, the phase information can be linked to fractions of the signal wave-
length (see Figure 1.4a). To apply this technique, the signal received by the localiza-
tion system must be transmitted with zero or known phase offset [12]. If this condition
is satisfied, the measured distance d(∆φ) can be obtained from the measured phase
∆φ is

d(∆φ) =
∆φ

2π
λ (1.2)

with λ the wavelength associated with the carrier of the signal and ∆φ the PoA. This
approach intrinsically hypothesizes a monochromatic or very narrowband received
signal (note the dependency on λ). Note that, due to the nature of the phase period-
icity, it is necessary to correctly unwrap the phase value in order to estimate distance
values over the λ limit [10].
If more than one antenna or, in general, more than one receiver is available, it is pos-
sible to exploit the difference between the PoAs at each sensor. This is the definition
of PDoA [14], that is sketched in Figure 1.4b. Being associated with the phase in-
formation, PoA/PDoA estimations require a strong component for the Line-of-Sight
(LoS) as considered for the AoA, to avoid phase corruption. The main applications
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Figure 1.4: (a) PoA vs (b) PDoA approaches geometrical sketch.

are associated with RFID tag tracking [15]. Each tag responds to the reader with
a backscattered signal whose phase uncertainty determines a localization error of a
wavelength at its maximum, and thus allows the reader to exploit the PoA as a way
of identifying the distance, using very simple and reduced cost units. Usually, this
technique is employed concurrently with RSS measurements.

1.5.3 Time of Arrival and Time Difference of Arrival

With Time of Arrival (ToA), it is possible to determine the position of the target thanks
to the reception time of a signal. In fact, a wave traveling in the air for a time interval
τ covers a distance d such that:

d(τ) = c · τ (1.3)

where c = 2, 99792458·108 m/s is the speed of light in vacuum. The key problem with
ToA estimation is that a strong synchronization between transmitters and receivers is
needed. In fact, it is necessary for the transmitter and receivers to be synchronized to
agree on a common time stamp for the beginning and the end of the signal sequence.
Furthermore, lowering the sampling time of the receivers leads to a degradation of the
ToA estimation [12]. For an n-dimensional scenario, it is required to have at least
n + 1 receivers, n = 2, 3 (Figure 1.5a). This is true since one of those receivers acts
as the reference of the system (the so-called dummy receiver).
The Time Difference of Arrival (TDoA) is introduced to relax the synchronization
constraints. This latter exploits the time difference of reception to different receivers.
This means the computed distances are employed for estimating through hyperboloid
intersection (Figure 1.5b) the position of the target [16]. For a target in the position
(xT , yT , zT ) ∈ R3, having the measured distances dij and di the distances between the
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Figure 1.5: Sketch describing the difference between (a) ToA and (b) TDoA position estimation. The figure
highlights the need of more than one receiver in order to unambiguously determine the target location.

receivers and the transmitter, the system equation is [17]:

(xt − x0)2 + (yt − y0)2 + (zt − z0)2 = (d+ d0)
2

(xt − x1)2 + (yt − y1)2 + (zt − z1)2 = (d+ d1)
2

(xt − x2)2 + (yt − y2)2 + (zt − z2)2 = (d+ d2)
2

(xt − x3)2 + (yt − y3)2 + (zt − z3)2 = (d+ d3)
2

d1 − d0 = d10

d2 − d0 = d20

d3 − d0 = d30

(1.4)

where (xi, yi, zi) ∈ R3, i = 0, · · · , 3 are the coordinates of the ith receiver. Receiver
0 is the dummy receiver. Thanks to the differential approach, the synchronization is
necessary only among the receivers, and not between transmitter and receivers, which
is a more feasible requirement [18]. Also for ToA and TDoA, multipath represents an
issue: in the absence of LoS, ToA, and TDoA perform worse, since the traveled path
by the wave may be longer than the real one [1].

1.5.4 Received Signal Strength

One of the most employed localization techniques is based on the RSS. Its popularity
is because almost every receiver is equipped with a signal strength evaluation circuit.
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Chapter 1. Localization: Definitions, Techniques and Applications.

Figure 1.6: RSS fingerprinting applied to the real scenario a car parking garage. The blue dots are representing
the measured signal strength. Varying diameters are corresponding to the different measured magnitudes.

One of the reasons for the RSS spreading is the diffusion of Wireless Fidelity (Wi-Fi)
systems and standards (i.e. the IEEE 802.11).

RSS can be employed for localization since every signal propagating in a given
environment experiences a loss that reduces its strength, which is referred to as path
loss. For a signal at a given frequency, f (expressed in GHz) that travels a distance
d (expressed in meters) in free space, the path loss FSPL(d) expressed in dB can be
evaluated by [19]:

FSPL(d) = 32.4 + 20 log10(f) + 10n log10(d) +Xσ [dB] (1.5)

where n is the so-called pathloss exponent (in free space n = 2) and Xσ the shadow
fading with variance σ. Once the transmitted power is known, it is possible to re-
construct the path length traveled by the e.m. signal by evaluating the amount of lost
power.
For RSS, the reference technique is fingerprinting (also referred to as scene analysis
or pattern matching). RSS fingerprinting involves an off-line and an on-line phase.
The off-line phase leads to the construction of a radiomap (Figure 1.6), indexed by a
database of signal power values in some points. The on-line phase can be performed
in two ways [11]. In deterministic RSS analysis, each measured RSS value is directly
compared with the offline site measurements in order to establish the best approxima-
tion of the MN position. In the probabilistic RSS analysis, each measured value is
compared with the probability distribution function of the RSS characterizing a given
area. Note that a purely deterministic approach can lead to fast radiomap outdating
since even small changes in the room can lead to dramatic RSS distribution variations.
Hence, in deterministic methods, it is necessary to repeat the off-line phase with new
measurements, while in probabilistic methods it is only necessary to correct the prob-
ability distribution function.
The off-line phase is very heavy in deterministic approaches. As an example, if we
think about a huge building or a room subject to continuous changes in people or

10
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objects moving, it is unfeasible to reconstruct the entire radiomap every time. That
is why nowadays researchers are focusing on the probabilistic approach or a hybrid
among the two. As discussed by [20], there are three approaches to handle this prob-
lem. The first one is the SLAM: thanks to the definition of a proper probability model
for the moving object, and with the set of past positions and landmarks being available,
it is possible to extract the position of the MN and concurrently build the radiomap.
Another technique involves the interpolation or the extrapolation of RSS data mea-
sured by different anchors to the MN and to the other anchors. This allows for deter-
mining the position by drawing some mappings starting from the aforementioned data.
The last way is to employ crowdsourcing for building it in a collaborative way [21],
having many devices contributing with their measurements to the mapping process.
Please note that different units can have different sensitivity in measuring the same
RSS, due to hardware fabrication mismatches. Hence, it is necessary to pay attention
to the data merging process, to correctly fuse data. All the mentioned techniques aim
to avoid or reduce the effort put into the off-line radiomap building. The price to pay
is associated with the computational complexity of the algorithms.
The main challenge associated with RSS-based localization is the reliability of the
path loss model. If a wrong pathloss model is chosen, this may lead to dramatic esti-
mation errors. That is why new research trends involve not only RSS optimization but
also proposing new ways of correctly choosing the propagation model subject to the
propagation environment [22].

1.5.5 Comparison of the approaches

To make a fair comparison of the aforementioned approaches to geometric localiza-
tion, it is necessary to set some common points. From an availability and deployment
cost point of view, the winning solution is represented by RSS [23]. In fact, WLAN
standards like the IEEE 802.11 propose the RSSI as a measure of the quality of the
link. This information is directly related to the RSS and allows the design of position-
ing systems based on lateration through distance measurements. TDoA or AoA esti-
mation systems are less common because they need additional hardware and complex
algorithms to make the positioning system properly work. When considering indoor
vehicle localization inside industries [10], PoA and PDoA are the most feasible so-
lution, because of their compliance with the RFID standard that is largely employed
in this field. However, if long distances are necessary to be covered, the number of
anchor nodes and also the level of complexity of the algorithms, to take into account
phase unwrapping, may be high. Also, AoA may be a promising solution in this field.
From the accuracy point of view, each technique strongly determines some differ-
ences in the way it is implemented. It is clear that an RSS radiomapping with few
points leads to poor accuracy as long as in ToA/TDoA systems the sampling time de-
termines the granularity of the localization system itself. By comparing the number of
required receivers, AoA has the lowest impact, when compared to ToA/TDoA or RSS,
as on distances larger than the wavelength, PoA and PDoA-based systems may need
more receivers than the AoA-based ones in order to perform phase unwrapping [10].
In general, all the described techniques are affected by the multipath propagation prob-
lem, which leads to the degradation of the estimation due to the coherent copies re-
ception if not correctly taken into account.
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1.6 Indoor and outdoor localization

Localization can happen indoor or outdoor. Different effects happen in the two envi-
ronments. In this section, the aim is first to highlight the basic propagation mecha-
nisms and how they affect indoor and outdoor propagation. Then, the comparison be-
tween already-deployed indoor and outdoor localization techniques is proposed, along
with the emerging role of machine learning in supporting channel state estimation.

1.6.1 Basic propagation mechanisms

Since radiolocation mechanisms rely on the e.m. properties of the received signal, it
is interesting to study the phenomena affecting the channel characteristics, which con-
cur to deteriorate the estimation. In a radio system design, engineers are concerned
with two main issues: the link budget and the time dispersion [24]. The link budget
is related to the effective amount of power received from a transmitter. In Section
1.5.4 the path loss concept was already introduced, along with equation (1.5) for free-
space path loss. The time dispersion is related to the study of the different time delays
with which different copies of the signal reach the receiver from the transmitter. In
a real communications system, if present, the LoS component (or direct component)
is not the only version of the signal reaching the receiver. When objects and obsta-
cles are present, multipath propagation arises. These obstructions partly reflect the
signal determining the generation of multiple (unwanted) copies. The received signal
is the sum of all these components. In some cases, the LoS may exhibit a strength
that is comparable with or lower than the unwanted copies of the signal. In this case,
we talk about near-LoS (nLoS) and Non-LoS (NLoS), respectively. The copies are
characterized by different amplitudes and phases from those of the LoS component,
as they travel along different paths to reach the receiver. Also, the constitutive ma-
terials of the obstacles may impact the propagation environment, since some of them
expose some absorption windows in the frequency spectrum that determine unwanted
power losses. Reflection, diffraction, and scattering (sketched in Figure 1.7) are the
three basic propagation mechanisms which have an impact on a radio communication
system [25]:

• Reflection: this phenomenon occurs when the dimensions of the objects are
greater than the wavelength of the impinging e.m. wave. In this case, the wave
may be reflected with a strength that depends on the reflection coefficient and the
angle of incidence.

• Scattering: when the object is much smaller than the wavelength, the e.m. wave
may "brake and surround" the obstacle, determining the growth of multiple copies
of the signal traveling in different directions. Scattering also arises when the
imperfections of the surfaces are comparable to or even smaller than the wave-
length.

• Diffraction: when the wave impinges a surface with sharp edges, this phenomenon
determines the generation of waves in all directions, bending around the obstacle.

The study of both path loss and time dispersion through e.m. simulations is unfeasible.
The computational burden required to solve the general Maxwell’s equations in wide
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Figure 1.7: A sketch of the basic propagation mechanisms which may generate artifacts on the positioning sys-
tems.

scenarios is too high to cope with, even using optimized algorithms. That is why most
of the time probabilistic or empirical models are used. Probabilistic models describe
the probability of a given phenomenon to arise. In empirical models, researchers
simply do measurements and try to develop closed-form characterizations of a given
environment. However, those models should be correctly applied to the scenario,
being careful on checking that the chosen model is correctly fitting the considered
situation.
Since the presence and strength of the artifacts vary as a function of the considered
frequency range, the scientists strive to correctly characterize the radio channel at the
various frequencies.

The generation of coherent copies of the same signal may lead to different prob-
lems in the geometric radiolocation techniques. In AoA and PoA, the received copies
constructively compose and this determines the degradation of the phase estimation
quality, which leads to the loss of accuracy of the estimation. Still, multipath prop-
agation determines artifacts on RSS and ToA/TDoA. In fact, if the traveled path is
different from the LoS one, this determines different pathloss values/time of arrivals
at the receivers, and so the estimated distance is not the real one. Focusing on RSS
the other problem concerns the choice of the proper propagation model in order to
take into account and approximate as many effects as possible [26]. However, using
concurrently more than one technique may lead to a performance improvement, that
can be further enhanced by the use of multipath mitigation techniques [27–29]. We
will see in Section 1.6.5 that also Machine Learning plays a role in correct channel
behavior estimation.

1.6.2 Propagation in outdoor environment

Historically, communications in outdoor environments have always been organized in
cells of different sizes to allow frequency reuse. The in-cell propagation modeling
distinctions are due to the cell extensions. Macrocells extension is in the order of
kilometers. The base stations are put at high points allowing a better coverage of the
area. Most of the empirical models for path loss take into account as a "gain factor"
the relative height of transmitter and receiver antennas, since it is less likely for high
points to be intercepted by obstacles [25]. As regards the multipath, the most relevant
contribution in this scenario is due to the ground reflection which occurs differently
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since the traveled path may not be homogeneous (i.e. presence of lakes, forests, sea-
side, etc.). The distribution model for the outdoor multipath fading is the Rayleigh
distribution. The average path loss has a log-normal distribution since several (uncor-
related) phenomena compose together and their resulting distribution is a normal one
in the dB domain [24].
Microcells and picocells are more challenging to be analyzed. The reference scenar-
ios are city streets. This scenario is also referred to as an urban canyon. Generally
speaking, the transmission powers are lower than the macrocell case, the distances
to be covered are under 1 kilometer and the presence of buildings strongly affects
the overall propagation model accuracy, since it strongly depends on a correct char-
acterization of building materials in terms of the electrical constants and the surface
roughness [30]. In their survey [24], Andersen et al. propose a very interesting dis-
cussion on the pathloss in a microcell urban environment with streets (the reference is
Manhattan). The reference sketch is in Figure 1.8.

Figure 1.8: Ideal urban street layout sketched by Anderset et al. in [24]: path loss scebario (a) and curves along
an LoS street. In (c) the pathloss curve when turning the corner (NLOS). © 1995, IEEE.

The path loss exponent is approximately two as in free space propagation. It is possi-
ble to define a breakpoint in the distance db determined as [24]:

db =
2π

λ
htxhrx (1.6)

being htx and hrx the transmitter and receiver antenna heights. After this breakpoint,
the path loss exponent approaches four. This is valid in LoS. However, by "turning
the corner" from one street to the other, the predominant propagation is the NLoS one,
and the receiver experiences a huge degradation in the received signal level.

Outdoor, it is not possible to forget about the presence of vegetation, which strongly
impacts both path loss and time dispersion. Also, in this case, statistical models are
employed [30].

14



i
i

“output” — 2023/8/31 — 14:05 — page 15 — #29 i
i

i
i

i
i
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1.6.3 Propagation in indoor environment

Indoor propagation is one of the most difficult to analyze. A first remark can be made
based on the distances that we consider: with respect to outdoor communications,
indoor ones rely on smaller distances, and so, the loss of power is reduced when com-
pared to long range communications. However, the multipath phenomena have greater
influence than outdoor, because the number of scattering/diffraction/reflecting gener-
ators is substantially higher. The physical phenomena which are at the basis of indoor
propagation are analyzed in works like those of Sarkar et al. [31] and, more recently,
of Diago-Mosquera et al. [32].
Pathloss in indoor environments taking into account also the way (and the materi-
als) buildings were internally constructed. It is common to consider the influence of
the presence of floor and wall attenuation in classical pathloss models for the indoor
scenario. Considering what is stated by [31], an example of this is offered by the in-
troduction of Wall Attenuation Factors (WAF) and Floor Attenuation Factors (FAF).
Those terms introduce a further attenuation that depends on the materials employed
for the construction, the number of floors in the case of the FAF, or the thickness of
the walls in the case of the WAF. Also, the incidence angles play a role to determine
the amount of energy transferred over the obstacle.
The advent of 5th generation (5G) and beyond cellular systems and the rush to find
new spectrum slices to allocate high-capacity links is pushing attention to the char-
acterization of the centimeter-wave and millimeter-wave indoor phenomena. Surveys
like [19] propose some preliminary results. Other works consider higher frequencies,
either by analytical [33] or empirical measurements [34]. As anticipated, those works
also take into account how the building itself is constituted (presence of stairs, number
of floors, walls, etc.) [35].

1.6.4 Indoor and outdoor localization technologies

A visual comparison of the standardized radio location approaches for indoor and
outdoor scenarios is in Figure 1.9.

Figure 1.9: Expected accuracy of mobile standard radio localization methods for indoor and outdoor scenarios.
Image by del Peral-Rosado et. al, [36]. © 2018, IEEE.
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Outdoor In outdoor environment, well established communication technologies are
available: the cellular system, the Global Navigation Satellite System (GNSS), the
Low-Power Wide Area Network (LPWAN), the Low-Earth Orbit (LEO) Position Nav-
igation and Timing (PNT) and the localization through terrestrial Signals of Opportu-
nity (SoOp) like the Frequency Modulation (FM) radio and the Digital Video Broad-
casting (DVB).

The survey by del Peral-Rosado et. al [36] offers insights into the challenges of
localization through cellular networks. First, the transmit power, the number, and the
location of the base stations directly impact the accuracy. In this scenario, the main
issue is inter-cell interference, which is mitigated by means of mute transmission pe-
riods, at the cost of reduced throughput. Location can be determined through the Cell
Identifier (CellID), in which the position of the device is assigned to the geographic
position of the base station. The accuracy can be improved by the cell sector info
and time-ranging measurements. The cost is practically null, but the accuracy is low.
This localization feature is available since GSM. Later standards such as LTE enabled
other ranging measurements to improve the CellID estimation. Fingerprinting is an-
other viable solution. An alternative is represented by the uplink ToA and TDoA
measurements, respectively implemented in GSM and UMTS.

GNSS represents the de-facto standard for large scale localization. Currently, four
major constellations are in operation: Global Positioning System (GPS), GLONASS,
Galileo, and BeiDou. GNSS satellites rely on the Medium-Earth Orbit (MEO). Hence,
the received signals have very low power (noise level) and so they cannot reach the
so-called GNSS-denied areas (indoor or dense urban environments. In this latter, mul-
tipath errors degrade the accuracy). The accuracy is in the order of tenths of meters.
The localization infrastructure is well established and always available [37]. The cost
of the architecture deployment is high. Also, the computational complexity required
by pseudorange computation and the compensation of space to Earth propagation ef-
fects is not negligible.

LPWAN is an emerging solution for localization, especially suitable for IoT de-
vices. LPWANs are designed to support long-range communications and low-power.
Examples are LoRa and Narrow-Band IoT (NB-IoT). Janssen et al. in [37] com-
pare the localization through GNSS and LPWAN. Basically, LPWAN employs RSS,
TDoA, and AoA as localization techniques. In the NB-IoT standard, the 3GPP has
defined the Observed Time Difference of Arrival (OTDoA) which represents the most
accurate localization estimation technique for those technologies. In terms of accu-
racy, LPWAN performs worse than GNSS, reaching hundreds of meters as the lowest
estimation error.

Another emerging solution is LEO-PNT, which represents the state of the art of in-
novations in localizations and positioning systems. LEO-PNT is more appealing than
GNSS and it is expected to deliver a better positioning estimation because of the lower
altitude of the constellations (resulting in a reduced pathloss). Several PNT solutions
are already available [38]. Also, given the higher power levels, LEO-PNT is the best
candidate for penetrating building walls, thus providing also indoor localization (and
communications) solutions [37, 38]. More details on the LEO-based localization are
in Chapter 6, where an application for coarse positioning employing real-time AoA
estimation through phase interferometry is presented.
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The last option is represented by terrestrial SoOp. In the survey by Asaad et al.
[4] a localization solution based on the RSS measurements of FM radio signals is
presented. Since FM radio uses long-wavelength technology (i.e. frequency from
87.5 to 108 MHz), it can travel long distances without interacting with indoor items
and forniture. Another possible SoOp is the DVB signal, employed by Chen et al.
in [39] for performing ToA-based localization.

Indoor For indoor localization, it is not possible to rely on the same systems deployed
for outdoor. For instance, indoor localization by means of cellular networks does not
provide accurate results since cellular networks were not designed for [36]. Hence it is
necessary to rely upon network infrastructures already available inside the buildings.
The classical technique is the RSSI fingerprinting and localization through WLAN
networks. However, in the Wi-Fi infrastructure, also ToA, TDoA, and AoA techniques
are employed [4]. The advantage of Wi-Fi is that being one of the most spread wireless
communications technologies, several attempts in literature had been made to realize
localization systems based on it [12].

Another attempt is to operate with a Wireless Body Area Network (WBAN), for
instance, based on Bluetooth technology [12]. Bluetooth and its latest version, Blue-
tooth® Low-Energy (BLE) originally did not provide any support for localization.
Hence, devices employed techniques based on RSS measurements to perform it. Since
version 5.1 of the BLE standard, the technology comes with native AoA and Angle of
Departure (AoD) support for localization. More details are in Chapter 2.

Another technology to support indoor localization is RFID [1]. RFID is especially
employed in industrial environments for asset tracking. Each RFID tag has a unique
ID to identify the target device [4]. High localization accuracy is not guaranteed due to
hardware limitations. In fact, RFID tags may be divided into active and passive RFID
tags [12]. Active RFID tags are equipped with a power generator (i.e. a battery) and
can operate hundreds of meters far from the RFID reader. Instead, passive RFID tags
are limited to units of meters, with the advantage of very low deployment costs. The
RFID technology relies on the backscattering of a signal, hence the most employed
localization approaches are PoA, PDoA and RSS [3].

1.6.5 The role of Machine learning

Machine Learning (ML) and Artficial Intelligence (AI) represent new tools supporting
the mitigation of propagation artifacts. ML algorithms aim to directly acquire infor-
mation and find possible data recurring patterns once a training phase has taken place.
In this context, one issue associated to ML is the high dimensionality of radio channel
features [40]. This is overcome by using classification algorithms aiming to reduce
the number of features. ML can also help when the objective is to fuse positioning
data coming from different and heterogeneous sensors or techniques.

In the previous section, we discussed the indoor environment as the most tricky
propagation setting for localization techniques. ML can be applied in two ways to
support indoor positioning. The first consists in exploiting ML to estimate the channel
response, either by mitigating or pre-compensating artifacts. Another way is repre-
sented by ML-aided fingerprinting for RSS, where ML algorithms are employed to
improve the power-pattern recognition in the online phase of the RSS retrieval.
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(a)

(b)

Figure 1.10: Block diagrams for the RTLS presented by Piccinni et al. in [18]: (a) analog functional blocks and
(b) digital functional blocks. © 2020, IEEE.

Depending on the specific task to perform, different learning procedures can be
employed. Transfer learning is useful when a particular model for the propagation ar-
tifacts estimation is trained on empirical data in a specific setting. Thanks to transfer
learning, the model will quickly adapt to the new situation, bringing the knowledge
acquired from the initial context [40]. On the other hand, deep learning and convolu-
tional neural networks or feed-forward neural networks may be employed as classifi-
cators to refine the channel response estimation after empirical data acquisition [41].

1.7 Real-Time Localization Systems

This thesis is focused on Real-Time Localization System (RTLS). An RTLS is a sys-
tem capable of determining the location of a given target with reduced latency em-
ploying one of the approaches described in Section 1.5. As it is deeply explained in
forthcoming chapters, the deployment of an RTLS is related to its hardware implemen-
tation. Dedicated hardware structures allow us to get rid of all the random latencies
related to the interfaces of general purpose architectures. For instance, thinking about
the ISO/OSI networking model, reaching the APP layer requires crossing all the lay-
ers below it, their interfaces, and the associated queues. In this section three hardware
structures are described as possible examples of RTLS.

The first example is the architecture developed by Piccinni et al. that is presented
in their work [18]. The block diagrams for the analog and digital sections are in
Figure 1.10. The authors propose a distance measurement system for performing po-
sitioning through trilateration. The distances are estimated through a TDoA approach.
The transmitted signal is built through Orthogonal Frequency Division Multiplexing
(OFDM) of the Frank-Zadoff-Chu sequence. By correlating this sequence with the
same sequence stored on receiver side, it is possible to retrieve the trip time. The lo-
calization process is split into a coarse and a refinement phase. The core of the system
is implemented through an Intel Stratix IV EP4SGX70HF35C3 Field-Programmable
Gate Array (FPGA).

Bottigliero et al. in [42] propose a 2D RTLS for low-power cooperative tags based
on the TDoA computation of Ultra-Wide Band (UWB) signals. The logical architec-
ture for localization is in Figure 1.11. The time synchronization among receivers is
achieved through the presence of a reference tag.
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This allows to eliminate the presence of a wired clock synchronization network in-
frastructure. Each of the sensors (i.e. the devices devoted to perform TDoA mea-
surements) is based on a custom-designed hardware structure comprising an UWB
RF chain and a processing board deploying an Analog-to-Digital Converter (ADC), a
clock generator, and the Xilinx Zynq 7000 SoC platform (with an FPGA and an ARM
processor on it). The tags are very simple devices transmitting a known sequence. The
TDoA measurement involves a coarse estimation phase demanded by the FPGA and a
refinement phase managed by the ARM processor. Thanks to a super-resolution tech-
nique implemented on the ARM processor, the system can reach 10 cm positioning
accuracy with an update time of 50 ms.

Zhang et al. in [43] propose an RTLS of RFID tags by means of RSS measurement,
using a peculiar network infrastructure based on Zigbee. The RTLS is particularly de-
voted to asset tracking on large organizations. The localization scheme is sketched in
Figure 1.12. In the first phase, reference tags with known coordinates are spread in the
environment, and they serve as anchors for the localization process. Each object to be
tracked is equipped with an RFID tag. A group of reference and unknown tags spa-
tially close are managed by a coordinator, which is a simplified RFID reader capable
of RSS measurements. The coordinators are interfaced through a Zigbee network to
expand the system area of operability. As with every RSS-based localization system, a
preliminary fingerprinting stage precedes the actual localization stage, which is done
through RSS matching. The authors claim to reach 30 cm accuracy but no information
is provided regarding the time needed for the estimation.

1.8 Localization applications: the adaptive beamforming

A possible LBS is the adaptive beamforming. Adaptive beamforming is one of the key
enabling technologies for millimeter wave (mmWave) communications. First, a brief
introduction to the operating context is given, discussing the advantages and the chal-
lenges for mmWave communications. Hence, main beamforming architectures and
techniques are presented. For analog beamforming, a brief discussion regarding phase
shifters and phase distribution networks is presented. Although differently mentioned,
the reference is beamforming on the transmission side: thanks to the reciprocity theo-
rem [44], the discussion can be extended to the receiver side.

Figure 1.11: Block diagram of the TDoA measurement system proposed by Bottigliero et al. in [42] with the use
of a reference tag in the center position. © 2021, IEEE.
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Figure 1.12: Architecture of the localization system proposed by Zhang et al. in [43]. © 2016, IEEE.

1.8.1 Context: Millimeter-wave communications

Novel telecommunications standards have to deal with a new operative scenario. New
technology such as smartphones, tablets, and IoT devices require and evoke new oper-
ation paradigms. The main requirements ask for augmented capacity and higher Qual-
ity of Experience (QoE) for the end-users, which can be humans or machines. These
new wireless standards are employed mostly for Internet content access, for exam-
ple very high-quality live videos, and, nowadays, immersive virtual reality streaming
applications. For these reasons, there are many target requirements to address, such
as [45]:

• Low latency: next-generation cellular standards should provide low latency, in
the order of milliseconds and sub-milliseconds for great responsiveness.

• High capacity and high throughput: considering 5G networks as a reference,
they are demanded to address the 10 Gbps data rate. Beyond 5G networks are
supposed to break the 10 TBps threshold.

• Reliability and availability: networks can be overloaded with a high amount of
connected devices. New architectures for network radio access should provide
the availability of the first connection for each device and the possibility of hav-
ing access to network resources

• Low interference with existing telecommunications standards

Since the spectrum in the sub-6 GHz band has become more and more crowded, avail-
able spectrum slices in the upper bands gathered the attention of communications engi-
neers. mmWaves correspond to frequencies in the range from 30 GHz up to 300 GHz
and they are called millimeters because of the associated wavelength in free space
(Figure 1.13). They were mainly employed for space communications [45]. However,
higher frequencies are linked with higher losses, since the path loss increases with the
square of the frequency, as previously described by the (1.5). One way to reduce the
path loss is to increase the antenna gain, both in transmission and in receiving sec-
tions. To do so, it is necessary to focus the antenna beam, and usually, this is possible
by employing antenna systems instead of single antenna elements.

1.8.2 Radiation from multiple antenna elements

Every antenna is characterized by a given radiation pattern. For example, if we con-
sider a dipole antenna, the radiation pattern is omnidirectional and centered in the
dipole itself. If we consider an array of N antennas, the global radiated far-field is
the linear superposition of the single contributes, which may compose constructively
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Figure 1.13: mmWaves and sub-mmWaves spectrum and relationship between frequency and wavelength. Image
by Chataut et al. [45]. Image licensed under CC BY 4.0.

in some points and destructively in some other points because of their interference.
The idea is to steer the global radiation pattern towards a direction, so that the power
density is maximum in that direction, and it approaches zero in the other points of the
space. This technique is called beam steering.

Figure 1.14: Geometrical sketch used to derive global radiation field expressions.

Let us consider an array of N antennas and a common origin O as showed in Figure
1.14. We call r̂i the distance between the i-th element of the array and the point in
which we want to evaluate the e.m. field. It is possible to show that the global radiated
field ET is [44]:

ET =
N∑
i=1

İiNi
e−jβr̂i

4πr̂i
(1.7)

with Ni representing the radiation vector of the i-th antenna, β the propagation con-
stant in the considered medium and İi ∈ C the excitation current phasor. Since we deal
with N nominally identical antennas, Ni = N, ∀i. Making some simple geometrical
assumptions, it is possible to find that

r̂i = r− ri · ur (1.8)

with r the distance between the origin and the point of evaluation, ur such that r =
r · ur and ri the distance between the common origin and the i-th antenna element.
Hence, it is possible to prove that

ET =
N∑
i=1

İiNi
e−jβr̂i

4πr̂i
≈ N

N∑
i=1

İi
e−jβri·cos(δi)

4πr
(1.9)
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We define the array factor F as

F =
N∑
i=1

ẇie
−jβri cos(δi) (1.10)

with ẇi ∈ C a generalization of the excitation current. The variation of the quantity
ẇi allows to obtain different directions and shapes for the radiation pattern.

1.8.3 Beamforming: taxonomy and discussion

A possible definition and taxonomy of beamforming systems is given by Kutty et al.
in their survey [8]. Beamforming is a spatial filtering operation made by an array of
antennas to capture or radiate e.m. energy in a given direction in the space, reaching
an improvement in the transmit or receive gain. There are many possible ways of re-
alizing a taxonomy of beamforming systems. A first distinction is made on the role
of the beamformer, which can be either on transmit or receive side. The advantage
on transmit side is to focus the power density to reach a farther point in the space
with less amount of energy. For the beamforming on receiving side, it is possible to
perform noise or interference rejection, improving the SNR or SINR respectively. An
example block diagram of a receiver beamforming network is in Figure 1.15.
Beamforming can be described as the result of the superposition of the radiation pat-
tern of the N array elements to which amplitude and phase shifts are applied to realize
the constructive/destructive interference previously described. To apply those phase
shifts, the mathematical model employs complex-valued weights. If those weights are
fixed with time, we talk about fixed beamforming, since also the array pattern does
not change in time. Instead, if those weights are time-varying, we deal with adaptive
beamforming.

Figure 1.15: Example of receiver (analog) beamforming architecture described by Kutty et al. in [8]. © 2016,
IEEE.

Another possible taxonomy involves signal bandwidth. For narrowband beamforming
we consider signals which have small frequency deviations relative to the RF carrier,
opposite to the wideband beamforming. Narrowband beamforming implementation is
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simpler. For example, a phase shift φ at frequency ω can be realized by applying a
time delay τ such that:

τ =
φ(ω)

ω
(1.11)

The previous equation still holds for narrowband signals, because the phase errors
when considering frequencies around ω are negligible:

φ(ω +∆ω) = φ(ω) + τ ∆ω ≈ φ(ω) ⇐⇒ ∆ω ≈ 0 (1.12)

For wideband signals (∆ω ≫ 0) this is not true. If this problem is not correctly han-
dled, the beam squint problem can arise, in which different spectral components are
steered toward different directions [46].
Also the signal domain can be taken into account when considering the possible cat-
egories of beamforming. We can consider the difference between frequency domain
beamforming and space-time domain beamforming. In the first category, all the beam-
forming procedures are performed in the frequency domain and then inverse trans-
formed. In the second one, all operations are performed in the time domain. Analog
beamforming, digital beamforming and hybrid beamforming belong to this latter cat-
egory.
To perform beam steering, it is necessary to compute the steering vectors. To do so,
beamforming algorithms and techniques rely on the Channel-State Information (CSI)
estimation or prediction. Once the reciprocity of the channel is assumed, it is neces-
sary to understand how the channel responds to the e.m. wave.

1.8.4 Beamforming and Massive MIMO

MIMO systems for telecommunications are the state of the art for channel capacity
maximization. Before MIMO systems, single-input/output systems (SISO) had lower
throughput and did not support a lot of users. Thanks to MIMO, it is possible to serve
multiple users at the same time. Massive MIMO (mMIMO) is an improvement of
MIMO in which a higher number of antenna array elements is required, introducing
increased throughput and reduced bit error rate [45].
MIMO and beamforming systems boundaries are somehow confused, especially in
current literature. It should be clear that MIMO, and in particular mMIMO takes ad-
vantage of beamforming for steering different informative streams toward different
end users. Nevertheless, beamforming can be also employed in SISO for just steering
the antenna beam towards a given direction. In this latter case, it is more correct to
speak about beamsteering instead of beamforming. Hence, beamforming is an en-
abling technology for MIMO and mMIMO. A visual representation of beamforming
in mMIMO is in Figure 1.16.

1.8.5 Analog beamforming

Analog beamforming is realized through the phase and amplitude control of the trans-
mitted signals. This is done by employing phase shifters and variable gain amplifiers
for each antenna element or a particular phase distribution network for more complex
architectures.
Usually, in analog beamforming antenna there is a single transmitted data stream [47].
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Figure 1.16: Beamforming in mMIMO. Image by Chataut et al. [45]. Image licensed under CC BY 4.0.

In this case, depicted in Figure 1.17, the beamforming weights are fixed in amplitude
and with varying phases, which can be a limitation. Analog beamforming offers lower
implementation complexity than hybrid or digital beamforming. However, as stated
in [47], most of the techniques provide insufficient performances in terms of array
gain.

Figure 1.17: Example of an analog beamforming network for NBS antennas by Rihan et al. in [47]. Image
licensed under CC BY 4.0.

Since they are crucial for the analog beamforming implementation, we introduce a
brief discussion on the phase shifting architectures and phase distribution networks.

Phase shifter technologies There are many possible techniques to realize phase shift-
ing in the analog domain. As already said, the phase control architecture must be
suitably designed for the signal bandwidth. otherwise, the beam squint problem can
occur. In phase-only beamforming control, only phases are adjusted. Amplitudes
are known a priori or fixed. This type of beam pattern synthesis is much easier for
most architectures. Phase-only control has the advantage of short response in time and
high-efficiency [48]. For RF phase shifters there are many requirements [49]. Among
them, the most meaningful is the frequency of operation, the tolerated bandwidth, the
effective phase variation it can introduce (in the case of non-continuous phase shifters,
also the number of steps), the insertion and return losses, the speed and, for power-
constrained domains, also the power consumption. The phase shift can be introduced
in three points: the RF section, the Local Oscillator (LO) section, or the Intermedi-
ate Frequency (IF) section [50] (Figure 1.18). For example, the hybrid beamforming
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Figure 1.18: (a) RF (b) LO (c) Digital Baseband (d) IF beamforming architecture schemes. Image by D’Amato et
al. [50]. Image licensed under CC BY 4.0.

architectures rely on the IF phase shifting. The most reliable way to introduce phase
shift is in the RF section, because the mixing stage can introduce harmonic spurs that
can generate artifacts on the phase shift, distorting the final result. However, realizing
RF phase shift is more costly than the others [50].

Let us focus on RF phase shifters. Mainly there are three general types of phase
shifters [49]:

• Switched-Line phase shifters (Figure 1.19a): they are the simplest in their design
and they rely on true time delay introduced by the path between two transmission
lines. As long as the signal travels along a longer path than the reference one,
it is phase-shifted of a quantity that varies with the length. The path is enabled
with the use of digitally controlled switches.

• Loaded-Line phase shifters (Figure 1.19b): a loaded line produces a phase varia-
tion ϕ = βl where β is the propagation constant of the line with length l. In this
way, by matching different lines, it is possible to obtain the wanted phase shift.
However, in practical design, insertion and return losses are inherently present in
the design.

• Reflection-type phase shifters (Figure 1.19c): the reflection on a load with ad-
justable value is exploited. These phase shifters are continuously controlled
by a bias so the resolution is very high. They are commonly designed as an
electrically-adjustable reactive element that provides a phase shift.

Chen et al. in [51] propose a discussion on the devices needed for the deployment
of a phase shifting architecture. One of the traditional ways is to employ P-type, Intrin-
sic, and N-type diodes or FETs switched transmission lines or reflective shifters with
π/2-hybrids tuned with varactor diodes. However, they strongly suffer from temper-
ature variations [51] and they have little phase resolution. Only varactor-tuned phase
shifters present continuous phase shifting, but still, they have a strong dependency on
the insertion loss from the phase change itself, and this may require a challenging cal-
ibration action for the whole system [51]. Variable attenuators are introduced in the
chain, to equalize the insertion loss behavior.
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(a) (b) (c)

Figure 1.19: (a) 4-bit switched-line phase shifter example allowing the choice of 24 possible path lengths (b)
Loaded line phase shifter with the insertion of a line with length lp, phase constant βp and characteristic impedance
Zp. (c) Concept of reflection-type phase shifter inserting a π/2-hybrid coupler. The images are from the work of
Chen et al. [49]. © 2013, IEEE.

Another technology is based on ferrites, but they lack integrability, especially in pla-
nar circuits [49].
As regards the materials, phase shifters for analog chains are realized with semicon-
ductor technologies (in particular CMOS or BiCMOS), with MEMS or ferrites. From
the years 2000, a new emerging technology is the liquid crystal mixture [52], which
can achieve great performances. However, attention should be put on the biasing
schemes. In very high frequencies such as hundreds or thousands of GHz applications,
graphene-based technology is a very interesting way to develop phase shifters [49].
Other emerging techniques for realizing phase shifters are the Filter-Type Phase Shifters
(FTPS). In this technique, LC networks are combined with switches building unit
phase shifters. By cascading those units, the wanted resolution is achievable [53].
This approach can be also employed in very high-frequency applications.
RF MEMS are another technology enabling the realization of low-insertion loss phase
shifters with low-power consumption and high linearity. Usually, RF MEMS are em-
ployed for realizing switched-line phase shifters. RF MEMS are very integrable also
on planar technologies [54]. This technology has almost zero DC power consumption
and they offer high-quality factors.

Phase distribution networks A phase distribution network is usually made up of phase
shifters, power dividers, amplifiers, switches, hybrids, and attenuators. By combining
these elements it is possible to achieve multiple beams pointing from a single array
of antennas [55]. Examples of phase distribution networks are the Blass matrix, the
Nolen matrix, and the Butler matrix [56]. All of them offer different advantages in
terms of resolution, bandwidth, and losses, and also some disadvantages mainly from
the implementation complexity point of view. As a reference, let us focus on the Butler
matrix.

Butler matrix allows controllingN beams by a matrix of hybrid couplers and phase
shifters with fixed values. This device hasN inputs andN output ports. Even if simple
in its concept, Butler matrix implementation is not free of circuitry complexity. The
main disadvantage involves the insertion loss [55]. An example of Butler matrix for a
Uniform Linear Array (ULA) of 4 elements is in Figure 1.20.

1.8.6 Digital and Hybrid Beamforming

In digital beamforming, the phase shifting operations are performed by a Digital Sig-
nal Processor (DSP) in the baseband using a digital codebook [8].
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Figure 1.20: Butler matrix for a 4-elements ULA. Image by Chang et al. in [57]. © 2008, IEEE.

In digital beamforming, it is possible to manage also multiple data streams. The archi-
tecture is more flexible and it allows to implement whatever beamforming algorithm.
Digital beamforming is the only procedure that can approach Shannon’s capacity limit.
An example of a digital beamforming architecture is depicted in Figure 1.21a.

(a) (b)

Figure 1.21: Block diagrams of (a) a digital beamforming network and (b) a hybrid beamforming network by
Rihan et al. [47]. Image licensed under CC BY 4.0.

However, having a full RF chain for each antenna element in a Massive MIMO envi-
ronment would be too costly. In this case, analog beamforming is more cost-effective
compared to the digital counterpart even offering lower accuracy [47]. This is because,
in a typical RF system, most of the power is associated with the mixed signal blocks
like the ADC and the Digital-to-Analog Converter (DAC) [8]. Lowering the number
of RF chains thus could allow to decrease the power consumption.

A good trade-off is represented by Hybrid Beamforming (HB), which is currently
the most employed and appreciated solution [47]. In fact, in HB, the problem of digital
beamforming is reduced by not associating each antenna element to a single RF chain.
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In this way, the architectural complexity is reduced. The solution to the beamforming
problem is then divided into a digital baseband beamforming section and an analog
beamforming section [8]. An example of a hybrid beamforming architecture is in
Figure 1.21b.
A first taxonomy of HB architectures can be done in terms of the number of RF chains
for each antenna element. First, a possible implementation is represented by the sub-
array configuration, in which each user data is first digitally precoded and then fed
to the analog beamforming via a single RF chain for each stream [8]. Each analog
beamforming network controls a subset of the array elements which is chosen thanks
to a digital baseband algorithm. A block diagram is reported in Figure 1.22a. In the
fully-connected architecture [8], the signal is first precoded in the digital baseband
domain, then it is processed by each RF chain and transmitted using all the antenna
elements in the array through the analog beamforming unit. A block diagram is in
Figure 1.22b. This architecture is slightly more complex, but the gain is higher of a
factor NRF than the sub-array architecture [8], having the same number of antenna
elements and being NRF the number of the RF chains.

(a) (b)

Figure 1.22: (a) Sub-array HB and (b) Full-connected HB reference block diagrams [8]. © 2016, IEEE.

A good compromise is represented by the dynamic partially-connected architecture
[47], shown in Figure 1.23a. This is a dynamic sub-array architecture, in which the
subarrays dynamically change with time to optimize channel statistics according to
some Figures of Merit (FoMs), driven by a low complexity algorithm for antenna
selection. The gain is in the middle between full and sub-array configurations, but
losses are higher, since it employs switches that cause insertion losses [47].
Another architecture that can achieve performance near the fully-connected one is the
virtual sectorization architecture (Figure 1.23b) [47]. It is a particular type of fully-
connected architecture in which there is a separate digital beamformer is connected to
every virtual sector.

1.8.7 Beamforming and Green Networking

The beamforming concept is commonly related to capacity maximization. In reality,
nowadays it becomes imperative to carefully design energy-efficient systems aiming
to minimize their environmental impact.

Energy-efficiency-spectral-efficiency (EE-SE) co-design [58] has become of great
interest in the definition of the so-called green networks. Beamforming allows to
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(a) (b)

Figure 1.23: (a) Partially-connected and (b) Virtual-sectorization HB block diagrams [47]. Image licensed under
CC BY 4.0.

increase the power efficiency and in order to maximize its impact, it is also necessary
to take care the beamforming architecture does not lower the so-called "green point"
[58] on the EE-SE curve (Figure 1.24), and this is achieved by suitably design hybrid
beamforming architectures with a limited number of RF chains with respect to the
number of array elements [8]. The basic idea is so to maximize the energy efficiency
of the global architecture when a fixed spectral efficiency is given. However, this is an
open and interesting topic in literature.

Figure 1.24: Example of the EE-SE curve for various telecommunications standards employed for the cellular
communications, such as LTE and GSM. The SE is measured in bps/Hz while the EE is measured in bit/J. Image
by Chih-Lin et al. [58]. © 2014, IEEE.

1.8.8 Beamforming and energy harvesting

This section is inspired by the paper of Alsaba et al. [59] that presents the state-of-
the-art on beamforming technologies applied to energy harvesting networks.

Energy harvesting allows employing alternative power supplies in order to power
the devices. It is possible to extract electrical energy from mechanical movements,
vibrations, and also electromagnetic waves. Then it is possible to store it or directly
employ the generated energy. Nowadays there is a lot of electromagnetic pollution,
and so with energy harvesting, it is possible to exploit these actually useless waves
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traveling around for producing energy, mostly for IoT devices, designed to be less
power-hungry than other technologies.

In energy harvesting networks there are two ways of transferring energy. The first
one is wireless power transfer in which the power transmitter just transfers power.
Instead, in wireless-powered communications, the information is carried along with
the power. This scheme is more interesting and it is possible to implement it with
simultaneous power transfer to the information transfer or by time division duplexing.

To harvest energy from the electromagnetic waves, the energy harvesting circuit
(usually a rectenna, that is an antenna system with a rectifier circuit) needs the re-
ceived power to be over the sensitivity (in the order of -10 to -30 dBm). However,
those power values are not always achievable, especially at mmWaves, because of
the described phenomena like path loss, reflection, scattering, and fading (especially
affecting systems with omnidirectional antennas). By exploiting multi-antenna tech-
niques like beamforming it is possible, again, to increase the gain towards a given
direction and increase both wireless power and information transfer efficiency. How-
ever, also, in this case, the Channel-State Indicator (CSI) plays a crucial role in cor-
rectly estimating the direction toward which the radiation pattern is steered.

Since there are many possible deployments for wireless-powered communication,
also beamforming design objectives change accordingly. Beamforming algorithms
constraints can be optimized according to the total transmitted power minimization
(power wave and information wave), to the overall energy efficiency maximization, or
to maximize only the throughput in the information-carrying. The energy harvester de-
vice design objective changes if we consider power-splitting receivers, time-switching
receivers, or antenna selection receivers. In the first case, part of the energy is carried
to the rectifier circuitry and the other part to the information decoding. In the sec-
ond scheme, the energy is totally carried to one or the other branch but in different
time slots. Finally, as regards the latter case, part of the array is employed for energy
harvesting and the remaining antennas are employed for information decoding.
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CHAPTER2
The Angle-of Arrival Estimation

After having revised the main localization techniques and operative scenarios, the
focus of this chapter is the Angle-of-Arrival (AoA) estimation. First, it is presented
the definition of AoA for linear and planar arrays. Hence, the main techniques from
classical array signal processing literature are discussed, along with the challenges to
overcome when striving for their use in real-time AoA estimation systems. Thereafter,
phase interferometry is introduced and detailed, and some examples of systems based
on this technique are presented.

2.1 Definition and basic relationships

When an incoming wave impinges an array of N antennas from a given direction ϑ,
each of the array elements receives a copy of the signal with different amplitudes and
at a different time instant. Picking an element as a reference, the received signal at
array element i is

si(t) = αis0(t−∆τ0i), i ∈ {0, . . . , N − 1} ⊂ N, t, αi,∆τ0i ∈ R (2.1)

where i = 0 is the reference element, αi is the amplitude scale factor, and ∆τ0i is
the time difference between the reception of the signal by the reference element and
the i-th element. By convention, α0 = 1 and ∆τ00 = 0. Supposing to operate in the
far field, for small size arrays, the amplitude difference is negligible, i.e. αi ≈ 1 ∀i.
The time delay ∆τ0i depends on the direction from which the signals come and on the
array geometry. As a first example, we consider a Uniform Linear Array (ULA), i.e.
the elements are positioned along a line, with uniform spacing d, and symmetrically.
Consider as reference the geometry in Figure 2.1. If we operate in free space, the time
delay between element i and element j of the ULA, i, j ∈ {0, · · · , N − 1}, i ̸= j is
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Figure 2.1: Reference geometry for the derivation of the relationship between time delay, phase shift, and AoA in
a ULA.

related to the traveled path difference ∆x as

∆τij =
∆x

c
(2.2)

where c is the speed of light in vacuum. From a trivial trigonometric relationship, ∆x
can be linked to the AoA ϑ as

∆x = d(i− j) sinϑ (2.3)

Hence,

∆τij =
d(i− j)

c
sinϑ (2.4)

For a narrowband signal with center frequency f , the time delay and the phase differ-
ence ∆φij are related as

∆φij = 2πf∆τij
(2.4)
== 2π

d(i− j)
c

f sinϑ (2.5)

By substituting the definition of wavelength in free space, λ = c/f ,

∆φij(ϑ) =
2π

λ
d(i− j) sinϑ (2.6)

In the context of linear arrays, the AoA ϑ is called broadside AoA, and it spans in 2D.
In the same way, it is possible to derive an expression to link the AoA to the time
delay and phase shift for other array geometries. For instance, it is possible to derive
a similar expression for planar arrays. Planar arrays are attractive since the AoAs can
be spanned in the 3D space. Each AoA can be decomposed in an azimuth angle α and
an elevation angle ε. The simplest planar structure is the Uniform Rectangular Array
(URA), shown in Figure 2.2. The URA can be seen as a "ULA of ULAs". Because the
array has a bidimensional structure, each element is identified by a pair (m,n) ∈ N:

(m,n) ∈ {0, · · · ,M − 1} × {0, · · · , N − 1} ⊂ N2 (2.7)

where M is the number of elements along the x axis and N the elements along the y
axis. By considering the element (0, 0) as the reference [1]:

∆τmn(α, ε) =
1

c
(mdx sin ε cosα + ndy sin ε sinα) (2.8)
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Figure 2.2: Reference geometry for the URA, with the azimuth angle α and the elevation angle ε.

where ∆τmn is the time delay between the reference element and the (m,n) element.
In a URA, dx = dy = d. Hence,

∆τmn(α, ε) =
d

c
(m sin ε cosα + n sin ε sinα) (2.9)

Therefore, for a narrowband signal, the phase shift can be computed as

∆φmn(α, ε) =
2π

λ
d (m sin ε cosα + n sin ε sinα) (2.10)

2.2 Specialized Hardware Architectures for AoA estimation

A real-time AoA estimation system is capable of estimating the AoA of the received
signal with the lowest latency. In this context, "lowest" is completely dependent on
the specific application. Running the AoA estimator on the application layer of a de-
vice means naturally considering some sources of delays not completely controllable,
due to the presence of buffers and queues. The aim of this section is to discuss the
principal algorithms and techniques employed for the AoA estimation and evaluate
their implementation in specialized hardware architectures. Usually, those architec-
tures are synthesized on FPGA. Also, other hardware-friendly approaches not based
on the reference algorithms are introduced.

2.2.1 Classical AoA estimation algorithms

The algorithms from array signal processing literature can be classified into two cate-
gories: the spectral-based approaches and the parametric approaches [2]. In spectral-
based approaches, the aim is to compute a spectrum-like function of the single pa-
rameter of interest, in our case the AoA. The peak locations in the spectrum functions
correspond to the AoA estimation. On the other hand, parametric techniques require
a simultaneous search of all the signal parameters. Therefore, a multidimensional
search is needed to find the estimates. This comes at the cost of higher computational
complexity and latency before the first estimation, but it results in sensibly higher
accuracy than the spectral-based approaches. The most known and appreciated para-
metric approach is the Maximum Likelihood Estimation (MLE) and its flavors.
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As for the content of this thesis work, the attention is focused on spectral-based
approaches. These latter can be classified into beamforming techniques and subspace-
separation methods. Beamforming techniques result in pure blind search: the array
pattern is steered in every possible direction in the space to measure the power as-
sociated with the parameter in a specific direction. Examples are Barlett’s (or con-
ventional) beamformer and Capon’s beamformer. The subspace-separation methods
compute the covariance matrix of the received signals from each array element. The
covariance matrix describes the degree of correlation of the signals impinging different
array elements. Historically, many approaches were implicitly based on the spectral
decomposition of the covariance matrix [2]. However, the most important contribu-
tions arrived when the eigenstructure of the covariance matrix was directly involved.
A subspace-separation technique basically assumes the columns space (i.e. the set of
all vectors which can be expressed as a linear combination of the columns of the ma-
trix) of the covariance matrix may be decomposed in two orthogonal subspaces: the
signal subspace and the noise subspace.

MUSIC algorithm A huge step forward in subspace-separation techniques arrived with
the advent of the Multiple Signal Classification (MUSIC) algorithm by R. Schmidt [3].
Originally, this algorithm was developed for AoA identification, but later it has been
applied to other spectral analysis and system identification problems [2]. MUSIC
still represents the basis for comparing the efficiency and the accuracy of an AoA
estimation technique. Hence, it is taken as one of the reference algorithms throughout
this thesis work. MUSIC assumes the signals impinging on each array element are
not correlated or poorly correlated. The same hypothesis is made for the noise. The
objective is to find and reorder the eigenvalues of the covariance matrix of the array.
The following mathematical description follows what is in the book by Rappaport et
al. [4] and it is developed in 2D space (i.e. it is considered a null elevation).
Suppose L uncorrelated signals to impinge a receiving array of M antennas from
the far-field. It is worth representing the received signal in matrix form, in order to
introduce a more compact notation:

X = A(ϑ)S+ η (2.11)

where S is the signal matrix containing the sampled and quantized composition of the
L signals, and η is the additive noise component. A(ϑ) is the direction matrix defined
as

A(ϑ) =


1 1 · · · 1

e−j∆φ1(ϑ0) e−j∆φ1(ϑ1) · · · e−j∆φ1(ϑL−1)

e−j∆φ2(ϑ0) e−j∆φ1(ϑ1) · · · e−j∆φ2(ϑL−1)

· · · · · · · · · · · ·
e−j∆φM−1(ϑ0) e−j∆φM−1(ϑ1) · · · e−j∆φM−1(ϑL−1)

 (2.12)

where ∆φi(ϑj) is the phase shift of array element i with respect to the reference
element 0 due to AoA ϑj of the j-th source.
The covariance matrix can be computed as follows. First, the received signal matrix
X is computed. X is a M × N matrix, with M being the number of antenna array
elements and N the number of snapshots acquired (i.e. the available sampled signal
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values):

X =


s0[0] s0[1] · · · s0[N − 1]

s1[0] s1[1] · · · s1[N − 1]

· · · · · · · · · · · ·
sM−1[0] sM−1[1] · · · sM−1[N − 1]

 (2.13)

where sp[k] is the k-th sample of the received signal at array element p, having k ∈
{0, · · · , N − 1}, p ∈ {0, · · · ,M − 1}. The covariance matrix for finite sample size
RXX can approximated as [5]:

RXX ≈
(

1

N

)
XHX (2.14)

with (·)H denoting the hermitian operator, i.e. the conjugate transpose operator. Hence,
the characteristic polynomial of the (2.14) is

|RXX − ξI| = 0 (2.15)

By solving the (2.15) for ξ it is possible to find the eigenvalues of the covariance
matrix. It can be shown that a set of those eigenvalues have small and almost equal
values. Hence, it is possible to expand the (2.15) as

|RXX − ξI| = (ξ − ρ1)(ξ − ρ2) · · · (ξ − ρL)(ξ − σ2
n)

M−L (2.16)

denoting with σ2
n the noise variance, and being (ξ − σ2

n) a multiple root for the char-
acteristic polynomial. I is the identity matrix, while ρi denotes the L highest-value
eigenvalues. The eigenvectors associated with the multiple roots with the lowest
eigenvalues define the noise subspace, while the others define the signal subspace.
By denoting with UN the former and with US the latter, the following property holds:

RXX = USΛSU
H
S +UNΛNU

H
N (2.17)

where ΛS,ΛN are diagonal matrices containing signal and noise eigenvectors, respec-
tively. This decomposition of the covariance matrix is called Eigen-Value Decomposi-
tion (EVD). It is possible to observe that any eigenvector of RXX with eigenvalue σ2

n

(i.e., the noise subspace) is orthogonal to the direction vector A(ϑ) [2]. This allows
us to write

UNU
H
N = I−A(AHA)−1AH (2.18)

omitting the dependency on ϑ for sake of compactness. This expression can be em-
ployed in the so-called pseudospectrum function PMU(ϑ̂) as

PMU(ϑ̂) =
1

aH(ϑ̂)ΠNa(ϑ̂)
(2.19)

where ΠN = UNU
H
N and a(ϑ̂) is the steering vector, i.e. the vector that spans all

the possible AoAs one expects the signal to be received from. The steering vector
is extremely important since the granularity of the spacing between adjacent ϑ̂ ∈ ϑ̂
contributes to the overall estimation accuracy.
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(a) (b)

Figure 2.3: MUSIC pseudospectrum function computation and evaluation results from the work [6]. In detail (a)
peak width degradation varying the number of array elements and (b) performance degradation depending on the
SNR. © 2020, IEEE.

The pseudospectrum function is an "angular" dependent curve whose peaks determine
the estimated AoAs for the L sources. Theoretically

lim
ϑ̂→ϑ

PMU(ϑ̂) = +∞ (2.20)

i.e. the pseudospectrum function peaks correspond to those steering angles which
approximate the actual AoAs for each of the sources. An example of pseudospectrum
function of the steering angles is in Figure 2.3.

ESPRIT Estimation of Signal Parameters with Rotational Invariance Technique (ES-
PRIT) is a class of algorithms for estimating AoAs [7]. Temporal ESPRIT (T-ESPRIT)
for estimating AoAs and Spatial ESPRIT (S-ESPRIT) which is a propagation delay
estimation algorithm [4] belong to ESPRIT. Through the forthcoming sections and
chapters the reference will be T-ESPRIT, simply denoted as ESPRIT. ESPRIT was
originally developed for ULAs because of the particular structure of the direction ma-
trix. For a ULA, the expression (2.12) can be simplified as:

AVM(ϑ) =


1 1 · · · 1

e−jφ(ϑ0) e−jφ(ϑ1) · · · e−jφ(ϑL−1)

e−2jφ(ϑ0) e−2jφ(ϑ1) · · · e−2jφ(ϑL−1)

· · · · · · · · · · · ·
e−(M−1)jφ(ϑ0) e−(M−1)jφ(ϑ1) · · · e−(M−1)jφ(ϑL−1)

 (2.21)

with φ(θk) = 2πd
λ

sin(ϑk), k ∈ {0, · · · , L − 1}. The matrix structure (2.21) is called
Vandermonde matrix. Each row of the (2.21) is an integer power of the first one, and
the power is exactly equal to the row number.
ESPRIT basically breaks the array into smaller sub-arrays. Hence, the phase shift
between the subarray is exploited to determine the AoA of the impinging signals. The
sub-arrays must be identical except for the translational change in position but not in
orientation [4]. ESPRIT can be computationally intensive since it requires more than

40



i
i

“output” — 2023/8/31 — 14:05 — page 41 — #55 i
i

i
i

i
i

2.2. Specialized Hardware Architectures for AoA estimation

one EVD, but still, it is less greedy than MUSIC. The subarrays breaking is performed
as follows [2, 4]. The signal model (2.11) can be rewritten as

X = AVM(ϑ)S+ η (2.22)

Once two subarrays (i.e. two sub-blocks of the Vandermonde matrix) are chosen, the
following holds: {

X1 = A1S+ σ2
nI

X2 = A2ΨS+ σ2
nI

(2.23)

being Ψ a diagonal matrix accounting for the phase shift between subarrays. The
diagonal elements can be employed for estimating the AoAs. In fact, by computing
the covariance matrix and suitably partitioning the signal subspace U in U1 and U2

it is possible to find
U2 = U1Φ (2.24)

with Φ being linked to Ψ through a similarity transformation, thus having the same
eigenvalues. Hence, the AoA is computed starting from each eigenvalue as

ϑ̂l = arcsin

(
λ arg(ρl)

2πd

)
, l = {0, · · · , L− 1} (2.25)

Root-MUSIC Root-MUSIC (RMUSIC) is the polynomial rooting version of the MU-
SIC technique, as the name suggests [8]. To describe it, it will be used as reference
the work by Krim et al. [2]. We consider the polynomials

pm(z) = uH
m p(z), m = L,L+ 1, · · · ,M (2.26)

being um the m-th eigenvector of the covariance matrix and being z the polynomial
column vector

p(z) =
[
1, z, · · · , zM−1

]T
(2.27)

Basically, pm(z) has L of its zeros at e−mjφ(ϑl), m = {0, · · · ,M − 1} and l ∈
{0, · · · , L − 1}. To find these zeros, the RMUSIC polinomial is solved (recalling
(2.18):

p(z) = zM−1pT (z−1)ΠNp(z) (2.28)

The argument of the highest (in modulus) values of z can be inverted as described by
(2.25) in the ESPRIT case.

2.2.2 Implementation of AoA estimation algorithms in hardware

The implementation of subspace separation techniques in digital specialized hardware
architectures is challenging since the algorithm stages require a huge computational
load [9].
As an example, by looking at the MUSIC algorithm, the source of such computational
complexity relies on the fact it operates with complex-valued numbers and equations.
Moreover, the autocorrelation matrix computation phase, the EVD phase, and the peak
search phase require significant computational resources.

Some of the proposed improvements aim to implement variations to the standard
MUSIC algorithm to make it hardware efficient. Zou et al. in [10] proposed a way
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Figure 2.4: EVD structure based on CORDIC algorithm proposed by Wang et al. in [11]. © 2011, IEEE.

Figure 2.5: Accelerator for MUSIC algorithm proposed by Chen et al. in [12]. Image licensed under CC BY 4.0.

to skip the autocorrelation matrix decomposition, approximating it through an itera-
tive method. They compared the performance in terms of time and accuracy obtained
with a DSP running the non-modified MUSIC algorithm and an FPGA running the
approach they were proposing. Results proved the novel approach to be 4 times faster
than the original one. This performance increase comes at the cost of poorer accuracy
only at low SNR values.
Wang et al. in [11] support the linear transformation with the decomposition of the
EVD phase employing the CORDIC algorithm (Figure 2.4).
In [12] Chen et al. present a hardware-friendly implementation of the MUSIC algo-
rithm in which they decrease the EVD computational cost by exploiting the conjugate
symmetry property of the covariance matrix (Figure 2.5). The same property is em-
ployed for decreasing the memory access time. The algorithm was simulated to work
up to 1 GHz clock frequency, on a Taiwan Semiconductor Manufacturing Company
(TSMC) 40 nm CMOS technology.
Butt et al. in [9] implemented an optimized version of the MUSIC algorithm with re-
duced processing time and resource occupation on a Xilinx Zynq XC7Z020-CLG484
FPGA. The main steps of the modified algorithm are shown in Figure 2.6a. The im-
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(a)

(b)

Figure 2.6: Optimized MUSIC algorithm proposed by Butt et al. in [9]: block diagrams representing (a) the main
steps of the modified algorithm and (b) array size reduction unit block diagram. © 2021, IEEE.

provement is obtained by normalizing the covariance matrix and reducing its size
by considering only three adjacent antennas and then choosing to evaluate the best-
received signal level. The antenna receiving the maximum strength and the two adja-
cent ones are chosen, one on the left and one on the right (Figure 2.6b). The estimation
takes a few µs. However, the peak search range is limited to 60 degrees.
Li et al. in [13] propose an EVD decomposition technique for Hermitian matrices
with low resource occupancy and low latency. The proposed optimization has been
demonstrated for sparse arrays (Figure 2.7a) and ULAs (Figure 2.7b), respectively.
Other implementations involve working with real values instead of complex numbers.
This is the case of [14], where Kim et al. propose to use a linear transformation to
perform the EVD with real numbers only (Figure 2.8). The approach was tested on
the Altera EP20K600 FPGA producing the final result in tens of microseconds.

The efficient hardware implementation of RMUSIC and ESPRIT still represents an

(a) (b)

Figure 2.7: Computation of the autocorrelation matrix Rxx in the design proposed by Li et al. in [13]: (a)
classical architecture suitable also for sparse arrays, and (b) high-parallelism architecture for uniform arrays with
low-latency. © 2022, IEEE
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Figure 2.8: Block diagram of the MUSIC algorithm implementation proposed by Kim et al. in [14] © 2003, IEEE.

issue since both of them make use of EVD. Also, in this case, several implementations
have been proposed aiming to lighten this step.
In [15], Boonyanant et al. propose the implementation of Recursive ESPRIT on a Xil-
inx Virtex-II FPGA. In this implementation, similarly to [14] they make use of a linear
transformation to operate only on real numbers. This is one of the first efforts for im-
plementing ESPRIT in digital hardware, and the implementation takes about half of
the available resources. More recently, in [16] Jung et al. propose an ESPRIT-based
scalable system that supports 2 to 8 array elements. The block diagram depicting
the main stages is in Figure 2.9. The processor is based on a multiple invariances
algorithm, with better performances than the existing ESPRIT processor, and the per-
formances are increased thanks to the least-square and Jacobi methods for EVD. The
system was tested on a Xilinx Virtex-5 FPGA.

Figure 2.9: Hardware architecture for ESPRIT proposed by Jung et al. in [16]. Image licensed under CC BY 4.0.

2.2.3 Other hardware approaches and architectures

Badawy et al. in [17] propose a hardware-friendly and low-complexity AoA estima-
tion scheme based on a Switched-Beam System (SBS) approach which main blocks
are shown in Figure 2.10. In SBSs, the phased array can switch among a fixed num-
ber of possible beam directions to scan the space. The proposed system first acquires
the received signal using only one antenna and then employs this signal as the refer-
ence for a cross-correlation operation on all the possible beams the system supports.
Hence, the highest cross-correlation coefficient corresponds to the best estimation for
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Figure 2.10: The cross-correlation based SBS proposed by Badawy et al. in [17] for hardware-friendly and low-
complexity AoA estimation. © 2017, IEEE.

the AoA according to this technique. The performance proved to increase when em-
ploying orthogonal beams, i.e. the peak of the current beam is located at the minima
of the two adjacent beams.

Another possibility consists in exploiting particular analog hardware architectures
to support algorithms for the DoA estimation. This is the case of Rotman’s lens,
employed in [18] and [19]. Rotman’s lens [20] is a physical structure that can be em-
ployed as a beamforming network. The lobe is focused in a given direction thanks to
different time delays because of the propagation path from the so-called beam ports to
the antenna ports. An example of a Rotman’s lens is shown in Figure 2.11.

Figure 2.11: Example of a Rotman’s lens designed in [21] with beam ports denoted with BP and antenna ports
with AP. © 2010, IEEE.

In the mentioned works, the AoA estimation is performed by means of RSS-DoA
matching, realizing something similar to an SBS. In [19] the RSS value correspond-
ing to different beams is obtained through measurements or simulations, building a
system response matrix. When receiving a signal from a given direction, the result-
ing received signals from different beam ports are compared to the system response
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matrix. The direction which best fits the information corresponding to a value in the
system response matrix determines the best approximation of the target angular posi-
tion. Instead, in [18], in the first phase the direction corresponding to the beam port
receiving the signal with the highest magnitude is assumed to be the coarse approxi-
mation of the incoming signal AoA. Hence, through a fitting function calculation on
the beams in the neighborhood of the preliminary guess, it is possible to refine the
estimation.

To seek hardware-efficient AoA estimation systems, sometimes subspace projec-
tions are employed. For instance, Guo et al. in [22] propose a beamspace AoA esti-
mator which is hardware efficient and designed for unequal-sized subarrays. It is com-
mon to have arrays composed of analog subarrays at high frequencies (i.e. mmWaves).
Hence, analog beamforming is performed upfront and it is possible to access only sig-
nals which already passed the beamforming procedure. We refer to space transforma-
tion when algorithms and techniques are not applied to the actual received signals but
to their manipulation. In this case, we refer to the so-called beamspace. The proposed
architecture is shown in Figure 2.12, and it is pipelined for reducing the latency. The
approach is based on the Approximate Maximum Likelihood Estimation (AMLE) of
the AoA, related to the phase of the cross-correlation function among the subarray
outputs, which is computed by means of the CORDIC algorithm.

Figure 2.12: Block diagram of the hardware-efficient beamspace AoA estimator proposed by Guo et al. in [22]
for unequal-sized subarrays. In this sketch, ℓ = 1, 2, 3, being ℓ the label for each subarray. © 2022, IEEE.

Instead of actually computing the AoA, some techniques rely on identifying the
angles by comparing the set of steering vectors stored in a codebook with the au-
tocorrelation matrix. This is the basis of matching pursuit techniques on which the
hardware DoA estimator and beamformer proposed by Chen et al. in [23] is based.
Basically, the proposed architecture improves the classical matching pursuit approach
by operating it on the signal sub-space. The computation of the autocorrelation ma-
trix is lightened since only a subset of its coefficients is computed. The projection is
realized by means of QR factorization i.e. the autocorrelation matrix is factorized into
a unitary matrix Q and an upper triangular matrix R. The QR factorization is based on
CORDIC units. The authors deployed their architecture on an Application-Specific
Integrated Circuit (ASIC) through a TSMC 40 nm CMOS process, which can operate
up to 333 MHz, thus performing an AoA estimation in 2.38 µs.

Another example of hardware AoA estimation is the work by Zhang et al. [24]. In
the framework of coprime MIMO radar (i.e. transmitting and receiving arrays have
inter-element spacings which are coprime), this solution makes use of the Discrete
Fourier Transform (DFT) implementation. The AoA estimation accuracy is increased
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by implementing a zero-padding scheme. Since no matrix operations or optimization
problems are involved, the authors claim this solution to be keener on being imple-
mented in hardware.

2.3 AoA estimation through Phase Interferometry

The simplest approach to estimate the AoA is phase interferometry [25]. This tech-
nique is also known as naïve approach to AoA estimation or PDoA approach to AoA
estimation. Basically, the objective is to employ the measured phase shift as the basis
for the AoA estimation.

2.3.1 The case of ULAs

Recall the (2.6) for a ULA composed by N elements (N -ULA):

∆φij(ϑ) =
2π

λ
d(i− j) sinϑ, i, j ∈ {0, · · · , N − 1} ⊂ N (2.29)

The simple inversion of this formula with respect to sinϑ leads to

sinϑ =
∆φij

2πδ(i− j)
(2.30)

being δ = d/λ ∈ R. Hence, estimating ϑ depends on the estimation of ∆φij:

ϑ̂ij = arcsin

(
∆φij

2π
· 1

δ(i− j)

)
(2.31)

where ϑ̂ij denotes the estimation of ϑ through the phase shift φij . The inverse sine (or
arcsine) function y = arcsin(x) is such that

x ∈ [−1, 1] ⊂ R, y ∈ [−π/2, π/2] ⊂ R. (2.32)

Hence, studying the domain of the (2.31) [26]:∣∣∣∣∆φij

2π
· 1

δ(i− j)

∣∣∣∣ = |∆φij|
2π

· 1

δ(i− j)
≤ 1 (2.33)

The phase difference under non-wrapping conditions is such that

∆φij ∈]− π,+π] =⇒ |∆φij| ∈ [0,+π] (2.34)

Therefore, the inequality (2.33) can be studied for the two interval limits cases, under
the assumption of adjacent array elements (i.e. i− j = 1). For max(∆φij) = π:

1

2δ
≤ 1 =⇒ δ ≥ 1

2
⇐⇒ d ≥ λ

2
(2.35)

The case of min(∆φij) = 0 leads to a trivial solution. Hence, to estimate the AoA
associated with the maximum phase shift, the spacing of the sensors should be at
least λ/2. However, since the same antenna array can be employed by the system
for focusing the array pattern, the phenomenon of grating lobes may arise with d >
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Figure 2.13: 2 x 2 URA with antenna elements numbering conventions used in this Section.

λ/2 [1]. Therefore, the optimum value for estimating the AoA associated with the
maximum phase shift is

dopt =
λ

2
(2.36)

corresponding to ϑ̂max
ij = π/2.

2.3.2 The case of URAs

For the sake of simplicity, let us consider a 2x2 URA as a reference. Also in this case
it is possible to derive the equations that link the AoA information to the phase shift.
Recalling the (2.10):

∆φmn(α, ε) =
2π

λ
d (m sin ε cosα + n sin ε sinα) (2.37)

For a 2x2 URA, (m,n) ∈ {0, 1}×{0, 1}. By performing a counterclockwise number-
ing of the antenna elements E = {1,2,3,4} as in Figure 2.13 it is possible to write

∆φ11(α, ε) = 0

∆φ21(α, ε) = π sin ε cosα

∆φ31(α, ε) = π(sin ε cosα + sin ε sinα)

∆φ41(α, ε) = π sin ε sinα

(2.38)

by adopting the notation
∆φij = φj − φi (2.39)

To estimate the azimuth and elevation AoAs from the measured phase shifts, the pro-
cedure is less trivial than the (2.31). We observe that by doing the ratio between the
fourth and the second equation of the linear system (2.38) it is possible to find,

∆φ41

∆φ21

= tanα (2.40)

and this leads to,

α̂421 = arctan

(
∆φ41

∆φ21

)
(2.41)
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By substitution of this value in the fourth equation of (2.38) we find

ε̂421 = arcsin

(
∆φ41

π sin α̂421

)
(2.42)

where α̂ijk and ε̂ijk are the estimations of the azimuth and the elevation angles re-
spectively, employing array elements i, j.k. In this way, it is obtained one possible
estimation, involving only three array elements. Those three array elements are ar-
ranged to form an "L" shape. In the case of a 2x2 URA, it is possible to find 4 possible
arrangements of this type, as shown in Figure 2.14. These arrangements can be used
to make the final estimation more robust. As an example, let us retrieve the azimuth

Figure 2.14: Possible "L"-shaped antenna elements configurations available in a 2 x 2 URA.

and elevation estimation due to the triple of array elements {4, 3, 2}.
First, it is clear the expressions in (2.38) are referred to the origin (0, 0) (or, for the

antenna numbering notation previously introduced, to the element 1). Following the
notation (2.39) leads to

∆φ43 = ∆φ41 −∆φ31 (2.43)

By substituting the expressions of the (2.38) in the previous equation, we get

∆φ43 = −π sin ε cosα (2.44)

Similarly,
∆φ32 = π sin ϵ sinα (2.45)

By doing the ratio between the (2.45) and the (2.44) it is possible to get

∆φ32

∆φ43

= − tanα (2.46)

Therefore,

α̂432 = − arctan

(
∆φ32

∆φ43

)
(2.47)

and similarly to what was done to obtain the (2.42),

ε̂432 = arcsin

(
∆φ32

π sin α̂432

)
(2.48)
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In this way we have a set of estimations for the azimuth,A, and a set of estimations
for the elevations, E , populated as{

A = {α̂421, α̂432, α̂321, α̂431}
E = {ε̂421, ε̂432, ε̂321, ε̂431}

(2.49)

Each of the L-shapes has elements that exhibit nominally the same phase differences
relationship as the others (in modulus). This obviously leads to the same estimation
for both azimuth and elevation angles. For larger arrays, this property can be still
applied.

2.3.3 The problem of coherent signals reception

The biggest source of AoA identification error when applying the interferometric ap-
proach is constituted by coherent signal reception [27]. We define two signals si(t) to
be coherent when one of them (i.e., s2(t)) if

s2(t) = α · s1(t− τ) α, τ ∈ R (2.50)

that is, one is the delayed and amplitude-scaled version of the other [2]. Note that, for
narrowband signals, or, in our case, Continuous Wave (CW) signals, the time delay
is equivalent to phase shift. In fact, considering a signal with frequency f , the phase
shift ∆φ equivalent to a time delay τ is

∆φ = 2πfτ (2.51)

Coherent signal propagation occurs when considering an environment subject to
multipath like the indoor environment. The presence of reflectors and scatters deter-
mines the birth of new copies of the signal that sum together at the receiver side. For
more details, see Chapter 1.

In this simplified analysis we take into account only two paths: the direct one and
the reflected path (Fig. 2.15a). To further isolate the phenomenon, besides reflection,
the only considered artifact introduced by the communication channel is path loss.
Aiming to study what happens at the receiving side when composing two signals, a
great contribution is furnished by the weights with which these contributes sum up
together. Those weights are represented by the amplitudes of the direct ray and the
coherent ray.

To study this scenario, it was conducted a simulation campaign considering a trans-
mitted signal propagating in free space, with a frequency f = 2.4 GHz and phase
φ = 2. The signal power was set to +5 dBm. The reflected ray path had a geometrical
length arbitrarily set to obtain a phase value to the receiver φr = 1. As already stated,
the second ray was supposed to be generated by a reflection. Also, sources of possible
frequency drifts were neglected (e.g. Doppler Spread). In Fig. 2.15b it was depicted
the estimated phase value varying with reflected signal power, starting from the worst
case in which the two components had the same power, to the situation in which the
reflected component power is very low when compared to the direct path. It is possi-
ble to appreciate that the more the coherent ray power loses its strength, the more the
estimated phase difference (and so, the related AoA estimation) tends to the expected
one.
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(a)

-45-40-35-30-25-20-15-10-505
1.4

1.6

1.8

2

(b)

Figure 2.15: Impact of the reflected signal on the estimated phase shift at receiver side: (a) reference scenario and
(b) results.

2.3.4 Examples of AoA estimation systems based on Phase Interferometry

In literature there are already some examples of systems and standards employing
phase interferometry as a way of estimating the AoA.

From the systems deployment perspective, Bnilam et al. in [28] propose an AoA
estimation system based on phase interferometry of LoRa signals. The phase shift is
estimated through the AD8302 phase and envelope detector by Analog Devices [29].
Three isotropic antenna elements arranged in a triangular configuration are employed
for the phase shift estimation, while a fourth antenna element acts as a trigger for the
estimation process. Once the phase differences are estimated by the phase detectors,
they are sent through LoRa packets to a LoRaWAN gateway connected to a processing
system in the cloud that extrapolates the AoA information.

Another notable example is the BLE. From version 5.1 the direction finding (DF)
is supported by this protocol and it is realized through AoA and AoD by means of
phase interferometry [30]. These features are enabled only for uncoded PHY layers.
Let us concentrate on AoA. The reference block diagram with the involved actors is in
Figure 2.16. The transmitting peer which has to be localized allows the procedure by
having in its Link Layer packet the Constant Tone Extension (CTE) Info field. This
field defines the length of the CTE, which is a constant modulated series of 1s that

Figure 2.16: AoA estimation in Bluetooth® LE. The transmitter appends a CTE to the Link Layer packet that is
estimated by the receiver through antenna switching.
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should last at least 16 µs and no more than 160 µs. This results in the transmission
of an unmodulated tone at the end of the packet. The receiver should expose at least
2 antennas (it is necessary to recall that AoA is inherently based on a differential
measure), which are activated (i.e. switched) by means of an RF switch through a
predefined pattern defined in the Bluetooth LE protocol. The CTE of a packet can be
divided into three fields. The first one is the guard period and it lasts 4 µs. In this time
segment, the first antenna in the pattern is switched and the Host dedicates resources
to the DF. Right after the guard period, there is the reference period, in which the first
antenna of the pattern is used to receive the IQ samples. Therefore, the subsequent
time duration of the CTE is divided into switch slots and sample slots of equal size,
that last 1 or 2 µs as specified by the Host. During the switch slot, the RF switch
enables the successive antenna elements in the pattern, which are employed in the
subsequent sample slot for acquiring the IQ samples. The phase shift is computed on
the stored IQ streams from different antenna elements, and that phase shift is employed
for the AoA estimation using the inversion formulas (2.31).
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CHAPTER3
Multiple Source I/Q Phase Interferometric AoA estimation

This chapter is based on the following publications:

• G. Avitabile, A. Florio, and G. Coviello, “Angle of Arrival Estimation through a Full-Hardware Approach
for Adaptive Beamforming,” IEEE Transactions on Circuits and Systems II: Express Briefs, vol. 67, no. 12,
pp. 3033–3037, 2020.

• A. Florio, G. Avitabile and G. Coviello, "Multiple Source Angle of Arrival Estimation Through Phase Inter-
ferometry," in IEEE Transactions on Circuits and Systems II: Express Briefs, vol. 69, no. 3, pp. 674-678,
March 2022.

• A. Florio and G. Avitabile, "Characterization of a Multisource Angle of Arrival Estimation Technique based
on Phase Interferometry," 2022 18th International Conference on Synthesis, Modeling, Analysis and Simu-
lation Methods and Applications to Circuit Design (SMACD), Villasimius, Italy, 2022, pp. 1-4.

This chapter describes a novel technique for AoA estimation through phase inter-
ferometry in the presence of multiple sources. The methodology is very simple and
suitable for the implementation of digital hardware. The approach fully reflects the
Software Defined Radio (SDR) paradigm of reconfigurability. The proposed AoA es-
timation technique relies on a multi-channel phase difference estimation followed by
an averaging stage to refine the results. The core of the approach is a phase-difference
estimation algorithm called I/Q Low-Pass Mixing (IQ LPM).

3.1 Algorithm description

In this section, first, the mathematical description of the algorithm is presented. Then,
the simple case of two RF chains and one source is analyzed. Therefore, the case of q
possible sources and M available channels is described.
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3.1.1 Mathematical description

Consider two channels for the receiving side in the presence of a single transmitting
source as a simplified scenario. Each of the channels is equipped with an RF chain in
charge of amplifying, downconverting, filtering, sampling, and quantizing the received
signal.

IQ LPM is inspired by the theory of I/Q incoherent demodulation. Let us consider
two single-tone signals in the discrete time domain, denoted as si[k], i = a, b, being
a, b the channel labeles. Both signals have same frequency ω = 2πf but different
amplitudes Ka, Kb and phases, φa, φb respectively:{

sa[k] = Ka cos (ωk + φa)

sb[k] = Kb cos (ωk + φb)
, k ∈ Z (3.1)

By multiplying (i.e., beating) the two signals, we obtain:

sa[k] · sb[k] =
Ka ·Kb

2

[
cos(2ωk + φb + φa) + cos(φb − φa)

]
(3.2)

We observe that by applying a low-pass filtering stage, it is possible to obtain the phase
difference ∆φab = φb − φa. To simplify the notation, the low-pass filtering operation
is denoted as LPF{·}. Hence,

LPF{sa[k] · sb[k]} =
Ka ·Kb

2

[
cos(∆φab)

]
(3.3)

After some trivial manipulations:

∆φab = arccos

[
2

Ka ·Kb

LPF{sa[k] · sb[k]}
]

(3.4)

It is known that the inverse cosine (or arccosine) function is constructed from the
inverse of the restriction to [0, π[ of the cosine function. The restriction is an injec-
tive function, so, it is invertible. Hence, there is an intrinsic ambiguity in the [0, 2π[
interval:

cos(x) = cos(2π − x), ∀x ∈ [0, π[ (3.5)

that is, a single cosine value in [0, π[ corresponds ambiguously to two possible an-
gles (i.e. two possible phase difference values). This result is visually presented in
Figure 3.1. In order to unambiguously determine a point on the unit circle in a two-
dimensional plane, a minimum of two distinct parameters must be specified. These
parameters can be the sine and cosine values for that point. In fact, even the sign of
the sine value is sufficient to determine the quadrant of the angle, along with its co-
sine value. If the samples are represented by signed binary strings of equal length, the
Most Significant Bit (MSB) usually represents the sign of the string. Therefore, by
modulating each signal with two carriers of the same frequency and a mutual phase
difference of π/2 (namely, an I/Q pair), it is possible to obtain the two required pieces
of information and unambiguously determine the desired phase difference value.
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3.1. Algorithm description

Figure 3.1: Graphical representation of the inverse cosine 2π ambiguity problem.
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Figure 3.2: Block diagram sketching the operations performed by IQ LPM for channel i.

3.1.2 IQ LPM: the case of q = 1 source

The block diagram in Figure 3.2 represents the algorithm stages. The samples are first
buffered and normalized. Then, each channel si[k] is beaten with the respective Ii
and Qi samples stored in a Look-Up Table (LUT) populated previously. The output is
successively fed to a digital LPF stage. The generated binary word, sIi [k], is such that:

sIi [k] = LPF{si[k] · Ii[k]} =
1

2
cos(φ̂i[k]) (3.6)

where φ̂i is the ith channel estimated phase, prior to quadrant disambiguation. Then,

φ̂i[k] = arccos(2 · sIi [k]) = arccos(ξi[k]) (3.7)

To solve the ambiguity (3.5), a simple quadrant decision can be implemented thanks to
the Q branch MSB information, properly compensating the phase value. This compen-
sation is performed according to the Real Phase Computer (RPC) algorithm described
in Algorithm 1. Once the phase has been estimated for each channel i, it is possible to
compute the phase difference ∆φij as

∆φij = φj − φi, i ̸= j (3.8)

The approach can be extended to M possible channels. In fact, each pair of antennas
can provide an estimation of the same AoA. The average value of the AoA estima-
tions is one of the best estimators of the expected one [1]. Hence, it is possible to
improve the estimation results by averaging the phase difference estimations obtained
by properly-chosen pairs of RF chains.
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Algorithm 1 Phase value adjustment algorithm, with φi[k] the estimated phase value for channel i at
discrete time instant [k]

Require: ξi[k] = 2 · sIi [k] ∈ R, ψi[k] = MSB(sQi [k])
if ψi(k) = 0 then
φi[k]← arccos (ξi[k])

end if
if ψi(k) = 1 then
φi[k]← 2π − arccos (ξi[k])

end if
return φi[k]

3.1.3 M-IQ LPM: the case of q sources

Assume that each of the q sources operates in a spectrum slice, B(p), p = 1, · · · , q,
and that each device operates on a different center-band carrier, fc(p), (namely it
doesn’t exist a time instant in which two devices employ the same carrier to com-
municate). To separate each spectrum slice, let us suppose to introduce guardbands,
GB.

The proposed technique assumes the filtering of each spectrum slice, B(p), esti-
mating the AoA, ϑ(p), through IQ LPM, and proceeding to the next slice, realizing
spectral polling. As soon as this operation is rapidly completed, the angular position
of the q devices can be retrieved in less time than classical array processing techniques
based on subspace separation methods. As previously described, each source is char-
acterized by a spectral occupation 2 ∗ GB + B(p), p = {1, · · · , q}. Hence the total
bandwidth to allocate for the system is

TB =

q∑
p=1

(2 ∗GB+ B(p)) = 2q ∗GB+

q∑
p=1

B(p) (3.9)

For sake of simplicity, let us suppose B(p) = B ∀p, hence

TB = q ∗ (2GB + B) (3.10)

Suppose to define a bandpass digital filter whose passband (PB) frequencies fp(p) and
stopband (SB) frequencies fs(i) are respectively{

fp(p) = {fc(p)− B/2; fc(p) + B/2}
fs(p) = {fc(p)− B/2−GB; fc(p) + B/2 + GB}

(3.11)

Namely, changing the digital filter parameters consists of just updating the filter coef-
ficients. Once those different coefficients have been stored in a LUT, it is simple to re-
call the ones necessary to filter the needed channel and make the spectral polling very
fast. Hence, the filtering stage allows operating on a single source at a time, obtain-
ing the phase difference, ∆φij(p), from channels i, j and the source p and then, after
changing the filter coefficients, repeat the same procedure for the successive source,
until the overall bandwidth allocated to the system TB is analyzed. If the phase es-
timation stage is preceded by an envelope tracker, it is possible to skip the spectrum
slice if the revealed power is below a given threshold, and so, speed up the spectral
polling.
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3.2. Simulation results

From a delay analysis point of view, each filtering stage impacts with a delay that
is a function of the number of filter taps, N . Also, in IQ LPM and M-IQ LPM, the
most time-consuming tasks are associated with the filtering stages, since the other op-
erations are just multiplications, algebraic sums, and signal multiplexings. Therefore,
minimizing the impact on the estimation delay calls for the optimization of the number
of taps required for the filtering stages.

3.2 Simulation results

In this section, we evaluate the influence of some parameters characterizing the re-
ceiver front-end on the accuracy of IQ LPM and M-IQ LPM. The following set of
simulations considers only one source to be present. In the last simulation, the impact
of the number of sources is taken into account.

3.2.1 Impact of additive noise

The presence of noise can determine an accuracy loss. Suppose the noise is Additive
White Gaussian Noise (AWGN). Given that the receiver is typically the most vulnera-
ble component in a transmitter-receiver system, it is analyzed the case of noise source
on the receiver side. Each of the channels is affected by noise that is uncorrelated to
the others.
Let us consider two sampled CW signals, sa[k], sb[k], with same frequency f = 2
GHz, and random phases, φa, φb, respectively, with

φi ∼ U (0, 2π) , i = a, b (3.12)

Each signal is sampled with fs = 40 GS/s, and quantized with ideally infinite pre-
cision. These settings were chosen to unbias the results from the sampling time and
quantization influence, later investigated. Then, thanks to the awgn function imple-
mented on MATLAB, the levels of noise were increased by lowering the target SNR
value. The SNR was considered to be ranging from +80 down to 0 dB. For each SNR,
there were extracted na = 20 values for the random variable φa and nb = 20 val-
ues for φb, independently one from the other, so 400 possible phase estimations were
generated for each SNR value. Then, the phase average absolute error (AAE) was
computed and its standard deviation was evaluated. As an example, 5 possible real-
izations of the random process associated with the AAE are depicted in Figure 3.3.
By applying the curve fitting to each AAE realization, a negative exponential function
of the increasing SNR is obtained. Indeed, by calling ϵSNR the AAE committed with
an SNR, a possible synthetic empirical law to model the artifacts introduced is

ϵSNR = α exp (−β · SNR) (3.13)

where α, β are the model parameters. In this case, it was found{
α ∈ [0.53, 0.69]

β ∈ [0.06, 0.08]
(3.14)

The model found for the estimated phase difference error can be associated with the
AoA estimation error. Recalling the (2.6), the absolute AoA estimation error ϵϑ,SNR
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is:
ϵϑ,SNR =

∣∣sin−1 (∆φλd)− sin−1 ([∆φ± ϵSNR]λd)
∣∣ (3.15)

with λd = λ/2πd. The behavior is still a decreasing exponential function of the
increasing SNR. Therefore, the estimation accuracy strongly depends on the SNR on
the receiver side.

3.2.2 Impact of Over Sampling Ratio

Another parameter that may influence M-IQ LPM performance is the Over Sampling
Ratio (OSR). For a CW signal with frequency f , the OSR with respect to the Nyquist
sampling frequency fs is defined as

OSR =
fs
2f

(3.16)

The OSR is directly proportional to the number of samples stored per period, and
consequently, to the number of samples that must be processed. As such, it is essential
to maintain the OSR at the minimum value that balances the desired error level with
a manageable quantity of samples. To evaluate the OSR impact, a simulation similar
to those described in Section 3.2.1 was performed. The OSR was spanned in the
range [1, 30] with 0.5 steps, thus changing fs and leaving all other parameters as in
the previously described simulation setup. Successively, for each estimation it was
computed the AAE, obtaining what is depicted in Figure 3.4a. The case of OSR =
1 led to larger errors when compared to the other cases. Hence the interval [1, 1.5]
was studied with a finer step, set to 0.01. Results are in Figure 3.4b. We deduce the
OSR does not have a significant impact on the phase (and thus, AoA) estimation made
through M-IQ LPM, as soon as the sampling frequency is chosen to be strictly greater
than Nyquist’s.

3.2.3 Impact of quantization bits

Since the M-IQ LPM accuracy is directly related to the amplitude value of the DC
component generated after low-pass filtering of a mixer, it is interesting to evaluate
how the ADC stage impacts the overall estimation. Suppose the ADC stage takes
place after the downconversion from the RF to the IF that keeps unchanged the phase
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Figure 3.3: Simulation realizations and exponential fitting of the AWGN impact analysis on phase estimation
accuracy.

60



i
i

“output” — 2023/8/31 — 14:05 — page 61 — #75 i
i

i
i

i
i

3.2. Simulation results
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Figure 3.4: (a) Dependancy of the AAE on phase estimation from the OSR (b) Detail of the AAE phase estimation
error around OSR=1. Both graphs are in log-scale to highlight the behaviors.
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Figure 3.5: Dependency of the estimation accuracy (GT AoA ϑ = 10 deg) from the quantization bits for each
signal sample and from the representation scale employed.

value. This artifact was analyzed and characterized by setting up a MATLAB simu-
lation in which two signals are quantized with a different number of bits, modeling
the two down-converted signals at Intermediate Frequency (IF) fIF = 1 MHz, re-
spectively from two antenna elements of a ULA. The two signals’ phase difference
corresponds to an AoA of 10 degrees. Assume that each signal has an amplitude of 1
V and a full scale (FS) representation value in the {1, 1.5, 2, 3} V range. Under these
settings, it is obtained what is in Figure 3.5. The estimation accuracy strongly depends
on the quantization scale of the downconverted signals, so the higher the acquisition
accuracy, the better the error obtained on the AoA estimation. However, considering a
number of bits greater than 8, for every considered FS, the AoA estimation converges
to the GT value.

3.2.4 Impact of the number of sources

To compare the accuracy depending on the number of sources for M-IQ LPM, the
results were compared to the ones obtained with ESPRIT and RMUSIC algorithms
(see Chapter 2). Like all subspace-separation methods, the number of sources ESPRIT
and RMUSIC can identify depends on the number of antenna array elements. For a
ULA of M antennas, ESPRIT can estimate up to M − 2 uncorrelated sources while
RMUSIC can estimate up to M − 1 uncorrelated sources [2]. Conversely, the M-IQ
LPM has theoretically no upper boundary on the number of possible source positions
to estimate.

In the simulation, it was considered a ULA with M = 4 array elements. For sim-
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Figure 3.6: Results of the AoA estimation made through M-IQ LPM, ESPRIT and RMUSIC algorithms, compared
to the GT AoAs in the case of (a) one source, (b) two (c) three (d) four (e) five sources. In (f) the AAEs for the
three algorithms.

ulation labeled with j there were constructed j sources transmitting from j different
AoAs. This latter determined the phase shift to impose on the signals for each antenna
array element. The radio medium acts as a signal adder, so on each array element, we
see the sum of j different uncorrelated sources. It was considered an IF fIF = 5 MHz,
a B of 100 kHz for each source, and a GB/B ratio of 0.6. The OSR was set to 10.
Also, the SNR was considered to be high enough to neglect noise. The stop-band at-
tenuation for the M-IQ LPM was -60 dB. The results are shown in Figure 3.6. For the
simulation, the MATLAB implementations of ESPRIT and RMUSIC were employed,
espritdoa and rootmusicdoa respectively. Note that in Figures 3.6c-3.6d-3.6e
ESPRIT values are missing since Nsources > M − 2 while in Figure 3.6d-3.6e RMU-
SIC estimation is missing because Nsources > M − 1.
Figure 3.6f reports some statistical indexes of the AAEs. The AAE is computed on
the AAEs for each device, while the standard deviation is the standard deviation of
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3.3. Real-scenario experimental results

the AAEs themselves. M-IQ LPM exhibits a higher variance and absolute error than
the other algorithms, even on a few number sources. However, the AAE experiences
a log-like growth with the number of sources, while the other algorithms experience
a stop derived from the maximum number of possible sources that it is possible to
reveal.

M-IQ LPM [deg] RMUSIC [deg] ESPRIT [deg]
avg std avg std avg std

1 Device 0.05 0.00 0.001 0.00 0.001 0.00

2 Devices 0.10 0.01 0.02 0.01 0.01 0.01

3 Devices 0.13 0.05 0.23 0.01 N.A.

4 Devices 0.16 0.07 N.A. N.A.

5 Devices 0.15 0.07 N.A. N.A.

Table 3.1: AAEs and std deviation results from the simulation campaign.

3.3 Real-scenario experimental results

After the simulation campaign, the approach was validated through experiments per-
formed at different distances. In the first experiment, a single source was considered.
Hence, the presence of multiple sources was analyzed. The objective was to prove
both the estimation accuracy and the computation time.

3.3.1 Experiments setup

The experimental setup is composed of a receiving and a transmitting section sharing
LoS to consider the multipath effect to be less influential. The campaign was first
performed for the single source case and then expanded to evaluate the multisource
scenario.

The basic transmission stage was composed by an ADF4355 Evaluation Board
by Analog Devices [3] connected to a custom-designed patch antenna element (see
Appendix A.1). The ADF4355 generated a CW tone with a PRF = +5 dBm. In the
single-source scenario, only one transmission chain was employed. In the multisource
experiment, there were employed N separate transmission chains, with N being the
number of sources to localize in the experiment, composed as described for the single
source case. The transmission frequency for the single source was set to fRF = 3.35
GHz while for the multisource experiment, fRF (q) = [3.30 + 0.01 (q − 1)] GHz, q =
{1, 2, · · · , N}.

The receiver side was composed of a custom-designed 4-element microstrip ULA
each of its antenna elements connected to the custom-designed RF front end. The
ULA and the RF front-end are described in Appendix A.1 and A.2, respectively. The
signal was downconverted to the intermediate frequency fIF = 200 MHz for the first
experiment and fIF (q) = [150 + 10 (q − 1)] MHz for the second experiment. The
sampling frequency was fs = 5 GS/s in the single source case and fs = 10 GS/s rate
for the multiple source case.
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Figure 3.7: Experiment scenario in the case of a single source.

The samples were stored and fed to a MATLAB implementation of the proposed
algorithm. For the comparison, the MATLAB implementations of the MUSIC algo-
rithm in the single source case, and ESPRIT and RMUSIC algorithms for the multiple
source scenario were used. All three algorithms are deployed through the Phased
Arrays ToolboxTM.

The experiment consisted in moving the transmitters in the direction perpendicular
to the broadside axis of the receiving array with fixed steps, starting from the array
center. The fixed steps were measured using the center as a reference. Figure 3.7
depicts the described scenario for the case of a single source for simplicity. In the case
of multiple sources, all of them were moved together.

Each experiment was preceded by a calibration phase in which each one of the
devices was placed in the center broadside array position and the following measure-
ments were unbiased from the measured phase difference, arising from possible mis-
matches. In fact, in the array center position, in far-field condition, we can assume the
received wave to be plane and the relative phase shift among the array elements to be
null.

3.3.2 Single source

The experiment was performed at two different broadside distances, 1.6 m and 2.2 m.
The output of the AoA estimation for the two distances are plotted in Figures 3.8a-
b. The two estimations are compared with the theoretical values. In Table 3.2 the
maximum error committed by the IQ LPM algorithm was computed as the maximum
among the two datasets coming from the two distances. The same was done for MU-
SIC. The average error was computed for both algorithms mixing the AoA absolute
estimation errors coming from the experiments performed at the two distances.

Distance Max Error [deg] Avg Error [deg]

IQ LPM 1.2961 0.3409

MUSIC 1.4484 0.4277

Table 3.2: Statistical metrics for the absolute error committed on the AoA estimation by the IQ LPM algorithm
and the MUSIC algorithm.

To empirically compare the computational complexity, the time needed for per-
forming the computations was measured through the MATLAB functions tic and
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Figure 3.8: IQ LPM vs MUSIC algorithm AoA estimation compared to the theoretical ones at a distance of (a)
1.6 m and (b) 2.2 m. The positioning is relative to the array center position.

toc. To better unbias the execution time measurement from artifacts, the measure-
ments were performed on the same machine only on the portions of the code involving
computations, so don’t take into account the data path delays (which are difficult to
model). To obtain a significant benchmark of the execution time, each script was run
10 times on the same experiment samples, and the average execution time was taken
to be the execution time for the specific algorithm on the given experiment samples.
In Table 3.3 there are summarized the average and the maximum execution times for
both algorithms. Specifically, since the execution time of both algorithms does not
depend on the distance, the maximum execution time was computed as the maximum
time over all the available time samples and the average execution time as the average
over all the available time samples. As expected, the execution time associated with

Algorithm Avg Exec time [s] Max Exec time [s]

IQ LPM 0.1081 0.1572

MUSIC 0.9015 0.9969

Table 3.3: Statistical metrics for the execution times needed for the pure computation program portion of the IQ
LPM algorithm and the MUSIC algorithm implemented on MATLAB.

the MUSIC algorithm is much higher (+530% in the best case) than the IQ LPM.
Nevertheless, the estimation errors are very similar.
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Chapter 3. Multiple Source I/Q Phase Interferometric AoA estimation

3.3.3 Multiple sources

In the first measurement campaign (Exp #1) two devices (q = {1, 2}) were placed at
a broadside distance l = 2.6 m. First, the Ground Truth (GT) AoAs were computed
for each measured position and each device. Then, the acquired samples were fed to
the algorithms. The results of the estimation are shown in Figure 3.9a.

The second measurement campaign (Exp #2) was performed in the presence of
three devices (q = {1, 2, 3}) at a broadside distance l = 2.95 m. Note that, since
ESPRIT can estimate up to M − 2 incoherent sources, being M the number of array
elements, the estimation made by this algorithm was not considered in the outcomes
of the experiments. The results are reported in Figure 3.9b.
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Figure 3.9: M-IQ LPM experimental results (a) 2 sources at a broadside distance of 2.6 m and (b) 3 sources at a
broadside distance of 2.95 m. Note that, in the last experiment, ESPRIT data were not available.

The average absolute error was chosen as a metric for the comparison of the ob-
tained results, using the following procedure. For the measurement campaign j, at
broadside distance l, there were acquired p samples. So, the average absolute error
ϵk(j, l) obtained with the algorithm k was computed as

ϵk =
1

Q

∑
q

 1

|B(l)|

|B(j,l)|∑
i

∣∣∣ϑ̃i,k − ϑi

∣∣∣
 (3.17)

where Q = max(j,l) q, |B(j, l)| is the number of spectrum slices, and ϑi(j, l) is such
that

ϑi(j, l) = arctan

(
xj(i)

l

)
· 180
π

(3.18)
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3.4. Conclusions

Note that each ϑ̃i,k,ϑi,k, Q and consequently ϵk is related to the trial (j, l) (the depen-
dency was omitted in the (3.17) for the expression to be compact). The results obtained
with the proposed metric are shown in Table 3.4. The considered metric shows that the

I/Q LPM [deg] RMUSIC [deg] ESPRIT [deg]
avg std avg std avg std

Exp #1 1.31 0.98 1.29 0.93 1.30 0.82

Exp #2 1.03 0.72 0.59 0.52 N.A.

Table 3.4: Statistics on the absolute estimation errors achieved by the three algorithms.

errors are slightly higher when compared to those obtained using the other considered
algorithms. However, the computational complexity impact is sensibly lower.

3.4 Conclusions

This chapter introduced a novel technique for estimating the AoA through phase inter-
ferometry, also in the presence of multiple incoherent sources. The proposed approach
produced accurate results with low complexity, thus being eligible for the implemen-
tation of digital hardware.
A simulation campaign was designed to evaluate the impact of some sources of arti-
facts on received signals, such as noise, OSR, and quantization. The results showed
that AWGN has the strongest impact on the distortion of the estimation. Also, a low
number of quantization bits leads to a loss of accuracy. OSR was demonstrated to
have a low impact. By considering an increasing number of sources, the AAE slightly
increases, but at a lower rate with respect to the other considered algorithms.
The real-world experimental campaign demonstrated how the obtained error metrics
are similar to those of the algorithms from the classical array signal processing litera-
ture but with sensibly lower computational complexity.
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CHAPTER4
Phase integrity issues and compensation for AoA

estimation

This chapter is based on the publication: A. Florio, G. Avitabile, and G. Coviello, “A Linear Technique for Arti-

facts Correction and Compensation in Phase Interferometric Angle of Arrival Estimation”, Sensors, vol. 22, no.

4, p. 1427, Feb. 2022, doi: 10.3390/s22041427.

In phase-critical approaches like AoA estimation through phase interferometry,
even small errors in the phase estimation can hugely affect the overall system per-
formance. Recall from (2.31) the AoA estimation ϑ̃ij of the angle ϑ through phase
interferometry on a pair ij of ULA elements is

ϑ̃ij = arcsin

(
λ∆φij(ϑ)

2π d (i− j)

)
(4.1)

Suppose a small additive phase estimation error δij . The AoA ϑ estimation ϑ̂ij be-
comes

ϑ̂ij = arcsin

(
λ (∆φij(ϑ) + δij)

2π d (i− j)

)
(4.2)

Having d = ψ λ, and since ψ < 1 for minimizing side-lobe effects [1], we can rewrite
the (4.2) as

ϑ̂ij = arcsin

(
∆φij(ϑ)

2π ψ (i− j)
+

δij
2π ψ (i− j)

)
= ϑ̃ij + errij(ϑ) (4.3)

In this chapter, a linear technique is proposed to minimize the error term errij(ϑ) to
correct the estimation reaching the optimal value, represented by the theoretical AoA
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Chapter 4. Phase integrity issues and compensation for AoA estimation

values. There are many contributions to phase error generation. The proposed tech-
nique embeds in one single complex-valued matrix, called the α-matrix the amplitude
and the phase of sinusoidal signals to be employed for the compensation of those
effects. The frequency of those signals is the same as the system center frequency.

The main contributions offered by this study are the following:

• The effectiveness of an artifacts linear compensation technique for phase in-
terferometric AoA estimation is mathematically introduced, and experimentally
proved with a measurement campaign.

• The technique embeds in one single computation all the possible mismatches
due to systematic errors and a first-order (linear) approximation of the mutual
coupling effects acting on the antenna array that can damage the integrity of the
phase information.

• Once the matrix has been computed, its values remain valid for the employed
hardware and setup. Moreover, since the approach is linear, it is simple and fast
to be implemented.

• Given the generality of the assumptions and the description, the technique can
be implemented either in digital form by complex-number signal processing, or
in the analog domain by means of Variable Gain Amplifiers (VGA) and phase
shifters networks.

The rest of the chapter is organized as follows. In Section 4.1 the possible sources
of error in an AoA estimation system based on phase interferometry are presented
and discussed in detail. Section 4.2 discusses the theory behind the proposed error
compensation technique. In Section 4.3 the experimental results of two AoA mea-
surement campaigns are presented. The experimental campaign was conducted in an
indoor environment. First, the AoA estimation results in the absence of the compen-
sation technique are presented and compared with the ones obtained by applying the
technique. Also, an experimental evaluation of the coherence time of the computed
coefficients and the compensation repeatability is provided.

4.1 Problem description

To keep the forthcoming discussion as general as possible, in this chapter, it is as-
sumed that each antenna of the array employed for the AoA estimation is connected
to a separate RF front-end, which is in charge of amplifying, down-converting, and
filtering the received signal. Figure 4.1 shows a block diagram of the reference sys-
tem. It is further supposed each block in one RF chain (i.e. amplifiers, mixers, filters)
is nominally identical to the other chains. This choice is made because depending on
the component quality and technology, the experimental results, and thus the sources
and entity of artifacts can be very different from the others.
However, attention should be put on two inevitable issues: the artifacts in building the
interconnections of those discrete elements and the mutual coupling of the antenna
array elements. The first problem is modeled as a systematic error generated by signal
path length mismatches. The second issue is not a systematic error by its very defini-
tion, but in the proposed model it is approximated as a systematic one, capturing what
happens in a given position and trying to extend it to the others.
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Figure 4.1: Block diagram depicting a 4-element ULA connected to four RF chains with basic blocks for the
amplification, down-conversion and band-pass filtering of the received signal, prior to the AoA estimation.

4.1.1 Phase corruption due to different length of signal paths

The different cable lengths and/or signal paths on the PCB interconnections introduce
a phase error. In fact, it is important to remark that at higher frequencies even small
length mismatches impact the phase of the traveling signals. Those length mismatches
can occur because of design errors or realization process tolerances. In the cabling
case, it is caused by choosing different lengths. Let us imagine two identical lines
of length l in which a signal travels, with signal frequency λ. By considering two
realizations of the lines l1 and l2, where l2 is affected by a mismatch, we see how
l2 = l1 +∆l, hence the line l2 introduces a delay on the propagation of the signal:

τ ≈
√
ϵ · ∆l

c
(4.4)

with ϵ being the effective dielectric constant of the propagating medium. Remember-
ing that a time delay τ corresponds to a phase shift of 2πfτ , the phase error introduced
by the lengths mismatch err∆l is

err∆l ≈ 2πf
√
ϵ · ∆l

c
(4.5)

Therefore, a length mismatch introduces a systematic error in the phase estimation
that linearly increases with the magnitude of the path length differences.

4.1.2 Phase corruption due to the mutual coupling of the antenna array ele-
ments

The setup of an AoA estimation system is based on an array of antennas. Microstrip
patch antenna arrays are very popular in telecommunication systems, offering a good
trade-off between fabrication costs and radiation efficiency. However, this implemen-
tation also brings some contributions to the estimation errors due to the mutual cou-
pling between the array elements.
Let us consider an array of microstrip patch antennas with spacing d. For the sake of
simplicity, we can consider the case of a ULA. According to what is described in [1],
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Chapter 4. Phase integrity issues and compensation for AoA estimation

even choosing different alignments for the array elements leads to different mutual
coupling decay speeds. In fact, a horizontal arrangement leads to higher decays than
the vertical one.
It is well known in the literature that mutual coupling is due to the near fields that
exist along the air-dielectric interface [2]. If we call ρ the radial coordinate of the
radiated field from the equivalent current element J , there are four possible field con-
tributions [1]:

• Space waves, with ρ−1 asymptotic radial decay

• High order waves, with ρ−2 decay

• Surface waves, with ρ−0.5 decay

• Leaky waves, with e−λρ · ρ−0.5 decay

From the infinite and infinitesimals analysis, on small distances (ρ → 0, i.e. ρ ≪ λ),
the surface and leaky waves are dominated by space and higher-order waves. Hence,
the two former dominate on larger spacing, i.e. on large-size arrays their contribution
cannot be supposed to be negligible.

Surface waves always exist and have cutoff frequency fc = 0 [3]. However, their
magnitude depends on the substrate thickness [2]. The surface wave couples with the
feeding TEM mode as soon as the frequency increases. The lowest mode that can be
coupled is the TM0, then the TE1, TM2, ... surface modes [2]. The cutoff frequencies
are [2]:

fc(n) =
nc

4h
√
ϵr − 1

, n = 0, 1, 2, · · · (4.6)

for a substrate with thickness h and relative dielectric constant ϵr, being c the speed
of light and n the coupled surface mode index. For thin substrate the contribution
is negligible. However, since thicker and low-density substrates are usually chosen
to increase the bandwidth and the gain of a microstrip antenna [1], the surface wave
contribution may be significant.

Lui et al. in [4] propose a taxonomy on the mutual coupling compensation tech-
niques for antenna arrays in transmitting and receiving modes. Although some tech-
niques rely on the reuse of the impedance or scattering matrix computed with the
array in transmitting mode also in receiving mode, this is not correct for several rea-
sons. The main one is also stated by Craye et al. in [5], whose manuscript discusses
the possibility of modeling an N-element array using its N-port scattering matrix. The
elements of the scattering matrix sij ∈ C having i, j ∈ {0, · · · , N − 1}, i ̸= j can be
seen as coupling coefficients only in the particular condition of single mode antennas,
i.e. antennas in which the current distribution can be considered constant within a
multiplying factor. Hence, this is not the case for patch antenna elements. Following
the taxonomy proposed in [4], the main techniques for mutual coupling compensa-
tion are the Conventional Mutual Impedance Method (CMIM), the Receiving Mutual
Impedance Method (RMIM), the Full-wave electromagnetic analysis, and the cali-
bration techniques, sometimes supported by full-wave techniques. In the CMIM the
impedance matrix is computed when the array is in transmitting mode with all the
array elements in open circuit except the antenna element for which the coupling is
evaluated. There are different problems with this approach. First, also the antennas
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in open circuit radiate due to induced currents. Second, the antennas are normally
connected to a load, and not open-circuited. Third, as already stated, the impedance
matrix for an array in receiving mode is different from the transmitting one due to the
different coupling paths and mechanisms. For instance, Chen et al. in [6] point out
how another source of the mutual coupling between the antenna array elements is due
to the reflected wave generated by a highly unmatched antenna element, which de-
termines a performance degradation in MIMO applications. RMIM technique solves
some of the CMIM issues [7]. First, the mutual impedance matrix is computed in
the condition of receiving a plane wave from a known source, having all the array
elements terminated on a given load. However, the main hypothesis is the uniform
distribution of currents on the array elements (single-mode antennas). Nevertheless,
results proved that RMIM significantly improves the AoA estimation performance
on closely spaced arrays [8]. In full-wave methods, Method-of-Moments (MoM) or
Finite-Element Method (FEM) simulation techniques are employed to characterize
the coupling, at the cost of a high computational power required for the simulations
themselves. Last, in calibration techniques, matrices are computed to capture the dis-
placement between the expected quantities and the measured ones, and employed for
the compensation. The proposed technique belongs to this latter category. The only
cost is related to the storage of LUTs containing the compensation values.

Other ways to compensate for mutual coupling rely on the design of specific elec-
tromagnetic structures. For instance, Vishvaksenan et al. in [9] propose a compact
parallel coupled line structure as an electromagnetic bandgap to limit mutual coupling
also on closely spaced patch antenna array elements (Figure 4.2). The experimental
results show how on a 0.07λ spacing the structure is capable of mitigating the mu-
tual coupling of 26.2 dB. However, in this way, it is necessary to deploy a new array
structure, so this technique cannot be employed for existing designs.

4.2 Mathematical description of the compensation technique

In order to simplify the proposed model, we consider a cluster of three antennas in-
volved in the compensation procedure. This hypothesis does not impact the compen-
sation effects on systematic errors, such as path length mismatches. As regards the

(a) (b)

Figure 4.2: Analysis of the electromagnetic bandgap structure proposed by Vishvaksenan et al. in [9]: (a) matching
and (b) mutual coupling in the band of interest. ©2017, IEEE.
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antenna mutual coupling, the hypothesis is consistent with the rapid decay of mutual
interactions, i.e. not adjacent elements interaction can be considered negligible.
From a general point of view, in the proposed model we consider two types of ports,
the electrical and the radiative ones (Figure 4.3a). The electrical ports are the physi-
cally accessible ports of the system (i.e. the ones from which the signal can be con-
nected to a signal processor or a measurement unit). The radiative ports are defined as
the equivalent ports in the radiative plane, i.e. the ports on which the incident waves
impinge the ULA in receiving mode. For a N -elements ULA, we can so identify N
radiative ports and N electrical ports.
For the sake of simplicity it is considered a CW signal to impinge the array as a plane
wave of frequency f . The equivalent voltage signal we measure at each electrical port
of impedance Z0 is represented by the phasor Ṽi, i = 1, 2, 3:

Ṽi = |Ṽi| ej2πft ej∠Ṽi ∈ C (4.7)

where |Ṽi| is the amplitude and ∠Ṽi is the phase of the measured signal at frequency
f .
Analogously, the incident power wave to the radiative port i has an equivalent voltage
represented by the phasor Vi.

We describe the mutual coupling phenomena by means of a function cij(·) ∈ C,
i.e. the coupling function. This function associates the coupling source j and the
coupled element i, modeling the coupling between radiative and electrical ports. The
voltage signal at the i-th electrical port can be approximated as the composition of the
contributions coming from the i-th antenna element and all the other contributions due
to the coupling with the other two antennas, so that:

Ṽi =
3∑

j=1

cij(Vj), j = 1, 2, 3 (4.8)

In this model, the coupling function is a linear complex-valued map cij : C → C
such that

cij : x 7→ αijx, αij ∈ C (4.9)

Hence, the (4.8) can be rewritten as

Ṽi =
3∑

j=1

αijVj, j = 1, 2, 3 (4.10)

or in matrix form, Ṽ1Ṽ2
Ṽ3

 =

α11 α12 α13

α21 α22 α23

α31 α32 α33


V1V2
V3

 (4.11)

The interaction between the array elements by means of the α−values is shown in
Figure 4.3b. The directions of the arrows evidence the role of the antennas in the
coupling, that is the pointer is the source of the coupling (j) and the pointee is the
subject of the coupling (i). Ideally, in the absence of coupling

(αij = 1 ⇐⇒ i = j) ∧ (αij = 0 elsewhere) (4.12)
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(a)

(b)

Figure 4.3: Microstrip patch antenna array mutual coupling support geometry for the proposed analysis: (a) The
3-element sub-array under test with radiative and electrical ports notation. (b) The considered interaction between
the antenna array elements and coefficients notation considered in the proposed model.

so we can fix in our model αii = 1. Note that this is true also when amplifiers or
attenuators are present in the chain since we are supposing those to be equal for each
channel.
For symmetry reasons which are evident in Figure 4.3b, the model can be further
simplified. Under the hypothesis of symmetry with respect to the broadside axis, it is
possible to state that

α12 = α32 (4.13)

Therefore, by writing the relationships in matrix form, it is possible to obtain:Ṽ1Ṽ2
Ṽ3

 =

 1 α23 α13

α23 1 α23

−α13 −α23 1


V1V2
V3

 (4.14)

that is equivalent to write
Ṽ = αV (4.15)

In this formulation, we also included all the possible systematic errors that are present
and embedded in the Ṽi.
We aim to find the matrix α in order to recover the uncoupled voltages on the radiative
ports V. However, there are 3 equations and 4 unknowns, thus leading to∞1 possible
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Chapter 4. Phase integrity issues and compensation for AoA estimation

solutions. In order to find a new constraint, we remember that for an incoming signal
from the broadside direction ϑ makes the receiving elements on the array experience
different phase shifts according to their position. Let us take the central antenna i = 2
as the reference. Hence, by recalling the AoA-induced phase shift in a ULA

∆φij(ϑ) =
2π

λ
(i− j) d sinϑ (4.16)

it is possible to write

Vi = V2 exp {j∆φi2(ϑ)} i = 1, 2, 3 (4.17)

and the linear system (4.15) can be rewritten as

Ṽ = V2αΦ(ϑ) (4.18)

being

Φ(ϑ) =

exp {j∆φ12(ϑ)}
1

exp {j∆φ32(ϑ)}

 (4.19)

By performing a calibration phase, it is possible to determine the α-matrix. In fact,
by considering the broadside direction ϑ = 0,

ϑ = 0 =⇒ ∆φi2(ϑ) = 0, i = 1, 2, 3 (4.20)

As a consequence, the αij values are determined by the ratio between the Ṽi.
Once the α-matrix has been computed, for each broadside position ϑ, the compensa-
tion is obtained by:

V = α−1Ṽ (4.21)

By its definition, the α-matrix is valid for narrow-band signals. Moreover, it is
possible to prove that, supposing an ideal downconversion stage, the α-matrix com-
puted at the IF is equal to the one that could have been computed at IF, with the great
advantage of relaxing the complexity of the measurement hardware.

Theorem 1. Let α(fRF) the α-matrix computed at frequency fRF. Supposing an ideal
downconversion stage, its values are proportional the ones computed at IF fIF, that is

α(fIF) = K̇ α(fRF), K̇ ∈ C (4.22)

Proof. Starting from (4.15) we can write

α(fRF) = ṼRFV
−1
RF (4.23)

being ṼRF,VRF the same matrices as before with the subscript denoting their rela-
tionship with RF frequency, so prior to the downconversion. Moreover, we can write
also

α(fIF) = ṼIFV
−1
RF (4.24)

since the downconversion stage is operated only on the signals coming from the elec-
trical ports.
In order to prove the statement, we should find the phasor K̇ ∈ C such that

ṼRF = K̇ ṼIF (4.25)
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However, denoting the downconversion to frequency fIF as the linear operator ⊗ such
that

⊗(s(t), fIF) = LPF{s(t) · exp [j2π (fRF − fIF)t]} (4.26)

being LPF{·} a low-pass filtering operation performed by a Linear Time Invariant
(LTI) filter, we can see that

ṼIF = ⊗(ṼRF, fIF) (4.27)

Hence,
α(fIF) = ⊗(ṼRF, fIF)V

−1
RF (4.28)

and since ⊗(·) was defined as a linear operator over complex values, we can write

α(fIF) = K̇ ṼRFV
−1
RF = K̇α(fRF) (4.29)

4.3 Experimental Results

In this section, the effectiveness of the proposed approach is proved through an exper-
imental measurement campaign, by analyzing the results and applying the proposed
technique to the output data. The section organization is as follows. First, the ex-
perimental setup is described. Then, the analysis of the estimated AoAs accuracy is
carried out considering no compensation has been applied. After that, the α-matrix is
computed and its values are analyzed in the time domain to evaluate their consistency.
Then, the previously computed accuracy is compared to the one after the compensa-
tion technique is applied. The comparison has been done in terms of absolute error
with respect to the GT AoA values.

4.3.1 Experiment setup

The experiment was set up in an indoor environment assuming a free LoS connection.
The operating frequency was chosen to be fRF = 3.30 GHz to prevent interferences
from other telecommunications systems in the ISM bands. The transmitter was op-
erated with a fRF single-tone frequency and a −3 dBm power, using the microstrip
antenna described in Appendix A.1. Also, the used receiving array is described in the
same Appendix. Each array element was connected to 4 nominally identical RF front-
ends which are described in Appendix A.3. The output signals were then sampled
with a 12-bit digital oscilloscope with 1 GHz bandwidth and 5 GS/s sample rate. The
samples were then acquired on a 0.5 µs time window and processed with a custom
MATLAB script.

The transmitter was placed at broadside distances lk = {2.10, 3} m, both of them
greater than the Fraunhofer distance, allowing the wave to be considered plane. Then,
each measurement was taken by moving the target in the direction parallel to the array,
starting from the array center position, taken as a reference. The relative position for
the distance l with respect to the array center position for experiment j is xj . For each
xj we acquired 50 snapshots (one every 2 seconds). The GT angles were computed as

GT(xk) = arctan

(
xk
lk

)
180

π
(4.30)
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In Table 4.1 there are summarized the mean value of the Signal-to-Noise Ratio
(SNR) on all the positions for each experiment.

Table 4.1: Average SNR values for channels and experiments.

Exp# Average SNR [dB]

CH1 CH2 CH3 CH4 AVG

1 29.55 30.61 28.56 29.54 29.56

2 28.87 31.20 27.26 28.17 28.88

4.3.2 Analysis AoA estimation accuracy without the compensation

The AoA estimation through phase interefometry was performed on the phase differ-
ence values extracted through the algorithm described in [10] and Chapter 3. For a N -
element array, in far-field, Q AoA estimations for the same GT angle were achieved,
by taking the distinct Q antenna pairs and properly computing the phase difference,
with Q being

Q =
N∑
j=1

(N − j) (4.31)

Accordingly, we obtained the following AoA values by averaging on a pair-by-pair
basis the estimated AoAs, to improve the precision. The results are summarized in
Figure 4.4a and Figure 4.4b for Exp.#1 and Exp.#2, respectively.
The obtained values are compared to the GT values.
Table 4.2 summarizes the statistics regarding the computed absolute errors. The abso-
lute error on the AoA estimated with the antenna array couple {ij} during the experi-
ment k for the broadside position xk is computed as

errk{ij} = |GT(xk)− AoA{ij}(xk)| (4.32)

As expected, better results are obtained by averaging the values, in terms of both
average and error dispersion. However, the results are still biased by the presence of
non-negligible error components.

4.3.3 Computation and analysis of the α-matrix

As described in Section 4.2, the α-matrix was computed starting from the measured
values when the transmitter is in the array broadside center position. Since the method

Table 4.2: Statistic indexes on the AoA estimation made without calibration.

errk21 [deg] errk32 [deg] errk43 [deg] errkavg [deg]

avg std avg std avg std avg std

Exp#1 2.06 1.67 3.68 1.76 3.64 1.75 1.81 0.72

Exp#2 2.25 1.69 3.32 1.74 4.36 3.07 1.93 0.89
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Figure 4.4: AoA estimation from the antenna pairs {21},{32},{43} and their average for (a) Exp. #1 and (b) Exp.
#2.

is defined for 3 contiguous antennas, we chose to apply it to the subarray {2, 3, 4}. The
α-matrix computation is demanded to a MATLAB script.

The α-matrix was computed once and it is valid for all the successive measure-
ments, having a unique value. This statement was experimentally proved. To do that,
first, the behavior of the α-values was studied in the time domain, for a time frame
equal to the acquisition time of one experimental sample. As a reference it is consid-
ered the first acquisition window of Exp#1.
As shown in Figure 4.5, the amplitude is normally distributed around the mean value.

Table 4.3 shows how the standard deviation order of magnitude is lower than that of
the mean value. Hence, it is possible to assume the mean value to be a good approxi-
mation of the dynamic behavior. Also, the phase values reported in the same table and
in Figure 4.6 exhibit the same statistical properties. Hence it is possible to conclude
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Table 4.3: Statistic indexes on the amplitude and phase of the α-matrix coefficients on the 50 snapshots of the
single experimental calibration point.

avg(| · |) [dB] std(| · |) [dB] avg(∠·) [rad] std(∠·) [rad]

α23 1.17 0.06 -3.13 0.007

α13 2.13 0.07 -0.13 0.008

that the computed mean values for the α-matrix amplitude and phases are a good ap-
proximation of the overall dynamic behavior during the acquisition time window.
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Figure 4.5: Amplitude values for the α-matrix coefficient during an experimental snapshot.
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Figure 4.6: Phase values for the α-matrix coefficient during an experimental snapshot. In particular, in (a) phase
values for the α23 coefficient and in (b) phase values for the α13 coefficient.

In a similar way it is possible to prove the validity of the α-matrix computation for
successive measurements. In other words, the compensation introduced by the matrix
can be employed for the successive samples after the calibration phase. To prove so,
the compensation errors were computed and evaluated for the center position for each
experimental sample and for each antenna pair {23}, {43}. The results are shown in
Figure 4.7, where it is possible to see how the phase errors for the uncompensated
values are not stable, while the compensated values are stable for all the experiment
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duration, except for a few outliers.
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Figure 4.7: Analysis of the repeatability of the phase adjustment for the center position on 50 experimental sam-
ples, with errij represents the absolute error committed for the antenna elements {ij} without the compensation
and errij - C the absolute error committed with the compensation procedure.

4.3.4 Analysis AoA estimation accuracy with the compensation

Once the matrix has been computed for the center position, it was stored and recalled
for the computation of the compensated waveforms for each of the positions. The
compensated waveforms were then employed for the AoA estimation as previously
described. The validation of this approach was performed with a custom MATLAB
script.

For both experimental trials Exp#1 and Exp#2 the compensation method allowed
the estimation points to be closer to the expected ones (Figures 4.8-4.9). The results
from Exp#2 are less accurate than Exp#1 because of a greater impact of the multipath
phenomenon on the estimation results. In fact, a greater distance between transmitter
and receiver allows the power associated with the LoS component to drop and so
the impact of the other paths on the estimation value increase, determining a loss of
accuracy [11]. However, even in this case, the estimation quality improves with the
adoption of the proposed technique.

As it was done in the uncompensated case, the impact of an averaging operation be-
tween the estimated AoA values was analyzed. The results are shown in Figure 4.10a
for Exp#1 and in Figure 4.10b for Exp#2. As expected, the estimation quality im-
proves even more: in Exp#1 the estimated values are very close to the GT ones, while
for Exp#2 the introduction of the averaging better mitigates the estimation artifacts.

4.3.5 Comparison

In order to properly compare the compensated and uncompensated estimations, it was
employed the absolute error metric (4.32) introduced in Section 4.3.2. The first com-
parison was done on the estimations made through the antenna pairs {23} and {43}.
The results and the percentage comparison with respect to the absolute errors commit-
ted without the compensation procedure (see Table 4.2) are shown in Table 4.4.
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Figure 4.8: AoA estimation values for the Exp#1 before and after the compensation obtained for (a) the antenna
pair {23} and (b) the antenna pair {43}.
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Figure 4.9: AoA estimation values for the Exp#2 before and after the compensation obtained for (a) the antenna
pair {23} and (b) the antenna pair {43}.

Table 4.4: Statistic indexes on the absolute AoA estimation errors after the compensation for antenna pairs {23}
and {43}.

errk23 [deg] errk43 [deg]

avg std avg std
Exp#1 1.78 -51.6% 1.47 -16.4% 1.66 -54.4% 1.49 -14.9%

Exp#2 2.51 -24.4% 2.25 -22.7% 2.57 -41.0% 2.16 -29.6%

The average absolute errors decrease of more than 50% in the Exp#1 case and more
than 25% in the Exp#2 case. Also, standard deviation values exhibit a reduction in
their value. To better understand the compensation action, in Figure 4.11 it is evident
how the initial artifacts in the calibration points are almost canceled by the compensa-
tion procedure.
Considering the estimation made by averaging the AoA values after the compensation,
it is possible to see how, even in this case, a good reduction of the average absolute
error is obtained (Table 4.5). However, in this case, the compensation introduces a
distortion in the distribution of the errors around the mean value, even if not so strong
in absolute terms.
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Figure 4.10: Average on the AoA estimation values before and after the compensation for (a) the Exp#1 and (b)
the Exp#2.

4.4 Conclusions

This chapter introduced a linear technique for artifact correction and compensation
AoA estimation through phase interferometry for narrowband radiolocation applica-
tions. The theoretical background and the mathematical formulation were discussed
in detail.
The proposed technique embeds in one single computation the compensation for all
the possible mismatches arising due to systematic errors. Also, the compensation
takes into account also the mutual coupling effects acting on the antenna array through
a first-order (linear) approximation. The α-matrix can be computed once in the cali-
bration phase. Given the generality of the approach described, it can be implemented
in either the analog or digital domain.
The experimental campaign validated the quality of the compensation introduced by
halving the error trend even in the indoor environment, where multipath has a strong
influence on the AoA estimation error.
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CHAPTER5
A Digital Architecture for Hardware AoA estimation

This chapter is partially based on the following publication: A. Florio, C. Talarico, G. Avitabile, and G. Coviello,

"A Synchronous Digital Phase Detector Architecture based on a Coarse Time-to-Digital Approach", in 2023 8th

International Conference on Smart and Sustainable Technologies (SpliTech), 2023.

This chapter introduces a new technique for AoA estimation based on phase inter-
ferometry. The proposed solution is modular and reconfigurable according to the level
of precision desired for a specific application. The architecture was implemented on
the Terasic DE2-115 Development board for the Intel Cyclone IV E EP4CE115F29C7
FPGA. The approach was validated through a large set of experiments involving both
custom-designed analog hardware boards and Hardware-in-the-Loop testing tools,
aiming to evaluate the impact of the reconfiguration parameters on the accuracy of
the approach. The achieved performance is compared with classical benchmark algo-
rithms available in the literature.

5.1 Motivations and Mathematical Background

Consider a CW signal with central frequency fRF impinges an array of two antennas
i, j from direction ϑ in far-field. The received signals si(t), sj(t) can be expressed
through:

sq(t) = Kq cos(2πfRF t+ φq), q ∈ {i, j} (5.1)

Recalling the (2.6)

φj − φi = ∆φij =
2π

λ
d(i− j) sinϑ (5.2)
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Chapter 5. A Digital Architecture for Hardware AoA estimation

Figure 5.1: Macroblocks and main signals interaction diagram, with a and b being the sample input channels.

For a CW signal,
∆φij = 2πfRF∆τij(fRF ) (5.3)

being ∆τij(fRF ) the time difference of arrival at the two array elements at frequency
fRF . The time delay measurement can be also linked to the AoA (see Chapter 2).
After the downconversion, the time delay in IF is:

∆τij(fIF ) =
∆φij

2πfIF
(5.4)

By substituting the (5.3),

∆τij(fIF ) =
2πfRF∆τij(fRF )

2πfIF
(5.5)

Inverting the (2.6) and substituting the found relationships,

ϑ̂ij = arcsin

[
λ

d(i− j)
fIF∆τij(fIF )

]
(5.6)

Hence, by measuring the time delay ∆τij(fIF ) and the frequency fIF it is possible
to estimate the AoA ϑ. Also, what is stated for CW signals holds for signals with
sufficiently narrow bandwidth.

5.2 Description of the proposed architecture

The architecture is composed of four macroblocks: the Delay Estimation Block (DEB),
the Frequency Estimation Block (FEB), the Phase Estimation Block (PEB), and the
AoA Computation Block (ACB). In this section, the functionalities of each block are
detailed. The macroblocks interaction diagram is shown in Figure 5.1. All blocks are
driven by the same clock signal.
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5.2. Description of the proposed architecture

5.2.1 Delay Estimation Block (DEB)

The DEB is in charge of computing the time delay between two channels, by taking
one of them as reference. The computed phase shifts are in the range [0, 2π[ and are
represented by a binary word of length L, called the Delay Word (DW). The DW quan-
tizes the time delay between the input signals and is equal to the number of system
clock ticks corresponding to the measured delay. The DEB subblocks are depicted in
Figure 5.2.

Figure 5.2: Delay Estimation Block (DEB) diagram.

Consider two channels labeled as a, b. A positive edge detection is performed on
both channels (Figure 5.3), giving rise to the two pulses pa, pb with time duration
Tclk = 1/fclk, where fclk is the system clock frequency. The frequency of pa, pb is
nominally equal to the one of the input signals a and b, fIF .

Figure 5.3: Structure of the positive-edge detector circuit for signal a.

The signals pa, pb are fed to a Moore-like Finite State Machine (FSM). The introduc-
tion of this subblock is to keep track of the reference channel with respect to the time
delay is computed. As an example, let us assume a is the default reference channel.
If at any point in time, b becomes the leading signal, without a reference tracking
mechanism, the system would compute the phase shift considering the time differ-
ence between the pulses pb and pa. However, with a reference tracking mechanism,
the value can be correctly referred to the channel a by computing the 2π-complement
of the estimated phase. The choice of a Moore FSM improves the synchronicity to
the clock. The FSM has two outputs: the Phase Control Signal (PCS), whose duty
cycle is proportional to the phase shift between the signals, and flag_ref which labels
the reference channel (Figure 5.4). The FSM is described by a state space S whose
cardinality is |S| = 5:

S = {zero, a_lead, b_lead, a_zero, b_zero} (5.7)

Each state is associated with a set of tasks:
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Chapter 5. A Digital Architecture for Hardware AoA estimation

Figure 5.4: Timing diagram illustrating the PCS signal generation starting from the sample preconditioned input
signals (neglecting the latency).

• zero: it is the initial state. In this state, the PCS is set to low, and the flag_ref is
set to "00"

• a_lead: this state is triggered when the first detected pulse rising edge is on a. In
this state, PCS is set to high, and flag_ref is set to "01"

• a_zero: this state is triggered after the state a_lead is reached and a pulse rising
edge on b is detected. In that case, PCS is set to low and flag_ref is kept to "01".

• b_lead: performs the same operations as a_lead, but when the first detected edge
is on b. Hence, the flag_ref is set to be "10" and the PCS is set to high.

• b_zero: it is the dual of a_zero, with flag_ref set to be "10" and PCS set to low.

When the states a_zero and b_zero are reached, in case the inputs are synchronous
(i.e. null phase difference), a transition towards zero is triggered, thus resetting the
choice on the reference channel. This feature is implemented to also keep track of
moving objects. The FSM state transition graph is depicted in Figure 5.5. Note that in
the picture we used the notation (x, y) = (pa, pb) ∈ {0, 1}×{0, 1} to illustrate the state
transitions, where pi, i = {a, b} represent the outputs of the edge detectors. Figure
5.6 shows the PCS oscilloscope trace in the case of synchronous and non-synchronous
inputs.

zeroinit

a_lead a_zerob_leadb_zero

(1, 0)

(0, 0) ∨ (1, 1)

(0, 1)

(1, 0) ∨ (0, 0)

(0, 1)

(1, 1)
(0, 0)

(1, 0)

(1, 1) ∨ (0, 1)

(0, 1) ∨ (0, 0)

(1, 0)

(1, 1)
(0, 0)

(0, 1)

(1, 1) ∨ (1, 0)

Figure 5.5: States transition diagram for the Moore-like FSM of the PEB with inputs (pa, pb) ∈ {0, 1} × {0, 1}.

In parallel to the FSM there is another synchronization checking mechanism that takes
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5.2. Description of the proposed architecture

pa, pb as inputs and it performs a registered AND operation between them, generating
as output the signal flag_sync (Figure 5.6).

(a)

(b)

Figure 5.6: Oscilloscope screenshot with traces and statistics showing the case of (a) two phase shifted channels
(on CH1 and CH2 respectively) and the PCS signal (on CH3). In (b) the same setup is showing the behavior for
two nominally synchronous signals.

The PCS acts as the enable input of a modulo 2L-counter driven by the system
clock. The counter acts as a coarse Time-to-Digit (T2D) converter associating a DW
to the measured delay. The counter output is stored and held until a change in the duty
cycle of the PCS is detected. The count is updated only when the PCS goes to low
(hence, the transition is masked). The signal flag_sync is in charge both of resetting
the final counting value and disabling the counter with only one Clock Cycle (CC) of
delay with respect to when synchronicity is detected.

The DEB latency depends on the phase shift estimated. The latency has a static
component due to the edge detectors and the FSM, and a variable component due to
the counter update mechanism. The static component takes 3 CCs, while the variable
component takes in the worst case a number of CCs equal to the maximum value the
DW can represent.

5.2.2 Frequency Estimation Block (FEB)

The FEB associates a binary word with the period of the input signals. The hypothesis
each signal on each channel has the same frequency is made. The FEB needs to take
the reference channel as its only input. The output of the FEB is a binary word of
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Chapter 5. A Digital Architecture for Hardware AoA estimation

length C, called Frequency Word (FW), and representing the number of clock ticks
forming a period, that is:

FW =

⌈
fclk
fIF

⌉
(5.8)

where fIF is the input signal frequency, fclk is the system clock frequency, and ⌈·⌉ the
ceiling operator. The structure of the FEB is very similar to the one of the PEB, with
slight differences, and it is depicted in Figure 5.7.

Figure 5.7: Frequency Estimation Block (FEB) diagram.

First, the edge detection is performed on the reference channel a. The edge detector
has the same structure as the one used in the PEB, depicted in Figure 5.3. The pulse
pref is fed to a Moore-like FSM with three states that generate a signal enabling and
disabling a modulo 2C-counter (Figure 5.8). The signal from the FSM is set to high
when in the state start and is set to 0 in the other states. The FSM goes into the start
state if the output of the edge detector is high, and it stays there until a new pulse is
detected. The FEB latency is determined as the worst-case latency of the DEB.

zeroinit start stop

1

0 0

1

0

1

Figure 5.8: State diagram for the Moore-like FSM of the FEB, describing the state interaction depending on the
input pulse pref ∈ {0, 1}.

5.2.3 Phase Estimation Block (PEB)

The PEB (Figure 5.9) takes as input the DW, FW, and flag_ref and returns DWr, refer-
ring the measured delay to the reference channel. Its simplified behavior is described
in Algorithm 2 in the time domain.

Figure 5.9: Phase Estimation Block (PEB) diagram.

DWr is equal to DW only in case the word has been computed with respect to the ref-
erence channel (flag_ref = 01). Otherwise, either the two channels are synchronous
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5.2. Description of the proposed architecture

Algorithm 2 Phase rotation with respect to the reference channel.

Require: DW,FW, flag_ref
if flag_ref = 00 then

DWr = 0
else if flag_ref = 01 then

DWr = DW
else if flag_ref = 10 then
DWr = FW −DW

else
- do nothing

end if
return DWr

(or the system is reset, flag_ref = 00) or the word is computed having the other channel
as the reference. In that case, the DW has to be "rotated" of the delay corresponding
to the phase 2π, that is the signal period, represented by the FW.

5.2.4 AoA Computation Block (ACB)

The ACB determines the AoA estimation ϑ̂ab. Its block diagram is depicted in Figure
5.10. Phase shift and AoA are linked through the inverse sine function. To perform the

Figure 5.10: AoA Computation Block (ACB) diagram.

arcsine computation, there are several approaches, ranging from complex algorithms
to Look-Up Tables (LUTs) [1]. This latter is the most straightforward technique. The
LUT address length is referred to as A, expressed in bits. The LUT can be populated
with 2A different values. Note that the LUT depth choice imposes a trade-off between
the precision of the AoA representation and the size of the LUT. First recall the (5.6),
that can be rewritten as:

ϑij = arcsin

[
∆τij(fIF )

TIF ·Ψij

]
(5.9)

with TIF = f−1
IF being the IF signal period, and Ψij the effective array spacing, defined

as

Ψij =
d(i− j)

λ
(5.10)

By substituting the measured values to the continuous time ones,

ϑ̂ij = arcsin

[
DWr

FW ·Ψij

]
(5.11)

As an intuition, the argument of the (5.11) can be used as the indexing address for
the LUT. To explain this step, first it is necessary to recall some basic concepts on the
inverse sine function.
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Chapter 5. A Digital Architecture for Hardware AoA estimation

Definition 1. Let I = [−1,+1] ⊂ R and S =
[
−π
2
,+

π

2

]
⊂ R. We define f : I → S

as the function that x ↣ y s.t. sin(y) = x, x ∈ I, y ∈ S. The function f is called
arcsine or inverse sine.

The sine function is not invertible being periodic. The inverse is defined as a re-
striction on the interval S. The domain and codomain limits for the LUT are specified
by a discretization of the intervals I, S. The argument of the (5.11) requires to perform
a division. Since it is necessary to cover the I interval with an address of length A, the
following holds:

DWr

FW
=

AW

2A
=⇒ AW =

DWr · 2A

FW
(5.12)

being AW the LUT address (Angular Word) of length A, and so, the arcsine argument
corresponds to the estimated phase difference. Applying the (5.12) leads to handling
an integer division, from which only the quotient is considered as the result. It is
known that the multiplication of a binary string with 2A corresponds to a left shift of
A positions. The result of this operation is the dividend input to the divider. On the
other hand, the divisor input (i.e. the divisor of the (5.11) requires a further hypothesis.
If d = 0.5λ and (i − j) = 1 (case of adjacent antenna elements), then ψij = 0.5 and
the product has the effect of a right shift of FW of one position with 0 padding (since
FW is an unsigned number).

The ACB has a latency of 6 CC: 5 CC are needed for the address generation and
1 CC for the LUT response. Figure 5.11 shows a ModelSim Register-Trasfer Level
(RTL) simulation for the ACB structure.

Figure 5.11: Arcsine component simulation performed on ModelSim.

5.2.5 System dimensioning

After having described each block functionality, we can now delve into the block
parameters dimensioning.

Clock frequency The clock period of a digital synchronous system imposes a lower
boundary on the minimum time delay it can resolve. If ∆τij(fIF ) is the time delay to
be resolved,

Tclk ≤ ∆τij(fIF ) (5.13)

Therefore,

∆τmin =
1

fclk
(5.14)
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Figure 5.12: Mean absolute error varying the LUT address length A and the DW length L.

that leads to finding the minimum resolvable AoA through the (5.9) as follows:

ϑmin,ij = arcsin

(
1

Ψij

fIF
fclk

)
(5.15)

DW length The counter is enabled when the digital signal PCS is high. PCS has the
same frequency as the input signals but with a variable duty cycle. If the DW is a
L-bits word, the maximum time PCS may be high is 2L − 1 clock ticks, therefore:

TIF ≤ (2L − 1) · Tclk (5.16)

with TIF being the input signal period. Therefore, the minimum number of bits re-
quired to represent DW is:

Lmin =

⌈
log2

(
fclk
fIF

+ 1

)⌉
(5.17)

FW length and maximum input frequency Following the same considerations used for
the DW length dimensioning, we can derive a similar expression for the FW length.
The start signal produced by the FSM has the same frequency as the input signal, that
is fIF . Hence, similarly to (5.17):

Cmin =

⌈
log2

(
fclk
fIF

+ 1

)⌉
(5.18)

If we consider C = L, the maximum allowable input frequency is:

fIF,max =
fclk

(2L − 1)
(5.19)
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ACB LUT dimensioning From the Definition 1, it is apparent that the values to store
in the LUT always fall in the [−π/2,+π/2] range, so the absolute value of the inte-
ger part can be only {0, 1}. To keep the complexity low, the values in the LUT are
represented in fixed-point notation by words of length B. In those words, one bit is
dedicated to the sign, one bit to the integer part, and B − 2 bits to the fractional part.

The cumulative AoA estimation error depends on the word length L (or, equiva-
lently, the ratio between fIF and fclk), and the address length A of the LUT. To study
their impact, the mean absolute error has been computed by considering a ULA spac-
ing of λ/2 and two adjacent antenna elements (i.e., |Ψij| = 0.5). The results are
provided in Figure 5.12. The error exhibits a negative power dependency with the ad-
dress lengthA. ForA ≥ 7 the effect of the LUT depth on the error becomes negligible
and we can assume that the error depends only on L.

5.3 Experimental evaluation of the phase estimation accuracy

Before the full AoA estimation architecture assessment, the first characterization was
made in terms of phase estimation accuracy. Hence, in this test, the ACB section of the
Prototype-under-Test (PUT) was disconnected. The characterization was performed
through an experimental setup whose purpose was to measure the phase shift imposed
at RF at IF.

5.3.1 Digital PUT

The phase estimation architecture was tested on the Intel Cyclone IV EP4CE115F29C7
FPGA through the Terasic DE2-115 development board. The word lengths were set
to L = C = 7 bits. Figure 5.13 and Table 5.1 summarize the FPGA fitting results in
terms of resource allocation, and the resource distribution for the different blocks.

(a) (b)

Figure 5.13: PUT post-fitting resources occupancy: (a) combinational function distribution, and (b) register re-
sources distribution.

5.3.2 Experiment setup and description

The experimental setup is sketched in Figure 5.14. It involved two RF signals with a
variable phase shift as the input of a downconversion stage. The output of this latter
was then fed to the digital architecture which was in charge of measuring the phase
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5.3. Experimental evaluation of the phase estimation accuracy

Table 5.1: PUT resources occupancy summary.

Parameter Value

Combinational Functions 83

Logic Elements 94 (0.081%)

Total registers 70

Total pins 24 (4.53%)

shift. The digital values were read and collected through the FPGA Data Capture IP
(FDC) of the MATLAB HDL Verifier Toolbox [2], which acted as a logic analyzer
and collector tool.

The RF signals were provided by two ADF4355 PLLs by Analog Devices [3], a
high-performance Fractional PLL with a programmable phase shift. The two devices
were locked to the same external reference source. The internal registers were pro-
grammed employing a microcontroller setting the output frequency to fRF = 3.4 GHz
and shifting the phase of one of them, having the other as the reference. The phase
jumps are set to be 10 degrees. The outputs of the two PLLs were fed to a pair of
custom-designed RF front-ends described in Appendix A.3. The RF front-ends were
in charge of the downconversion of the signal to the frequency f = 20 MHz through
the feeding of a LO signal provided by a signal generator, whose frequency is set to
fLO = 3.38 GHz.

The downconverted signal was fed to the FPGA Development Board by means
of an LTC6957-3 low phase noise driver by Analog Devices [4], deployed through
the custom-designed board described in Appendix A.4. The device was in charge of
translating the input signals to the correct logic level ready to be read by the FPGA, in
our case the 3.3V CMOS logic family.

Two measurement campaigns were performed. The investigation involved mainly
the impact of the clock frequency variation on the level of accuracy that can be
reached. The tests were run for fclk = {200, 300} MHz. The phase range under
test is [0, 2π]. Both the estimated time delays and the phase difference were evaluated
by outputting the PCS signal to a digital oscilloscope and measuring its duty cycle,
and by reading the DW and FW captured by the FDC. For this latter acquisition, we
collected N = 15 chunks containing M = 1024 samples of each signal, for each
experimental sample (i.e. each RF phase jump). Each sample has L = 7 bits of depth.

Figure 5.14: Setup block diagram for the phase estimation accuracy assessment.
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To better analyze the results, the mean of the samples computed among the chunks
was used as metric, according to

∆φ̂j =
2π

N ·M

N∑
k=1

M∑
i=1

PW(j)(i, k)

⟨∆τ̂j⟩ =
1

N ·M

N∑
k=1

M∑
i=1

∆τ̂j(i, k)

(5.20)

where ∆φj is the estimation made for the jth phase shift made by means of the phase
word PW(j) = DW(j)

r /FW(j), and ∆τ̂j is the estimation made for the GT delay ∆τj
and ⟨·⟩ the averaging operator.

5.3.3 Results

The results are presented in Figure 5.15a-5.15b for the time delays and in Figure 5.15c-
5.15d for the phase difference estimation. A more compact view is in Table 5.2 where
the Absolute Estimation Error (AAE) is employed as a metric to evaluate the achieved
results.
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Figure 5.15: Results of the experimental campaign for estimating the time delays and the phase difference at clock
frequencies fclk = {200, 300} MHz. In detail: (a) Time delay estimation at 200MHz and (b) 300MHz, (c) phase
difference estimation at 200 MHz and (d) 300 MHz. The error bars indicate the uncertainty of the measure as the
standard deviation from the mean for each measurement sample, and not from the GT.
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Table 5.2: Statistical analysis of the AAE. In brackets, the increment with respect to the reference value.

Max [rad] Mean [rad] Std [rad]

fclk = 200 MHz 1.7371 0.1180 (+138%) 0.2994

fclk = 300 MHz 0.4279 0.0614 (+24%) 0.0918

In particular, the AAE for the parameter Θ and experimental sample j is defined as

AAE(Θ)j = |Θj − Θ̂j| (5.21)

where Θ = {∆φ,∆τ} and Θ̂ denotes the estimation of the parameter Θ. For the re-
sults presented in Table 5.2 we considered the average and the standard deviation over
the experimental samples for the AAE.
As it was expected, by incrementing the clock frequency, the AAE decreases. More-
over, it is evident how the standard deviation of the estimation error increases for low
clock frequencies.

Another interesting detail involves the single estimation points. Both for the time
delay and phase shift, it is visible an increase in the standard deviation of the single
estimation, represented by the error bars, especially in those points that are between
two periods, either picking the word representing 2π-x or x depending on the estima-
tion made in that period and the signal’s fluctuations. A finer clock frequency, instead,
allows for a better resolution of the difference between the points and so, leads to a
lower standard deviation and higher accuracy.
The percentage values in Table 5.2 are relative to the minimum achievable precision
due to the word length:

∆φ̂min(L) =
2π

2L − 1

∣∣∣∣
L=7

= 0.0495 rad (5.22)

5.4 Experimental evaluation of the AoA estimation accuracy

The AoA estimation accuracy was evaluated through another experimental setup that
involved both hardware and software components. To assess the accuracy, the per-
formance of the architecture was compared with reference array signal processing al-
gorithms from literature: MUSIC, RMUSIC, and ESPRIT. To do so, their MATLAB
implementations from the Phased Arrays System Toolbox were considered. Hence, it
was necessary to store the waveforms of the received signals and process them through
a MATLAB/Simulink model in charge of conditioning the experimental analog signals
acquired by the receiving antennas, and feeding them to the digital hardware architec-
ture and the reference algorithms. The interface between MATLAB and the hardware
architecture was implemented inside the Intel Cyclone IV E EP4CE115F29C7 FPGA
via the Simulink’s FPGA-in-the-Loop® (FiL) feature [5]. The FiL feature was only
employed as an interface between the stored waveforms and the FPGA.

To demonstrate the different performances achievable by simply scaling the clock
frequency, the experiment was repeated at three different frequencies fclk = {50, 100, 200}
MHz. Unfortunately, it was not possible to employ the same testbed for frequencies
over 200 MHz, due to the limitations of the FiL feature [5].
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5.4.1 Digital PUT

As the ACB-free architecture described in the previous section, also the complete
architecture was prototyped on the Intel Cyclone IV-E EP4CE115F29C7 FPGA avail-
able on the Terasic DE2-115 development board, using the Intel Quartus Prime devel-
opment environment.
The architecture has 4 input channels and delivers three estimations for each AoA.
The DW length and the FW length have been set to L = C = 8 bits. The LUT address
length is set to A = 7. The physical layout of the FPGA is shown in Figure 5.16.

Figure 5.16: Layout of the proposed architecture mapped on the Intel Cyclone IV E EP4CE115F29C7 FPGA (4
channels, L = C = 8 bits, A = 7 bits).

Table 5.3 summarizes the FPGA fitting results in terms of resource allocation. The
compilation reports outline a maximum clock frequency of 210 MHz and an estimated
total power consumption of 136.73 mW.

Table 5.3: Intel Cyclone IV E EP4CE115F29C7 post-fitting resources occupancy summary.

Parameter Value

Combinational Functions 1082

Logic Elements 1104 (0.98%)

Total registers 441

Total pins 27 (5%)

5.4.2 Experiment data acquisition

The experiment was conducted in an indoor environment (i.e., the laboratory) without
any attempt to reduce or prevent the multipath phenomenon (Figure 5.17). Regarding
the practical execution of the experiment, the transmitter was moved by an opera-
tor towards the different positions on the perpendicular to the array broadside axis,
while the receiver was set to be fixed. The transmission frequency was chosen to be
fRF = 3.36 GHz, to be resilient to other telecommunication standard interference dur-
ing the experiment. The distance was chosen to satisfy the condition of a plane wave.
Given the considered frequency, the minimum distance is lmin ≈ 0.89 m. Hence, the
distance l = 2.20 m > lmin was chosen. The transmitter radiated a CW signal at fre-
quency fRF with power ptx = +10 dBm through the custom designed patch antenna
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5.4. Experimental evaluation of the AoA estimation accuracy

element described in Appendix A.1. The HP E4433B Series Signal Generator [6] was
employed as the transmitter.

The receiving end of the system was composed of the custom-designed ULA and
RF chains described in Appendix A.1 and A.3, respectively. The RF signal was down-
converted to the IF fIF = 150 MHz. The IF signal was then sampled and quantized
through a digital oscilloscope with 12-bit ADC, 1 GHz bandwidth, and sampling fre-
quency fs = 5 GS/s. The local oscillator signal frequency was fLO = 3.21 GHz
generated through an Agilent N5182A Vector Signal Generator [7]. No hypothesis
has been made on the synchronization between transmitter and receiver, i.e. each side
of the communication pairs rely on its own frequency sources which are independent
from one another.

The GT AoA to which compare the estimations is computed as

ϑ(x) = arctan

(
x

l

)
· 180
π

(5.23)

To study the repeatability of the estimations, for each experiment, 20 traces were
acquired. Each of the acquisitions spanned the downconverted signal dynamic for a
time window of 2 µs. To ensure statistical independence, each trace acquisition has
been taken after an idle interval of time of 500 ms.

The calibration point is set in the geometrical center of the array at broadside dis-
tance l in the absolute reference system, to seek for the calibration condition:

ϑ12 = ϑ23 = ϑ34 = 0 (5.24)

5.4.3 Data processing and digital hardware interfacing

The receiver side of the architecture is depicted in Figure 5.18. The results of the
oscilloscope acquisition were first undersampled to the clock frequency employed for
performing the test, and then digitally downconverted, to the frequency fIF = 5 MHz.
Then, the waves are fed to a block whose operation models the behavior of a squaring

(a)
(b)

(c)

Figure 5.17: (a) Transmitter setup: transmitting antenna, signal generator, and laser distance meter to evaluate
both l and x. (b) Receiving array setup. Behind the pointing panel, it is possible to glimpse the digital oscilloscope
and the LO signal generator. (c) The connection of 4 different front-ends to the antenna array elements and to the
oscilloscope.
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Chapter 5. A Digital Architecture for Hardware AoA estimation

Figure 5.18: Block diagram depicting the receiver side of the experimental setup, along with the interfacing with
Simulink.

circuit and is summarized in Algorithm 3. The output of this block is then processed
through the FiL feature of MATLAB/Simulink (Figure 5.19) via Ethernet interfac-
ing [5].

Algorithm 3 Squaring block model requiring high and low voltage thresholds VH , VL and discrete time
input signal s.

Require: VH , VL, s(k − 1), s(k)
∆ = s(k)− s(k − 1)
if s(k) < VL ∧∆ < 0 then
y(k) = 0

else if s(k) ≥ VH ∧∆ ≥ 0 then
y(k) = 1

else if s(k) < VH ∨ s(k) ≥ VL then
if ∆ ≥ 0 then
y(k) = 0

else
y(k) = 1

end if
end if
return y(k)

This feature enables feeding the PUT with data from MATLAB/Simulink and captures
the results of the computations. For each of the clock frequencies fclk = {50, 100, 200}
MHz, a different programming binary file for the FPGA was generated.

The estimation of the AoA corresponding to the position x relative to the calibra-
tion point through the antenna pair composed by the elements i, j is denoted as ϑ̂ij(x).
The considered antenna pairs are {12}, {23}, {34}.
Figures 5.20b-e, show some of the output test signals from the FiL block. Moreover,
Figure 5.20a shows the input signal to the squarer block, and Figure 5.20f shows the
AoA output plot.

Given the availability of three different estimations (one for each antenna pair),
their average was considered. As already discussed, the estimation results of the ar-
chitecture were compared to the MATLAB implementations of the MUSIC, RMUSIC,
and ESPRIT algorithms through the built-in functions musicdoa, rootmusicdoa
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5.4. Experimental evaluation of the AoA estimation accuracy

Figure 5.19: FiL block diagram for testing the digital architecture.

and espritdoa [8]. The sampling frequency for those signals was kept at fs = 5
GS/s. For a more fair comparison of the results, the angle was quantized to be repre-
sented with the same precision as the ones in the digital hardware LUT.

5.4.4 Comparison metrics

Two error metrics were employed to evaluate the performances in terms of precision:
the absolute error (also referred to as Absolute Estimation Error, AEE) and the Root
Mean Square Error (RMSE) [9]. The precision of each experiment is computed with
respect to the three considered algorithms.

Absolute Estimation Error The absolute error is computed for each position by consid-
ering the average estimation over the available acquisitions performed on the channels.
Recalling there are P = 20 acquisitions available:

errmean(x) =
1

P

P∑
p=1

|ϑ̂p(x)− ϑ(x)| (5.25)

with
ϑ̂p(x) =

1

|C|
∑
i∈C

ϑ̂p
i (x) (5.26)

where C denotes the set of antenna pairs, C = {12}, {23}, {34}, and ϑ̂p
i (x) denotes

the estimation made through antenna pair i ∈ C when employing the sample p in
position x.
The AEEs for the algorithms employed were computed as

errα(x) =
1

P

P∑
p=1

|ϑ̂α,p(x)− ϑ(x)| (5.27)

where ϑ̂α
p (x) denotes the estimation made by employing the sample p in position x

using the algorithm α ∈ A, with A being the set of algorithms.
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Figure 5.20: Example of the output signals from the digital architecture: (a) Zoom on the output signal from the
digital oscilloscope (b) Synchronization flag (c) PCS (d) estimated period ticks count (e) estimated PCS ticks count
(f) AoA output from the LUT.

Root Mean Square Error The adoption of the RMSE as a cumulative error evaluation
metric is justified by the fact that it emphasizes the errors occurring in a much stronger
way than the mean AEE. Two different kinds of RMSE were evaluated. The first one
concerns the estimation made through each antenna pair by considering the increasing
number of available experimental sample repetitions for each position. The cumula-
tive average operator A(γ | q) for estimating γ is defined as:

A(γ | q) = 1

q

q∑
c=1

γ(c) (5.28)

with γ being the parameter of interest varying on the repeated measure set. Therefore:

RMSEij(q) =

√
1

|X|
∑
x∈X

[
A(ϑ̂q

ij(x) | q)− ϑ(x)
]2

(5.29)

The second RMSE considered is the one regarding the cumulative average of the es-
timations made through the average AoA estimated by each antenna pair. The RMSE
considering q samples is defined as:

RMSEmean(q) =

√√√√ 1

|X|
∑
x∈X

[
1

|C|
∑
i∈C

A(ϑ̂i(x)|q)− ϑ(x)

]2

(5.30)
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5.4. Experimental evaluation of the AoA estimation accuracy

with X denoting the set of positions relative to the array center position. Those two
RMSE computations were compared to the ones achieved by using the three reference
algorithms, taking into account the cumulative average made on the available exper-
iment repetitions. Each experimental sample repetition contains 10 signal periods of
the IF.

5.4.5 Results

The first analysis performed is the SNR evaluation of each experimental sample. Fig-
ure 5.21 depicts, for each position, the average SNR of all acquired samples.

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
18

20

22

24

26

28

30

32

Figure 5.21: Average SNR for each position and channel.

As can be easily observed, the SNR for channel 2 is sensibly higher than the others.
This is due to the fact nominally identical front-end prototypes can lead to different
signal power levels due to realization mismatches. However, all the channels expe-
rience the same behavior, with the SNR lowering in the positions far from the array
center. This is because the transmitting terminal approaches the walls, so there is
an increase of the reflected paths that destructively compose at the receiver side, and
hence the SNR lowering.

Figure 5.22 summarizes, for each clock frequency, the results of our hardware
architecture and then compares them with the results obtained for the MATLAB ref-
erence algorithms. The single antenna pair estimations tend to be less accurate in es-
timating the GT, especially at fclk = 50 MHz. As expected, when considering lower
clock frequencies, the average curve tends to be less precise. However, as shown in
Figure 5.22g, increasing clock frequency allows the proposed architecture to outper-
form the reference algorithms.

To quantify the achieved precision, first it was analyzed the AAE. The results are
depicted in Figure 5.23a-b-c as empirical Cumulative Distribution Functions (CDFs)
of the AEE, for each of the three clock frequencies and for each approach under anal-
ysis. When considering lower clock frequencies the AAE error increases, but when
considering the maximum available clock, the result is 13 to 19% better than the one
achieved with the reference algorithms.
In addition, the proposed architecture has the major advantage of requiring a signif-
icantly lower computational complexity. The time needed for the execution of the
reference algorithms is sensibly lower because of the simpler operations to perform.
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Figure 5.22: Experiment results: antenna pairs estimations with (a) fclk = 200 MHz (b) fclk = 100 MHz and
(c) fclk = 50 MHz. Figures (d)-(e)-(f) show the average estimations for the available antenna pairs at fclk = 200
MHz, fclk = 100 MHz and fclk = 50 MHz respectively. Figures (g)-(h)-(i) show the comparison of the mean
value with the considered reference algorithms at the usual frequencies.

Moreover, as expected, for all the considered algorithms the errors are higher in those
positions where the SNR was said to be lower due to higher multipath components.
Therefore, the results considering the cumulative RMSE of the mean estimation were
analyzed. Figure 5.23d-e-f summarize the results. For high clock values the RMSE
again decreases, and is either very close or in the case of MUSIC about 10 to 40%
lower than the references. Furthermore, the independence between the number of
samples considered for the estimation and the RMSE suggests that the proposed AoA
approach is actually eligible for real-time and memory-less implementations. Finally,
by looking at the RMSE of each individual channel with respect to the number of
samples, it is apparent that the fluctuations observed have the same magnitude as the
ones in the global RMSE.
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5.5. Conclusions

Table 5.4 summarizes the results of the comparison between the AEE and the RMSE
for the three clock frequency realizations of the proposed approach and the three other
classical algorithms. In detail, with respect to the RMSE, the table summarizes the
average values, the standard deviation values, and the maximum values over all the
available periods.

5.5 Conclusions

In this chapter, a novel architecture for real-time AoA estimation based on phase in-
terferometry was introduced. The architecture is fully digital and synchronous.
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Figure 5.23: Comparison of the empirical CDF for the AEE of the proposed approach and the three reference
algorithms when considering (a) fclk = 200 MHz (b) fclk = 100 MHz and (c) fclk = 50 MHz. Figures (d)-
(e)-(f) show the RMSE comparison of the proposed approach with the three algorithms for fclk = 200 MHz,
fclk = 100 MHz and fclk = 50 MHz respectively. Figures (g)-(h)-(i) show the comparison of the RMSE for each
of the three antenna pairs for fclk = 200 MHz, fclk = 100 MHz, and fclk = 50 MHz respectively.
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Table 5.4: Statistics on the AEE and on the RMSE for the analyzed approaches and clock frequencies. All the
values are expressed in degrees. (and ±% error vs reference)

fclk fclk fclk
200 MHz 100 MHz 50 MHz MUSIC RMUSIC ESPRIT
[reference]

AEE

Mean 0.67 0.83 (+24%) 1.04 (+55%) 0.79 (+18%) 0.76 (+13%) 0.80 (+19%)

Std 0.57 0.62 (+ 8%) 0.90 (+58%) 0.49 (-14%) 0.48 (-16%) 0.50 (-12%)

Max 1.61 1.92 (+19%) 2.65 (+64%) 1.47 (- 8%) 1.50 (- 7%) 1.58 (- 2%)

RMSE

Mean 1.02 1.38 (+35%) 1.85 (+81%) 1.28 (+25%) 0.89 (-12%) 0.93 (- 9%)

Std 0.10 0.28 (+180%) 0.49 (+390%) 0.07 (-30%) 0.01 (-90%) 0.01 (-90%)

Max 1.22 2.23 (+83%) 3.70 (+203%) 1.23 (-0.8%) 0.92 (-24%) 0.96 (-21%)

The proposed solution is modular, and varying the clock frequency allows us to
achieve different levels of granularity for the AoA estimation. The experimental anal-
ysis proved the capability of the approach to operate in real-time. The obtained perfor-
mance confirms the possibility of employing the proposed technique for implement-
ing real-world applications where other classical algorithms for AoA estimation are
adopted.
Moreover, the proposed architecture can be integrated into an ASIC to deploy a low-
cost RTLS solution, given the limited prototype area occupation.
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CHAPTER6
LEO-based Coarse Positioning through AoA Estimation

This chapter is based on the visit final report edited during the permanence as Visiting Expert at the European

Space Research and Technology Centre (ESTEC) of the European Space Agency (ESA), Commercial User Segment

and Navigation System Validation Section, Radio Frequency Systems Division, Electrical Department, Directorate

of Technology, Engineering and Quality (TEC-ESG).

This chapter introduces a novel coarse positioning technique based on AoA es-
timation through phase interferometry from multiple receiver nodes. The technique
works with SoOp from LEO spacecraft. The AoA estimations are used in a simplified
flat-earth geometric model to determine the 2D target position given the position of
a reference node. The phase estimation is performed through the hardware architec-
ture presented in Chapter 5. The architecture was prototyped on a Digilent Nexys A7
Development Board for the AMD Xilinx Artix-7 100T FPGA. A robust measurement
campaign was designed and performed to assess the viability of this approach, de-
termining the overall positioning accuracy of the developed system and meticulously
analyzing the possible contributions to its accuracy degradation.

6.1 Context

When employing geometrical localization techniques the loss of LoS can lead to a
huge precision degradation [1]. The existence of a non-negligible signal power ratio
between secondary and direct paths demands complex techniques for achieving bet-
ter performance. Those techniques can be both time-consuming and computationally
complex. In a Space-to-Earth (S2E) link, the direct path is usually the strongest com-
ponent.
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Hence, it began to be exploited as a way to perform localization. Well-known exam-
ples which constitute the de facto standard for positioning are the GNSSs, enabling po-
sitioning services that can reach a meter-level accuracy under the best conditions [2],
along with navigation and timing services. Those services are deployed through
launching specific constellations of satellites in the MEO (2000 km ≤ h < 35786
km in altitude) and Geostationary Earth Orbit, GEO (h = 35786 km) [3]. Due to the
high distance from the Earth’s surface, the signal experiences a high path loss that
impacts the positioning accuracy or even prevents its use in indoor or dense urban
environments [4].

During the last decades, the space industry started to invest in the LEO, i.e. at
altitudes from a few hundred to a thousand kilometers. LEO allows to achieve lower
transmission delays and path-loss than the MEO and GEO constellations, at the cost of
a higher Doppler shift because of the higher speeds [2]. The first LEO constellations
were mostly employed for telecommunications purposes, in particular voice services
and low-speed data transfer, like Iridium, Globalstar, and Orbcomm [5]. Lately, other
services were provided from other constellations, like Starlink (from SpaceX), Project
Kuiper (from Amazon), and OneWeb for broadband internet access or Argos for earth
observation [4].

Several approaches are proposed in the literature for the development of LEO posi-
tioning systems [6]. The first one is to employ LEO for rebroadcasting GNSS signals
from MEO constellations with higher power on other frequency bands [3]. The perfor-
mance can sensibly increase when compared to classical GNSS, but still, it is required
to increase the mission costs since it is necessary to equip the LEO spacecraft with
expensive and dedicated hardware for the PNT purposes. A second possible approach
is to use LEO positioning systems as support to GNSS in GNSS-denied areas [7]. One
example is the Iridium Satellite Time and Location (STL) signal. Another approach
is to deploy a specific LEO-PNT solution with optimized design parameters. How-
ever, still in the last two examples, specific equipment for the LEO satellites must be
deployed. Some constellations are already providing navigation messages to their sub-
scribers containing information on the range and the orbit [8]. However, the service is
not publicly available.

A possible solution that does not impact the space segment is represented by the
positioning through SoOp. SoOp are defined as signals which do not carry any spe-
cific positioning information since they are designed for other purposes. The position
retrieval is in charge of the receiver by means of the measurement of the RSS, ToA/T-
DoA, AoA, FDoA or Doppler shift [3]. A distinction is made between terrestrial
(e.g. radio, cellular, television) and non-terrestrial SoOp, i.e. LEO communication
satellites signals [9]. As previously mentioned, non-terrestrial SoOps have the great
advantage of a better LoS. Also, SoOps enable the reuse of the existing signals for a
novel purpose, rather than implementing new standards.

The aim of the proposed solution is to provide the first estimation with the lowest
latency and with low complexity. Hence, the coarse positioning system introduced in
this chapter is based on the real-time AoA estimation of SoOp from multiple receivers
through phase interferometry of a pilot tone signal. Pilot tone signals are present in
the Iridium downlink signals (Figure 6.1). The main reason behind the choice of this
reference constellation is because of its great coverage: thanks to its polar orbit, the
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6.2. Geometrical Model

Figure 6.1: The Iridium frame structure. Image by Tan et al. from [10]. Image licensed under CC BY 4.0.

constellation allows it to cover the entire Earth’s surface in an efficient way [11]. Pre-
vious works in literature make use of Iridium SoOp to perform localization. Most of
them are based on the estimation of the Doppler shift, which is employed for space-
craft trajectory tracking. Thanks to Bayesian filtering and Kalman filtering, those
time-varying measurements can lead to position determination [2, 12]. In [13], Lang
et al. propose an anchor-aided localization scheme based on one Iridium downlink
signal. The scheme requires a minimum knowledge of the Iridium spacecraft’s posi-
tion and velocity that is obtained by means of the SGP84 model [14]. Tan et al. [5]
propose a Doppler-based positioning scheme based on a single satellite. The assess-
ment is made through the TDS-1 by Surrey Satellites. Huang et al. in [8] propose
an approach based on the Doppler shift estimation in time domain by measuring the
change rate of the phase and by performing curve fitting on the obtained data. The en-
tire Iridium burst is employed, both pilot and modulated signal. Even if more accurate,
Doppler positioning relies on highly nonlinear equations, thus making the positioning
system complex and not capable of operating in real-time [15].

6.2 Geometrical Model

The simplified geometrical model for 2D distance and position estimation based on
AoA estimation from multiple receivers is introduced in this section. The reference
situation is depicted in Figure 6.2a. The setting involves an anchor node, A, with
known coordinates (xA, yA, zA), a target node T = (xT , yT , zT ) and the spacecraft
S = (xS, yS, zS). The target and the anchor node are static and the spacecraft is mov-
ing. The position of each element in the setting can be described in terms of azimuth
and elevation angles with respect to the observation point i, denoted as αi and εi re-
spectively.
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(a) (b) (c)

Figure 6.2: Reference sketches for the geometrical model: (a) 3D view of the scenario, (b) elevation plane view
(xz-plane), and (c) azimuth plane view (xy-plane).

The plane extension has to be sufficiently limited to consider the flat-earth approxi-
mation valid.
From the hardware equipment point of view, the anchor and the target nodes must be
equipped with a planar array of antennas. Also, the anchor and the target have to rely
on a clock synchronization technique.

6.2.1 Derivation of the relative position from AoA estimation

For the derivation of the equations, the 3D model is split into two planes: the azimuth
plane (xy-plane) and the elevation plane (xz-plane).
Consider the elevation plane, as represented in Figure 6.2b. Since zS ≫ zA, zT we
can assume those last two to be negligible. Hence, taking into account the different
orientations of the angles, we can write:{

xS − xA = zS tan εA

xT − xS = −zS tan εT
(6.1)

Therefore, by summing member-to-member the two equations,

xT − xA = zS(tan εA − tan εT ) (6.2)

By looking at the azimuth plane (as in Figure 6.2c), it is possible to write the trigono-
metric relationships as did before:{

xS − xA = (yS − yA) tanαA

xT − xS = (yS − yT ) tanαT

(6.3)

Therefore, 
yS − yA =

(xS − xA)
tanαA

yS − yT =
(xT − xS)
tan(−αT )

(6.4)

By substituting what was found in (6.3),
yS − yA = zS

tan εA
tanαA

yT − yS = zS
tan εT
tanαT

(6.5)
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By summing the two linear system members,

+yT − yA = zS

(
tan εA
tanαA

+
tan εT
tanαT

)
(6.6)

Hence, the position (xT , yT ) is determined as:
xT = zS(tan εA − tan εT ) + xA

yT = zS

(
tan εA
tanαA

+
tan εT
tanαT

)
+ yA

(6.7)

It is worth mentioning that if we consider the time series of the estimated AoAs for
both anchor and target nodes, that estimation can be employed for generating a se-
quence of estimations for the position of the target with respect to the anchor. Those
values can be averaged over a proper time window to refine the final result or establish
a closed-loop estimation aiming to minimize the error. In this work, a memoryless
open-loop estimation is employed. Furthermore, it is clear how the AoA estimation
accuracy directly impacts the position estimation.

6.2.2 The needed AoA estimation precision

It is interesting to investigate the needed AoA resolution (i.e. the minimum resolvable
AoA) to distinguish two points in the space. To do so, it was performed a simulation.
Considering the Netherlands as the reference zone, the following approximations hold:{

1◦latitude ≈ 111 km

1◦longitude ≈ 66 km
(6.8)

A 20 x 20 grid point map was created with 250 m of spacing and the AoAs both for
azimuth and elevation were computed for each one of those positions, and compared
to the fixed one.
Considering the height associated to LEO, the results are in Figure 6.3. Figure 6.3a
depicts the azimuth angle deviation while Figure 6.3b the elevation one.

(a) (b)

Figure 6.3: Needed AoA accuracy for discriminating points on Earth for signals coming from LEO. Each of the
squares has a side lenght 250 m.
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To distinguish distances up to 250 meters, a high level of precision (on the order of
hundredths of degrees) is required. As anticipated, pure AoA estimation alone is in-
sufficient for achieving precise positioning without additional post-processing. Conse-
quently, this approach is more suitable for coarse positioning. Increasing the accuracy
would necessitate an AoA precision that would result in significant computational ef-
fort and require a powerful receiving front end. This would contradict the objective of
maintaining low complexity.

6.3 Experiments description

This section describes the experimental setup and the motivations behind the choices
in the experiment arrangement. The aim was to track the azimuth and the elevation
AoAs of a signal transmitted by a moving spacecraft in the LEO and to exploit those
angular estimations to determine the position of the target node according to the an-
chor’s one. In detail, the objectives of the experimental campaign were:

• Testing the angular estimation accuracy.

• Comparing it with other approaches to assess its performance.

• Verifying the reliability of the simplified geometrical model.

• Assessing the accuracy of the estimated position.

The hardware signal acquisition chain is sketched in Figure 6.4a. The data processing
stages are represented as a block diagram in Figure 6.4b.

6.3.1 Setup description

The signal data were generated through the Spirent TS1140 Multi Output GNSS Sig-
nal Generator, configured to operate in Dual-box mode, i.e. the outputs can be pro-
vided by the two GNSS generators in Figure 6.5a.
The signal generators were governed by the Spirent SimGEN software, with a cus-
tomized scenario. For the space segment, the scenario involved the simulation of a
LEO spacecraft transmitting a CW signal at frequency fRF = 1575.42 MHz in the L1
band, because of licensing limitations.

(a)

(b)

Figure 6.4: Block diagram of (a) the hardware chain involved in the sample acquisition and (b) the software data
acquisition and processing chain.
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(a)

(b)

(c)

Figure 6.5: (a) The Spirent TS1140 Multi Output GNSS Signal generator boxes: the upper principal box and
the lower box in auxiliary mode. (b) The USRP X300 by Ettus Research equipped with the pair of TwinRx
daughterboards connected to the Spirent Signal generator through four shielded coaxial cables. (c) Internal of the
USRP X300 showing the TwinRx daughterboards and the connections to the 4 rx channels and for the LO sharing.

The base signal power was set to -120 dBm, with the simulator modulating it accord-
ing to the spacecraft movements and the geometric path loss model. As regards the
radiowaves propagation setting, the scenario involved a pure LoS between the satel-
lite and the target, with a specific model for the propagation artifacts. In particular,
for the tropospheric model, the SimGEN was set to simulate a tropospheric delay ac-
cording to the NATO Standard Agreement STANAG 4294 with a surface refractivity
index 324.8. As regards the ionospheric model, the delay model is the default method
employed for the GPS (Klobuchar ionospheric model). The ionospheric model switch
altitude from terrestrial to spacecraft is set to 80 km. For the ground segment, the sim-
ulation involved two static vehicles, one for the reference node and one for the target.
Each of the vehicles was equipped with a 2x2 URA in which each antenna element
had an omnidirectional pattern. The array spacing was set to 9.5 cm which grossly
approaches λ/2 in the L1 band. Each of the antenna elements’ output was mapped to
a proper signal generator output.
During each simulation, various parameters were logged to serve as GT for the final
estimation. The log entries were generated with a time step of 50 ms. The SimGEN
logs represent both azimuth and elevation angles with a precision up to the fourth deci-
mal digit. Moreover, the satellite positions were logged as Earth-Centered Earth-Fixed
(ECEF) and Azimuth Elevation Range (AER) coordinates systems. The position of
the vehicles was logged also in Latitude Longitude Height (LLH) geodetic coordinate
system. An example of the logs is in Figure 6.6.

The outputs of the signal generator were connected to a USRP X300 [16] equipped
with a pair of TwinRX daughter boards [17]. The USRP X300 by Ettus Research [16]
(Figure 6.5b) is a high-performance and scalable Software Defined Radio (SDR) plat-
form. It can be equipped with up to two wideband daughterboards covering a fre-
quency range from 0 to 6 GHz with up to 160 MHz of bandwidth for each daugh-
terboard. It provides multiple high-speed interfaces such as the PCIe, the Dual 10Gb
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Ethernet, and the Dual 1 Gb Ethernet. The core of the device is a Xilinx Kintex-
7 XC7K325T FPGA. It also provides an ADS62P48 14 bit 200MS/s ADC and an
AD9146 16 bit 800MS/s DAC both from Analog Devices. Two master clock rates
are supported: 200 MHz and 184.32 MHz. Both can be decimated through a 10 bits
word. The clock is cleaned thanks to an LMK04816BISQ Jitter Cleaner with dual
loop PLLs.
The TwinRX is a daughterboard for the USRP X300 designed for spectrum moni-
toring and direction-finding applications. It deploys a two-channel superheterodyne
receiver. The RF frequency range spans 10 to 6000 MHz with 80 MHz bandwidth for
each channel. It is delivered with RF shielded to avoid coupling providing nominally
independent RF signal channels with optional LO sharing between them. For each
channel, the tuning is independent. Receiver gains range from 0 to 93 dB. A block
diagram provided by Ettus Research is shown in Figure 6.7. In the L1 band, the noise
figure can range up to 5 dB. All RF ports are matched to 50 ohms with a return loss
that can range up to -10dB. In this work, it was used a pair of TwinRx daughterboards
which were cabled to share the same LO available in channel 1 (as shown in Fig-
ure6.5c). The USRP was connected to a Gigabit Ethernet switch which allowed it to
connect also a host computer to a Layer 2 network. The SDR hardware will be man-
aged through GNU Radio [18]. GNU Radio is a C++ written framework distributed
under the terms of the GNU General Public Licence (GPL). It provides the possibility
to simulate various digital signal processing features or with external hardware such
as the USRP, it is capable of managing digital signal stream in near real-time. GNU
Radio comes with GRC, a graphical interface that makes it easier to define functions
and operations thanks to a modular approach. The whole SDR application looks like
a chain of sub-elements, each one of them fully customizable in the spirit of the SDR
paradigm. The set of chains that are implemented for a single application is called a
flowgraph. The flowgraph used in the experiments is shown in Figure 6.8.
To enable LO sharing between the two daughter boards it is necessary to introduce
specific attribute values in the object interfacing the USRP with GRC software. Three
possible values can be set for the LO-sharing option. The internal setting allows to
employ the internal LO for each channel on the same TwinRX unit. The companion
setting allows to use the same LO as the companion channel on the same TwinRX

Figure 6.6: Example of a SimGEN log for the antenna element 1 in the position "LUMC".
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Figure 6.7: Main blocks of the TwinRx daughterboard [17].

unit. Finally, the external option allows to share the LO with another TwinRX unit.
The acquired data were processed through custom-designed MATLAB routines and
the results were fed to the FPGA unit which hosted the hardware architecture de-
scribed in Chapter 5. The interface was built through the FPGA-in-the-Loop (FiL)
feature of Simulink [19].
The results of the processing were compared with the estimations made through two
other approaches: the 2-Dimensions MUSIC algorithm (2D MUSIC) and the phase
interferometry by means of the IQ samples (IQ Interf). This latter is described in the
Appendix B. For the first approach, we employed its implementation in MATLAB
phased.MUSICEstimator2D object from the Phased Array System Toolbox. As
for the IQ interf, it was chosen to extract the phases of the IQ samples through the
MATLAB implementation of the 2-dimensional arctangent function, arctan2.

6.3.2 Frequency planning and hardware prototype

The received signals at frequency fRF were downconverted to the IF fIF = 50 kHz.
This choice allowed to operate always with signals having positive frequencies, even
in the presence of Doppler shift, thus avoiding dealing with the related ±π ambiguity
for the results. The USRP also sampled the downconverted signal. A discussion on
the USRP sampling rate impact is postponed to Section 6.4.3. The receiver gain was
set to 50 dB.

The FiL interface cannot be driven by clock signals with frequencies below 25
MHz. Hence, we set fclk = 25 MHz. Under these hypotheses, following the (5.17),
and remembering for LEO satellites the Doppler shift can lead to ±45 kHz shifts, the
lowest possible frequency would be around 5 kHz and so L = 13 bits. To keep the
architecture flexible, it was chosen a word length of 14 bits, so the lowest frequency
that can be estimated is 1.526 kHz.

The acquired waveforms were fed to an algorithm developed for emulating the
behavior of a zero-crossing detector (Algorithm 3).

The digital architecture described in Chapter 5 was prototyped on the Digilent
Nexys A7 Evaluation and Development board for the AMD Xilinx Artix-7 100T
FPGA (Figure 6.9). Recall from Chapter 2 that for a 2x2 URA, namely three phase
shifts are sufficient to estimate the azimuth and elevation angles, while to tackle all the

115



i
i

“output” — 2023/8/31 — 14:05 — page 116 — #130 i
i

i
i

i
i

Chapter 6. LEO-based Coarse Positioning through AoA Estimation

Figure 6.8: GRC flowgraph with UHD settings for the signals samples acquisition.

so-called "L"-shapes antenna arrangement it is necessary to handle two more phase
shifts.
All these phase estimation blocks operate concurrently and independently one from
the others. The implementation stage of the FPGA bitstream synthesis was run for
both three and five phase shift estimations, in order to study the different impacts in
terms of resource occupancy on the FPGA. The results are shown in Table 6.1.
In absolute terms, the resource occupation on the FPGA is very low (< 1%) for both
implementations, testifying the low-complexity of the proposed architecture. In rel-
ative terms, adding two other concurrent phase estimations determines an increment
in terms of resource occupations around the 65% for both LUTs and Register Slices.
To improve the accuracy, all the available "L"-shapes were used and averaged. The
post-implementation layout is shown in Figure 6.10.

Figure 6.9: Digilent Nexys A7 Evaluation and Development board for the Xilinx Artix-7 100T.
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Table 6.1: Resources utilization comparison between three or five instances of the phase detector, tackling one or
all the possible "L"-shapes for the phase difference estimation.

Slice Single "L"-shape Full "L"-shapes

Used Utilization Used Utilization

LUTs 250 0.39% 413 0.65% (+65.2%)

Registers 360 0.28% 592 0.47% (+64.4%)

6.3.3 Initial phase calibration

Due to possible mismatches in the reference oscillator locking, the initial phase for the
Local Oscillator (LO) of each channel has a static random additive component that has
to be calibrated. Many techniques have been deployed to perform calibration [20].
One of them employs a target with known position in the far-field region. Thanks
to the geometric relationships, it is possible to retrieve the expected direction vector
of the array corresponding to that given position. The error between the actually
measured phase shifts and the expected ones corresponds to the value that is necessary
to introduce to perform the calibration. In our case, the known target was a space craft
in the MEO orbit in an almost-zenith position. This choice was driven by the fact the
object in the MEO orbit is much slower than the LEO.

6.3.4 Reference and target positions

Five places were taken as positions for the target (marked as: "Oegstgeest", "Am-
stedam", "Delft", "Noordwijkerhout", "North Sea") and one place for the reference
node, marked as "LUMC". First, the AoA estimation accuracy was evaluated for each
of these sites. For the positioning accuracy evaluation, the estimation is made by
taking data from the reference and the targets. The places map is in Figure 6.11.

6.3.5 Comparison metrics

The core metric for the evaluation of the performance is the Absolute Estimation Error
(AEE) with respect to the GT value. In the following paragraphs, the two definitions
of the AEE are introduced.

Figure 6.10: Vivado post-implementation layout view with zoom on the occupied area.
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Figure 6.11: Locations for targets (in blue) and the reference node (in red) on the map.

Evaluation of the AoA estimation accuracy The GT angular pair (α, ε) and its estimation
(α̂k, ε̂k) made through the sample k ∈ N were compared. The AEE is defined on both
azimuth and elevation as follows:{

AEE(αk) = |α− α̂k|
AEE(εk) = |ε− ε̂k|

(6.9)

Evaluation of the position and distance estimation accuracy First of all, recall the definition
of the Euclidean norm to introduce the notation for the AEE definition in the case of
position accuracy evaluation. Supposing to compute the Euclidean distance δ between
two points A = (xA, yA) and T = (xT , yT ), the expression is

δ(A, T ) =
√
[xA − xT ]2 + [yA − xT ]2 (6.10)

The target location Ti is represented by its estimated coordinates T̂i(k) = (x̂Ti,k, ŷTi,k),
being i the location index, and k the sample index. Hence, the estimated norm is

δ̂(A, Ti,k) =
√
[xA − x̂Ti,k]

2 + [yA − ŷTi,k]
2 (6.11)

The AEE for the distance is computed as

AEE(δTi,k) = |δ(A, T )− δ̂(Ti, k)| (6.12)

while the AEE computed for the single coordinates is{
AEE(x̂Ti,k) = |xTi

− x̂Ti,k|
AEE(ŷTi,k) = |yTi

− ŷTi,k|
(6.13)

118



i
i

“output” — 2023/8/31 — 14:05 — page 119 — #133 i
i

i
i

i
i

6.4. Results

6.4 Results

This section presents the results obtained from the validation campaign. First, the
validation of the geometrical model is discussed to test its compliance and its level
of approximation. Therefore, the calibration effects are studied in terms of temporal
consistency, which is the key requirement for the phase interferometric system to op-
erate correctly. Then, it was evaluated the performance in terms of AoA estimation
accuracy, and the possible improvements obtained by increasing the sampling rate.
Finally, the position estimation accuracy reached by the system is discussed.

6.4.1 Geometric model validation

To validate the geometrical model, the angles in the SimGEN logs and the ones com-
puted using the model in Section 6.2.1 for the same position were compared. The
error corresponds to the fitting mismatch of the model with respect to real data. As an
example, the discussion is done on the target position "Oegstgeest" and the reference
node in the "LUMC" position.
The ECEF and the AER coordinates of the reference, the targets, and the satellites
from the SimGEN logs were converted into the East-North-Up (ENU) coordinates
system centered in the reference node position. Then, the azimuth and elevation an-
gles were computed as: 

ε̂A = arctan

(
xENU
S

zENU
S

)
ε̂T = arctan

(
xENU
S − xENU

T

zENU
S

)
α̂A = arctan

(
xENU
S

yENU
S

)
α̂T = arctan

(
xENU
S − xENU

T

yENU
S − yENU

T

)
(6.14)

being (α̂A, ε̂A) the retrieved azimuth and elevation angles pair for the reference node
and (α̂T , ε̂T ) the retrieved angles pair for the target node. Therefore, it was computed
the absolute error between the retrieved angles and the GT angles. The average results
along with the standard deviation of the error are presented in Figure 6.12. A very
small error in the order of 10−2 rad is present in the AoA estimation. This error has
to be related not only to the model itself but also to the number of digits used for the
representation of the GT angular values in (four digits), the approximation introduced
by the arctangent function implemented in MATLAB, and the overall model precision
when performing the change of coordinate system. However, given the result, the
model can be considered to be a good approximation of reality.

6.4.2 Study of the calibration vector consistency

It is important to ensure the calibration vector containing the phase offset remains
constant throughout the duration of all experiments. Otherwise, it means a sort of
intermodulation or other sources of non-systematic offset is introduced, determining
the degradation of the accuracy.
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Consecutive blocks of signals were taken. Their temporal duration corresponds to
one record in the SimGEN logs. For each of these records, the phase calibration vector
was computed, resulting in one point of the plot in Figure 6.13a.
Figure 6.13b shows the difference between the phase offset vector sample k + 1 and
the sample k, i.e. the variation of the calibration vector values from the previous to
the next phase calibration step. The behavior for all three values oscillates with values
in the order of 10−3 rad.
The graph in Figure 6.13c describes the Probability Distribution Function (PDF) of
the error, which clearly exhibits the behavior of a normal distribution. Hence, the
effect that is dominating the phase drift is the zero-mean Gaussian noise.

6.4.3 AoA estimation validation

In this section, the AoA estimation accuracy is characterized. This latter is compared
to the MATLAB implementation of the 2D MUSIC algorithm and to the performance
reached by IQ Interf. The proposed approach is referred to as Digital AoA. In the
analysis, the impact of the sampling rate was taken into account. Also, it was analyzed
the overall AoA estimation accuracy with fs = 2.5 MS/s and the capability of the
system to track the fast-moving LEO spacecraft.

Study of the impact of the sampling rates The sampling rate of the signal also has an im-
pact on the overall estimation accuracy. Normally, the sampling rate is identified with
the clock frequency fclk. However, in the specific situation employed as an experiment
setup, there is a difference between the sampling frequency fs employed by the USRP
to sample the analog signals and the clock frequency of the FPGA, fclk. The USRP
sets an upper bound for the sampling rate that is lower than the FiL lower bound on
the clock frequency. Thanks to a feature already implemented in FiL it was possible
to upsample the signal to fclk: in this way, the bottleneck is not anymore the clock
frequency but the sampling rate.

The AoA estimation accuracy is related to the phase shift estimation accuracy,
which is linked to the clock frequency (see Chapter 5). The test was performed for the
sampling frequencies fs = {0.5, 2.5, 5}MS/s.
The Nyquist sampling theorem states the lowest allowable sampling frequency for a
CW signal is fNyq = 2 · f being f the tone frequency.

Figure 6.12: Study of the error between the GT AoAs from SimGEN logs and the ones obtained from the geomet-
rical model.
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Figure 6.13: Study of the calibration vector steadiness through the time. (a) Calibration vector values (b) Sample-
by-sample variation of the calibration vector (c) PDF fitting of the variation.

Recalling the OSR definition:

OSR =
fs
fNyq

(6.15)

In our case, OSR = {5, 25, 50}. In uniform sampling, the OSR represents the number
of available signal samples for each semiperiod. On average,

∆φmin,OSR =
π

OSR
(6.16)

By increasing the OSR it is expected an increase in the phase shift estimation accu-
racy. This statement is proved by the results shown in Figure 6.14, which represent
the Cumulative Distribution Function (CDF) of the absolute error on the phase esti-
mation with the different considered sampling rates. The results for AoA estimation
with different sampling rates are shown in Figure 6.15 and Table 6.2.
The improvement of the sampling rate leads to an increase in the estimation accuracy
(and thus, as it was proved in Section 6.2.2, to the final positioning system accuracy).
This comes at the cost of a higher number of samples to be processed for the 2D MU-
SIC and IQ Interf approaches, leading to a higher load due to higher storage capacity
and the increased number of computations for the same time frame. As an exam-
ple, let us consider the MUSIC algorithm which has to deal with the computation of
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Figure 6.14: CDF analysis of the phase AEE for the three different sampling rates, on all the estimation pairs. In
detail (a) Results for OSR = 5, fs = 500 KS/s, (b) Results for OSR = 25, fs = 2500 KS/s, and (c) Results for
OSR = 50, fs = 5000 KS/s.
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Figure 6.15: Comparison in terms of mean AEE for the azimuth and elevation angles based on the three different
approaches under comparison and the three analyzed sampling frequencies. In detail: (a) azimuth and (b) elevation
mean AEE. The error bars represent the sample standard deviation.

Table 6.2: Mean AAE vs sampling rates for the three different approaches under test. The results are presented in
the (α, ε) angle pair form, specifying the standard deviation.

fs [MS/s] IQ Interf [deg] 2D MUSIC [deg] Digital AoA [deg]

0.5 (0.21± 0.02, 0.25± 0.03) (0.21± 0.03, 0.16± 0.03) (0.25± 0.15, 1.86± 0.56)

2.5 (0.10± 0.02, 0.02± 0.01) (0.09± 0.03, 0.08± 0.04) (0.07± 0.06, 0.08± 0.08)

5 (0.07± 0.02, 0.16± 0.03) (0.07± 0.03, 0.07± 0.04) (0.03± 0.02, 0.07± 0.05)

the autocorrelation matrix for its first phase. The computational complexity of this
operation is roughly O(NM2), where N is the number of acquired samples and M
is the number of antenna array elements. Being the proposed approach an open-loop
single-snapshot estimation algorithm, the increase in sampling rate does not determine
a complexity increase as soon as the employed prototyping platform supports it.

AoA estimation accuracy For each of the positions mentioned in Section 6.3.4, it was
performed the estimation of both azimuth and elevation angles.
The architecture described in Chapter 5 is also capable of keeping track of the Doppler
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Shift. Recalling the (5.11), this is done by means of the FW whose variation is de-
picted in Figure 6.16a. Also, the system operates in real-time giving the first estimates
with a transient of a few periods, directly depending on the clock frequency for the
digital system and the input signal frequency. A sample result is shown in Figure
6.16b, where all five estimations are performed concurrently and independently one
from the others.

0 0.2 0.4 0.6 0.8 1
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16.55
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(a)

0 1 2 3 4

-6
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-4

-3
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Figure 6.16: Example graphs from the "LUMC" location representing (a) the capability of tracking the Doppler
shift induced by the high-speed motion of the spacecraft and (b) the possibility of having the first result after a few
IF signals period, neglecting an initial transient for the digital architecture

Table 6.3 summarizes the number of available samples for the AoA estimation.
Each of these experiment samples (the ones that were indexed as k ∈ N in Section
6.3.5) captures 5 ms of signal data and generates one estimation for the azimuth and
one estimation for the elevation.

Table 6.3: Size of the experimental sample (i.e., the estimated AoAs) on which it was performed the position
estimation. Each experimental sample captures 5 ms of data.

Location # Samples

LUMC 401

Oegstgeest 316

Amsterdam 239

Delft 459

Noordwijkerhout 395

North Sea 397

The results for the AoA estimation in each location are summarized in Table 6.4,
in which the average AEE and its standard deviation are reported. As an example, for
the locations "LUMC" and "Oegstgeest" there are also reported the time series of az-
imuth and elevation angles estimations (Figures 6.17a-6.17b for "LUMC" and Figures
6.18a-6.18b for "Oegstgeest") and the time series of the AEE (Figures 6.17c-6.17d
for "LUMC" and Figures 6.18c-6.17d for "Oegstgeest") thus proving the capability of
tracking moving objects thanks to the described approach.
To better analyze the AEE trend, it was also computed an empirical CDF for the
three approaches under analysis. The results are shown in Figures 6.17e-6.17f for the
"LUMC" location and in Figures 6.18e-6.18f again for both azimuth and elevation
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Table 6.4: Mean AEE for the AoA estimation for each location, comparing the three approaches under analysis.
The results are presented in the (α, ε) angle pair form, with the specification of the standard deviation.

Location 2D MUSIC [deg] IQ Interf [deg] Digital AoA [deg]

LUMC (0.03± 0.02, 0.12± 0.04) (0.01± 0.01, 0.22± 0.02) (0.08± 0.06, 0.11± 0.09)

Oegstgeest (0.03± 0.02, 0.06± 0.04) (0.02± 0.01, 0.16± 0.02) (0.07± 0.06, 0.08± 0.06)

Amsterdam (0.03± 0.02, 0.19± 0.03) (0.02± 0.01, 0.28± 0.02) (0.08± 0.06, 0.16± 0.09)

Delft (0.14± 0.04, 0.03± 0.02) (0.14± 0.02, 0.12± 0.02) (0.06± 0.06, 0.15± 0.09)

Noordwijkerhout (0.18± 0.03, 0.08± 0.03) (0.19± 0.02, 0.18± 0.02) (0.06± 0.05, 0.19± 0.09)

North Sea (0.04± 0.03, 0.06± 0.04) (0.04± 0.02, 0.16± 0.02) (0.18± 0.08, 0.17± 0.11)

angles. The order of magnitude of the mean AEE for each of the three techniques
is the same. The proposed approach exhibits lower accuracy that the other algorithms
under evaluation as a mean value, at the advantage of sensibly lower computational
complexity and time needed for the estimation. By looking at the time evolution of
the AEE we observe how the 2D MUSIC experiences a stair-like behavior, probably
due to sampling frequency. The random profile of the errors for Digital AoA suggests
a strong impact of zero mean effects on the estimation accuracy.

6.4.4 Position estimation accuracy validation

For each of the target locations described in Section 6.3.4, it was estimated the po-
sition of the target given the reference node position, "LUMC". The final estimation
accuracy is compared to the ones obtained by the other approaches under analysis by
means of the metrics introduced in Section 6.3.5.
In Table 6.5, it is summarized the outcome of the position estimation through mean
AEE on the distance for each location and each approach under analysis. The uncer-
tainty is expressed in terms of the standard deviation.
As it was done for the AoA estimation, and also for the positioning the example case of
the location "Oegstgeest" is detailed. In Figure 6.19a it is shown a bar graph compar-
ing the average AEE on the distance for each of the three approaches under analysis.
The error bars indicate the standard deviation of the AEE. In Figure 6.19b it is rep-
resented the CDF for the distance AEE. In Figure 6.19c and Figure 6.19d it is shown
the AEE on the estimation of the x and y coordinate of the target, respectively. The

Table 6.5: Mean AEE for the distance for each location, comparing the three approaches under analysis, along
with its standard deviation. All the values are expressed in kilometers.

Location GT [km] 2D MUSIC [km] IQ Interf [km] Digital AoA [km]

Oegstgeest 3.38 0.67 ± 0.38 0.71 ± 0.36 1.70 ± 1.72

Amsterdam 56.26 1.85 ± 1.01 1.16 ± 0.71 3.39 ± 2.94

Delft 32.02 1.24 ± 0.60 0.63 ± 0.55 3.12 ± 2.43

Noordwijkerhout 16.64 1.72 ± 1.07 1.56 ± 0.63 3.16 ± 2.43

North Sea 26.14 0.92 ± 0.59 0.52± 0.36 3.21 ± 2.09
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Figure 6.17: Results of the AoA estimation and Location "LUMC" using the three approaches under comparison:
(a) Azimuth angle tracking over time, (b) Elevation angle tracking over time, (c) AEE for the azimuth angle over
time, (d) AEE for the elevation angle over time, (e) CDF of the AEE for the azimuth angle, and (f) CDF of the
AEE for the elevation angle.

proposed approach leads to higher errors with slightly higher dispersion around the
mean value than the other two approaches under analysis. Nevertheless, the order of
magnitude is practically the same. This is due to the different accuracy reached by
the AoA estimations by the different approaches. The order of magnitude for this
distance estimation error is compatible with what was expected after the analysis in
Section 6.2.2.
From that analysis, it was proven that even errors in the order of tenths of a degree
for the final AoA estimation can lead to a precision up to units of kilometers for the
distance estimation.
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Figure 6.18: Results of the AoA estimation and Location "Oegstgeest" using the three approaches under compar-
ison: (a) Azimuth angle tracking over time, (b) Elevation angle tracking over time, (c) AEE for the azimuth angle
over time, (d) AEE for the elevation angle over time, (e) CDF of the AEE for the azimuth angle, and (f) CDF of
the AEE for the elevation angle.

6.5 Conclusions

This chapter introduced a novel local positioning system relying on the AoA esti-
mation of LEO SoOp from multiple receivers. The AoA estimation is provided in
real-time through the digital hardware architecture described in Chapter 5.
The position estimation is achieved through a simplified Euclidean model that links
the differential AoA estimation to the planar cartesian coordinates. After introducing
and describing the experimental setup, the results achieved in terms of positioning and
AoA estimation error were presented. With an OSR of 25, thus having 50 signal sam-
ples for each signal period, the system reached a sub-degree AoA estimation accuracy
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Figure 6.19: Results of the position estimation for target location "Oegstgeest" on both reference and target. (a)
Comparison of the mean AAE and standard deviation for the three approaches under comparison (b) AAE for
the xT estimation (c) CDF of the error computed on the norm for the three approaches and (d) AAE for the yT
estimation.

(≈ 0.1◦) that is comparable to the other two approaches under analysis, which came
at the same result with higher computational complexity and hardware complexity.
The proposed approach, in fact, can operate just with real values, while the other two
approaches require the presence of a quadrature demodulator and downconverter. In
terms of distance resolution, generally, the system achieves performance in the order
of units of kilometers, which was expected due to the AoA estimation accuracy.
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APPENDIXA
Hardware design and discussion

In this appendix the (mostly analog) hardware boards and components designed to
support the presented experiments is discussed, along with the motivations of some
design choices.

A.1 Design of a ULA of Inset Fed Microstrip Patch Antennas

A.1.1 Design and optimization of the single element

In order to determine the rectangular patch dimensions that are the starting point
of the optimization process, classical formulas from the antenna theory were em-
ployed [1]. The objective is to design an inset-fed rectangular patch, with a center
frequency of 3.30 GHz, without any particular constraint on the bandwidth, using a
Rogers RO4003C substrate [2] having ϵr = 3.38 and thickness hsub = 1.524 mm. The
copper sheet thickness is 35 µm. The parameters to determine are in Figure A.1.
First, the width W of the patch was determined as

W =
λ

2

√
2

ϵr + 1
(A.1)

resulting in the theoretical valueWth = 30.24 mm. Then it was computed the effective
dielectric constant of the substrate, ϵeff according to

ϵeff =
ϵr + 1

2
+
ϵr − 1

2

[
1 + 12

hsub
W

]
= 3.13 (A.2)

Hence, the effective length L of the patch was determined as

L =
λ

2
√
ϵeff
− 2∆L = 23.95 mm (A.3)
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Figure A.1: Inset feed rectangular patch dimensions to be determined.

having

∆L = 0.412 · h ·

(
ϵeff + 0.3

)(
W

hsub
+ 0.264

)
(
ϵeff − 0.258

)(
W

hsub
+ 0.8

) ≈ 0.67 mm (A.4)

since it is necessary to take into account the virtual "stretching" of the patch length
due to the fringing of the electromagnetic field on the patch borders.
Once all those values are known, it is necessary to determine the point at which the
patch antenna should be fed in order to maximize the power transfer (i.e. the antenna
is matched to the characteristic impedance of the feed). Usually, the matching is done
towards 50 Ω. The real part of the input impedance of the patch along its length can
be approximated with a cosine function. In fact, by assigning the variable y to the
displacement along the y axis, y ∈ [0, L],

Rin(y) = Rin(0) cos
2

(
π

L
y

)
(A.5)

having the input resistance of the patch at y = 0 to be

Rin(0) = 90
ϵ2r

ϵr − 1

(
L

W

)
(A.6)

By plotting the function (A.5) in the case of the computed dimensions, the resulting
curve is in Figure A.2. The indicated point is ŷ = 8.98 mm.
The feed length has to be λ/2 long, i.e. ≈ 25.3 mm.
Some simulations were performed and through a trial-and-error procedure, the final
values for the best results were reached. The ground plane was set to be≈ W/4 wider
and longer than W and L respectively. Those values are summarized in Table A.1,
and they are not so different from the theoretical ones.
The single element was realized using an LPKF Protomat C60 circuit board plotter.
After soldering an SMA connector to the realized antenna, the reflection coefficient
was measured and compared to the simulated one. The result is in A.3a. It is possible
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Figure A.2: Approximate input resistance variation along the patch length with respect to the bottom.

Parameter Value [mm]

W 30

L 23.4

WI 1

LI 8.8

WS 12.3

WF 3.4

LF 24

Table A.1: Final dimensions of the designed patch

to observe the center frequency is shifted 80 MHz above the simulated one but still
in target for the initial specifications. The bandwidth is approximately unchanged
(simulated 45 MHz vs realized 60 MHz).
As regards the far-field characteristic of the antenna element, the simulated gain and
directivity plots in the azimuth plane are in Figure A.3b. The maximum gain Gmax =
6.38 dBi at ϑ = 0 deg. The Half Power Beam Width (HPBW) is around 90 degs. The
radiation efficiency is 56.46%.

A.1.2 Design of the ULA and characterization

For realizing the Uniform Linear Array (ULA), the single patch element was repli-
cated at distance λ/2 one from the other, taking as reference the center of the patch.
Each element of the array shares a common ground plane. A picture of both the real-
ized patch antenna element and the array is in Figure A.4.
The simulation results for the insertion loss are in Figure A.5a, showing how the pres-
ence of multiple elements determines an impact on the shift of both magnitude and
frequency position of the minimum return loss. Therefore, those results can be com-
pared with the measured ones in Figure A.5b, which show again almost the same
frequency shift as for the single patch element.
The array bandwidth was designed as the range of frequencies in which the return loss
is under the reference value −10 dB (i.e. at least 2/3 of the energy is not reflected
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Figure A.3: (a) Simulated and measured return loss (S11) of the designed patch antenna and (b) Simulated gain
(in green) and directivity (in red) of the designed patch antenna.

Figure A.4: Realized patch antenna element and ULA.

back to the generator) for each of the array elements. Indeed, the array bandwidth is
30 MHz with a center frequency of 3.24 GHz. As regards the realized bandwidth and
center frequency, they are 43 MHz and 3.4 GHz respectively.
Even if the patch antennas do not have a constant current distribution, and so the
transmission S-parameters (i.e. sij, i ̸= j ∀i, j ∈ ULAindex) do not model properly
the mutual coupling, still they provide a qualitative measure of this phenomenon. The
transmission S-parameters of adjacent array elements were first simulated and then
measured on the realized antenna elements. Results are in Figure A.6. At the fre-
quency of interest, the transmission S-parameters follow what was simulated in terms
of magnitude and reach an acceptable level of isolation.
With each of the array elements being powered in phase, the simulated gain and di-
rectivity are represented in Figure A.7. In detail, the maximum gain is 11.2 dBi at 0
deg. The HPBW reduces to 16 degs. The simulated radiation efficiency is 67.29%.
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Figure A.5: (a) Simulated and (b) measured return loss for the antenna elements of the ULA.
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Figure A.6: (a) Simulated and (b) measured transmission S-Parameters for the adjacent elements of the ULA.

Figure A.7: Simulated gain (in green) and directivity (in red) of the designed patch antenna.
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A.2 RxFE5900 RF front-end for complex demodulation

(a) (b)

Figure A.8: (a) Schematic and (b) realized PCB of the RxFE5900.

RxFE5900 is a custom-designed board for the preconditioning and complex down-
conversion of RF signals. Its schematic is shown in Figure A.8a and a photo of the
prototype is in Figure A.8b.
The board deploys a Low-Noise Amplifier stage and an active complex demodulator.
The whole structure was designed for unbalanced (single-ended) signals. The inputs
and the outputs of the board are matched to 50 Ω. The filtering stage after the complex
downconversion is deployed through external components, to allow the downconver-
sion to different frequencies and with different bandwidths. The RF input frequency
range spans from 400 MHz to 6 GHz. The IF frequency range is from 200 kHz up to
200 MHz. The LO maximum frequency is 5.8 GHz.

For the amplification stage it was chosen an HMC8411 LNA by Analog Devices
[3]. The LNA has a typical noise figure of 1.7 dB, providing a gain of 15.5 dB and an
output IP3 of 34 dBm. The device can nominally operate from 10 MHz up to 10 GHz,
but the best performance for the noise figure is guaranteed in the 100 MHz to 6 GHz
frequency range.

The ADL5380 by Analog Devices [4] is in charge of the complex downconver-
sion of the input signal. The device operates from 400 MHz to 6 GHz, providing a
conversion gain that depends on the operating frequency. Approximately, the voltage
conversion gain is around 7 dB. The phase accuracy is around 0.2 degs and the ampli-
tude balance is 0.07 dB. For the three inputs (RF, LO, and IF), the device works with
balanced (differential) signals. Hence, it is necessary to introduce baluns to match the
single-ended output of the HMC8411 to the differential input of the ADL5380. The
same has to be done for the LO input and the in-phase and quadrature outputs of the
demodulator. To do so, it was inserted a TCM1-83X by Mini-Circuits [5] as the balun
between the HMC output and the ADL RF input. The TCM is a 1:1 impedance trans-
former from differential to single-ended 50 Ω. It has a wide operating frequency, from
10 MHz to 8 GHz, thus being suitable for the interfacing of the HMC to the ADL.
In the frequency of interest (0.4 to 6 GHz), the insertion loss is 1.28 dB on average,
introducing a peak amplitude unbalance of 0.76 dB at 6 GHz and a peak phase unbal-
ance of 13 degs at 3 GHz.
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For the LO, it was used a MABA-011082 by Macom [6]. The MABA is another 1:1
impedance transformer operating from 5 MHz to 8 GHz. The insertion loss is typi-
cally 1.5 dB on all the operating bandwidth. The peak amplitude unbalance is 0.8 dB
in the 5 MHz - 3 GHz frequency range and 3.1 dB in the 3-8 GHz range. The peak
phase unbalance is 8 degs in the 5 MHz - 3 GHz frequency range and 20 degs in the
3-8 GHz range. The MABA was chosen for its capability of managing an RF power
up to 1 W.
The in-phase and quadrature differential outputs of the quadrature demodulator were
interfaced to the single-ended output of the board through a pair of ADT-1-1+ by Mini
Circuits [7]. Their operating frequency range is from 150 kHz to 400 MHz and they
provide a 1:1 impedance transformation as the previous two baluns. The peak in-
sertion loss is 3 dB. The amplitude unbalance is lower than 0.5 dB up to 150 MHz,
reaching a peak of 4 dB at 400 MHz. For the phase unbalance, it is lower than 6 degs
up to 150 MHz, and it reaches 25 degs at 400 MHz. Hence, practically the balun
ensures appreciable performance for IFs up to 200 MHz.
Both the ADL5380 and the HMC8411 have 5 V power supply. Thus, a single DC
supply source is necessary.

The PCB was designed on RO4350B [8] with dielectric constant ϵr = 3.66 and
thickness 0.762 mm. The copper foil has 35 µm thickness. The substrate provides
low dissipation factor tan δ = 3 · 10−3 up to 10 GHz. The power traces width was
dimensioned taking into account the copper thickness and the amount of carried cur-
rent. The IPC-2221 [9] establishes a standard for the power traces width (expressed
in mils) in PCB according to the conductor thickness hC expressed in Oz, the allowed
temperature increase in Celsius degrees ∆T and the maximum current flow I in Am-
peres:

W =

0.725

√
I

(0.048∆T )0.44

hC · 1.378
(A.7)

The signal traces were dimensioned using the LineCalc tool of Keysight PathWave
ADS. Considering the whole circuit drains as peak current less than 1 A, the widths
in Table A.2 were chosen for both signal and power traces.

Min [mm] Nom [mm] Avg [mm]

Signal 0.25 1.6 0.6
Power 0.15 0.2 0.3

Table A.2: Signal and power traces minimum (Min), nominal (Nom) and average (Avg) values.
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Appendix A. Hardware design and discussion

A.3 RF Downcoverter

This section describes the RF downconverter with an integrated IF bandpass filter. The
schematic is in Figure A.9a. Figure A.9b depicts the realized PCB and the mounted
components. The board is in charge of amplifying, downconverting, and filtering an

(a) (b)

Figure A.9: (a) Schematic and (b) realized PCB of the described RF downconverter.

RF signal with center frequency fRF = 3.35 GHz. The first stage is an amplifier,
the ADL5611 by Analog Devices [10]. The block operates from 30 MHz to 6 GHz,
with a gain of 23 dBm up to 2 GHz, 20 dBm up to 4 GHz, and sensibly decreases
to 15 dBm when reaching 6 GHz. Hence, at the frequency of interest, the gain is 20
dBm, with a noise figure NF ≈ 3 dB. The 1dB compression point and the Third Order
Intercept (IP3) are respectively ≈ 17.4 dB and ≈ 28.6 dB. The bias is on the RFout
port of the device and requires an RF choke L1 = 43 nH. The output is connected to
the ADE-35+ passive mixer by Mini-circuits [11]. The ADE-35+ is a surface-mount
frequency mixer operating from 1.6 GHz up to 3.5 GHz. Being a passive mixer, it
introduces a conversion loss that in the frequency of interest is approximately 8 dB.
It provides a good LO to RF isolation (16 dB minimum, 25 dB typical) and also a
good LO to IF isolation (12 dB minimum, 22 dB typical). The minimum power for
the LO branch signal is +7 dBm. Because of the fact the mixer introduces a strong
attenuation, another gain block is on the IF path. The ADL5535 [12]. Its structure is
very similar to the ADL5611, but it operates from 20 MHz up to 1 GHz. Hence, a
different RF choke is required (L2 = 470 nH).
As regards the performance in terms of gain, the board was employed for different
experiments (see Chapter 4 and Chapter 5), in which the IF frequency was different.
In one case, the interest was in having a fIF ≈ 200 MHz, while in the other the interest
was in fIF ≈ 20 MHz. The gain associated with the first frequency is ≈ 16 dB while
for the second one, the gain is ≈ 16.7 dB.
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A.3. RF Downcoverter

A.3.1 Design of the IF band-pass filters

Having two IF also means the two IF filters to reject the high-frequency components
should be different. In order to employ the same PCB layout, the first filter developed
by Piccinni in [13] (which reflection and transmission coefficients in the frequency
domain is in Figure A.10a-A.10b respectively) was substituted by only changing the
lumped components because both IF allows the use of them.

(a) (b)

Figure A.10: 5th order Chebyshev band-pass filter designed by Piccinni G. in [13]: (a) simulated and measured
return loss and (b) simulated and measured transmission loss (S21) coefficient.

The second (low-IF) designed filter was designed through Keysight ADS and the re-
sulting simulation is in Figure A.11.
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Figure A.11: Designed pin-to-pin compatible 5th order Chebyshev band-pass filter return loss and transmission
loss coefficient.
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Appendix A. Hardware design and discussion

A.4 LTC6957 logic interface board

The LTC6957 by Analog Devices [14] is a low-phase noise, dual output logic con-
verter. The device is available in several versions, providing different output logic
levels corresponding to different logic families. The LTC6957-3 provides a pair of
in-phase CMOS logic outputs. The device operates in the frequency range of 0 to
300 MHz. The differential input signal level peak-to-peak range spans from 0.2 to 2
V. The bias voltage is VDD = 3.3 V which is almost equal to the output high-level
voltage. The low-level voltage is in the order of tenths of a Volt. The device provides
an internal filter bank. The wanted filter can be chosen by setting high or low logic
values on the FILTA and FILTB inputs.

The aim of the designed board was to provide the possibility of converting CW
signals to CMOS square waves that can be logically interfaced with the digital ar-
chitecture described in Chapter 5. The board schematic is in Figure A.12a while the
realized board is in Figure A.12b.

(a) (b)

Figure A.12: (a) Schematic and (b) realized PCB of the described squaring circuit.

The board layout was prototyped using an FR4 substrate. The biasing and interfac-
ing networks include lumped components because of the low frequency of operation.
The board was realized in the laboratory using an LPKF Protomat C60, without the
possibility of plating via holes. Therefore, the designed architecture, FILTA is on
logic HIGH while FILTB is on logic low to simplify the PCB layout. With this con-
figuration, the input filter edge is at 500 MHz. The inputs and outputs of the device
are matched to 50 Ω. The AC-coupling capacitor marked as "DNI" on the schematic
was substituted with a zero-ohm resistor, while the second output of the device was
connected to the ground because it was not needed.

A.4.1 Validation of the phase coherency

Some tests were performed to assess the introduced jitter and the phase/frequency
coherency test after the squaring stage. The CWs were generated as the result of a
downconversion procedure by means of the RF downconverter described in Section
A.3. It employed the version with the bandpass filter centered at 27 MHz. The setup
was composed as follows. A pair of ADF4355 PLL evaluation boards by Analog De-
vices [15] were connected to a pair of RF downconverters to the RF-in port to generate
single-tone signals. To ensure phase consistency of the generated waveforms, both
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A.4. LTC6957 logic interface board

PLL were connected to the same reference signal source, i.e. the Keysight E4433B
ESG-D Series Digital RF Signal Generator [16]. The reference signal frequency was
100 MHz, while the PLL output frequency was set tofRF = 3.4 GHz. The LO input
of the RF downconverter was generated by an Agilent N5182A Vector Signal Gen-
erator [17], with frequency fLO = 3.38 GHz. Both signal generators have a single
output, hence a power divider was employed to split the single output into a pair of
in-phase outputs for both instruments. To measure the waveform parameters, it was
used a LeCroy Wave Pro 7300A digital oscilloscope (DSO). The DSO has a 3 GHz
analog bandwidth and a 20 GB/s maximum sampling rate. The RF downconverter
setup results in an IF fIF = 20 MHz.
The test consisted of four phases:

• Measurement of the imposed phase shift at RF

• Measurement of the imposed phase shift at IF at the output of the downconverter

• Measurement of the imposed phase shift at IF at the output of the LTC6957 board

• Characterization of the jitter of the LTC6957 board

The RF phase shift was imposed by keeping one of the two PLLs as a reference
and setting the phase shift on the second one. For a waveform at a frequency of 3.40
GHz, the maximum sampling rate guarantees ≈ 6 points per period, thus introducing
a ≈ 1.07 rad phase ambiguity that is too high for phase critical application. Since
the measured signal is periodic and the trigger event is identical for every sweep (the
rising edge of the waveform generated by the reference PLL is taken as the trigger
event), it is possible to exploit the Random Interleaved Sampling (RIS) function of the
DSO [18]. The RIS generates a very high effective sampling rate by moving the trigger
between samples. In this way, successive asynchronous acquisitions of the same signal
are stored and properly reordered to generate a virtually higher sampling rate that can
reach 200 GS/s. A visual representation of the operations performed by RIS is in
Figure A.13. With the new sampling frequency, the phase resolution nominally drops

Figure A.13: Visual representation of the RIS procedures from the LeCroy whitepaper [18].

to 0.1 rad for the RF signal. However, since the sampling is not anymore uniform, this
value is not reliable. After having imposed the phase shift, the result of the phase shift
measurement is in Figure A.14. By zooming the timebase, it is possible to measure a
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Appendix A. Hardware design and discussion

(a) (b)

Figure A.14: RF phase shift analysis: (a) large and (b) small time base for acquired waveforms.

time delay ∆τRF = 9.4 ps. Hence, the relative phase shift is

∆φ(∆τRF ) = 2πfRF∆τRF ≈ 0.20 rad

Then it was measured the IF output of the downconversion stage. The result is in
Figure A.15. Note that the sampling frequency is 20 GS/s in single-shot mode, hence

Figure A.15: IF phase shift analysis of the downconverter output: zoom on a small time base capture.

the phase resolution for IF is 2π · 10−3 rad. In this case, ∆τIF = 2.25 ns. Hence,

∆φ(∆τIF ) = 2πfIF∆τIF ≈ 0.28 rad

Given the error in the RF phase estimation, it is possible to consider this value an in-
dicator of an acceptable level of phase difference conservation in the downconversion
stage.
Therefore, by connecting the LTC6957 board, the result is as in Figure A.16. The two
squared signal have a time delay ∆τSIF = 2.6 ns that lead to

∆φ(∆τSIF ) = 2πfIF∆τ
S
IF ≈ 0.32 rad

The squaring stage introduces a relative error of 0.04 rad.
The jitter of the generated square waves was characterized by time domain mea-

surements and statistical analysis. The results are in Figure A.17. The period analysis
resulted in an equal mean value of approximately 50 ns with a standard deviation of
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(a) (b)

Figure A.16: IF phase shift analysis of the squaring board output: (a) large and (b) small time base for acquired
waveforms.

Figure A.17: Statistics on the output of the squaring board for the jitter analysis in the time domain.

units of picoseconds (≈ 1.4 · 10−3 %). The histogram plot shows a Gaussian-like
distribution of the measurements. To further study the signal jitter, it was taken into
account the Time Interval Error (TIE). The TIE measures the position of the rising
and falling edges of a square wave and it compares with the expected position of an
ideal square wave with the same frequency and duty cycle. By setting 20 MHz as the
target (expected) frequency, the results show a 0 mean effect on both devices under
test with minimum and maximum values in the order of ≈ ±30 ps. The TIE captures
both cycle-to-cycle and period jitter. Hence, it is possible to state the jitter effects are
limited to the output of the squaring circuit.
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APPENDIXB
IQ Samples Phase Extraction

Suppose an N -element array of antennas receives a signal si(t) at each element:

si(t) ≈ K cos(2πfRF t+ φi), i = 0, · · ·N − 1 (B.1)

Suppose this downconversion stage of the RF chain is a complex demodulator. The
low-pass equivalent of each signal is:


I(t) =

K

2
cos(2πfIF t+ φi)

Q(t) =
K

2
sin(2πfIF t+ φi)

(B.2)

under the hypothesis no amplitude or phase imbalance affects the two branches. After
passing through an ADC stage, the equivalent passband in complex notation is:

sIFi [k] =
K

2

(
I[k]− jQ[k]

)
(B.3)

The phase difference can be computed through the argument of the complex number
sIF [k] if the sampling frequency is high enough:

∠sIFi [k] = arctan2(sIF [k]) = arctan2

(
Q[k]

I[k]

)
= φi (B.4)
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Appendix B. IQ Samples Phase Extraction

where arctan2(·) is the 2-argument arctangent function. The arctan2 for a complex
number x+ jy ∈ C, where y, x ̸= 0 is defined as

arctan2(y, x) =



arctan(y/x) if x > 0

arctan(y/x) + π if x < 0 and y ≥ 0

arctan(y/x)− π if x < 0 and y < 0

π/2 if x = 0 and y > 0

−π/2 if x = 0 and y < 0

(B.5)

In this case, the phase difference between array elements i and j can be computed as

∆φij = φj − φi = ∠sIFj [k]− ∠sIFi [k] (B.6)

The IQ downconversion has the drawback of being strongly dependent on the ac-
tual quadrature of the I and Q local oscillators. If a small imbalance is present, and so
the I and Q oscillators are not phase-shifted of a quantity π/2, determining a cross-talk
between the I and Q components. For the phase integrity point of view, from the (B.2)
by denoting with φe the error, we get for instance

Î(t) =
K

2
cos(2πfIF t+ φi)

Q̂(t) =
K

2
sin(2πfIF t+ φi + φi

e)

(B.7)

By substituting in the (B.6), the estimated phase difference is:

∆φ̂ij = φj − φi + (φj
e − φi

e) (B.8)

that may lead to AoA estimation errors in phase interferometry. This problem may be
partially solved by implementing the IQ downconversion stage directly in digital, so
the IQ beating is done after the sampling. However, in this case, a key role is played
by the word length for the sample representation and the sampling frequency itself.

Figure B.1: Phase extraction from IQ samples using complex demodulation.
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