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Abstract

This doctoral thesis reports the results carried out by the author during the three-year

activities of the XXXVI cycle of the Ph.D. course in Electrical and Information Engineering

at Politecnico di Bari. The main goal of this work was to develop methodologies and

controls for managing distributed energy resources with the aim to promote the deployment

of isolated microgrids. Moreover, the goal was to enhance the hosting capacity of isolated

distribution systems, ensuring their secure and stable operation.

The control and operation of an islanded microgrid have been addressed in their entirety,

starting with the optimal management of resources and ending with the control of the

dynamic operation of grid components. In these studies, the main focus has been on a

small Italian reference island. Based on its structure, an operational planning algorithm

(operating on the highest hierarchical control level and a time scale on the order of hours)

and a real-time algorithm for operating reserve assessment and allocation (operating on an

intermediate hierarchical control level and a time scale from 1 minute to 15 minutes) were

developed. Furthermore, concerning the low system inertia of microgrids and isolated

distribution networks, innovative solutions for the provision of fast frequency support

ancillary services, operating on the lowest hierarchical control level and a time scale of a

few seconds, were studied and implemented. All of the methodologies discussed in this

thesis have enhanced the security and stability of isolated distribution systems and reduced

operational costs and greenhouse gas emissions.
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Introduction

Background and Motivation

A Microgrid (MG) is largely defined as “an electricity distribution system containing

loads and distributed energy resources, (such as distributed generators, storage devices,

or controllable loads) that can be operated in a controlled, coordinated way either while

connected to the main power network or while islanded,” according to the Conseil Interna-

tional des Grandes Réseaux Électriques (CIGRÉ) Working Group C6.22. Microgrids can

be either normally connected to the utility distribution grid or permanently isolated, as in

the case of remote MGs. This thesis focuses its attention on the isolated distribution grids

which are operated as MGs.

The entire network has to be monitored and controlled to ensure security and continuity

of operation. Energy generation and load in an isolated distribution network like an isolated

MG must be balanced at all times. Inadequacy, in fact, would inevitably lead to a collapse

of the MG. Therefore, it is of paramount importance to dispatch operational reserves to

enable the network to operate even in the event of a sudden lack of generation.

Another characteristic of an isolated MG is its very low electrical inertia due to the

absence of large rotating generators and the use of energy resources that are almost all

interfaced through inverters. The inverter, in fact, decouples the inertia of connected

energy resources from the distribution network, making the inertial contribution of energy

resources such as wind generators ineffective. To ensure that the isolated MG can cope

with sudden power fluctuations and maintain frequency within certain ranges, the entire

system must be supplied by sufficiently powerful grid-forming generators or fast resources

capable of rapidly adjusting their exchanged power to provide frequency support in the

early stages of a transient event (e.g., Synthetic Inertia and Fast Frequency Response).

Given its critical nature, isolated MGs provide an ideal scenario for testing new control

methodologies and energy resources. However, due to these above-mentioned critical
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issues, MGs are not usually designed to operate disconnected from the main grid for a

long time. Disconnection is considered for short periods, for testing or studies, or as a

temporary operation after an unintended protection trip following disturbances on the main

grid.

There are cases, though, where the MG must necessarily be isolated. These cases

are related to islands, especially those that are small and geographically remote from

the mainland. These networks are usually powered by diesel generation groups, and the

penetration of renewable sources must necessarily remain low due to hosting capacity

limitations.

Developing methodologies, algorithms, and solutions for isolated MGs that can be

implemented immediately, easily, and at a low cost is essential to increase hosting capacity

on islands, increase the penetration of renewable sources, and reduce dependence on fuel.

Fuel costs, in fact, have a dual impact on islands compared to mainland costs. In addition

to the cost of the fuel itself, the cost of maritime transportation plays a fundamental role in

supplying this energy carrier to the island. The cost of energy production on islands affects

the energy cost of the entire state, making it more difficult to achieve decarbonization

and greenhouse gas emissions reduction goals set by governments and non-governmental

organizations.

Contributions

This thesis presents several methods and applications that can be used for the optimal

management and secure operation of isolated MGs. These methodologies aim to increase

the reliability of isolated MGs and promote their use in distribution and transmission

networks. The main contributions are resumed below.

1. Development of an operational planning algorithm for the optimal management of

small isolated networks;

2. Evaluation of the relevance of considering operating reserve constraints within

an optimal predictive dispatch algorithm for reducing operational costs and load

shedding and generation curtailment in isolated systems;

3. Assessment of the impact of increasing penetration of renewable energy sources in

small islands on solving optimal dispatch problems and how this affects the choice

of the reserve assessment method to be adopted;
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4. Evaluation of the effect of including the operating reserve of storage systems in the

operating reserve constraints on the overall operational costs of the network;

5. Implementation of a real-time algorithm for operating reserve assessment and allo-

cation in islanded MGs, based on control architectures and devices already in use in

the Italian power systems context;

6. Development of a MG controller for islanded MGs based on a finite-state machine;

7. Development of a synthetic inertia control law for controlling distributed resources

interfaced through grid-following inverters. This control law represents an improve-

ment over the classical synthetic inertia control law found in the literature, capable

to block the control action when not needed, enhance the system stability, and

safeguarding the resources used;

8. Assessment of the contribution that Vehicle-to-Grid (V2G) electric vehicles can

provide for frequency support in isolated distribution systems;

9. Evaluation of the impact of countermeasures adopted by current regulations against

over-frequency transients and the incidence of acquisition and command delays on

these contributions;

10. Assessment of the fast frequency regulation support that can be provided by LED

lighting systems, particularly street lighting systems;

11. Development of a control based on the state of charge variation of storage systems

to reduce stress on these components during the provision of fast frequency support

to the grid.

Outline of the Thesis

This thesis is organized into four Chapters. An overview of isolated MG management is

initially provided in Chapter 1, to give the reader a solid foundation and understanding

of the methodologies proposed in this work. The subsequent Chapters discuss tools and

methodologies related to a different time-scale of a grid operation.
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Chapter 1 - Overview of MGs and Non-Synchronous Power Systems: the concept of

MG and its general control structure are introduced. It focuses mainly on non-synchronous

networks, especially small networks, giving an overview of the state of the art of small

islands in Italy.

Chapter 2 - Operational Planning in Islanded Microgrids: an operational planning

algorithm of energy resources in an isolated MG is proposed, referring to a time-scale

of grid operation on the order of hours. The proposed algorithm is applied to an actual

isolated MG located in Italy. This algorithm is not only explained but also validated

through economic evaluations over a one-year operation of the examined network.

Chapter 3 - Real-Time Operating Reserve Assessment and Allocation: a real-time

algorithm for operating reserve assessment and allocation is introduced, referring to a

time-scale of grid operation from 1 minute to 15 minutes. This algorithm is designed to be

simple, easily implementable, and to use devices and components already in use in Italian

distribution networks or specified in existing regulations. The algorithm is first described

and then validated through simulations on quasi-static and dynamic grid models.

Chapter 4 - Innovative Solutions for Ancillary Services Provision: innovative so-

lutions for providing ancillary services are proposed, referring to a time-scale of grid

operation of a few seconds. These specific solutions represent an enhancement of some

controls introduced in recent years in the literature and aim to make the use of distributed

energy resources for fast frequency regulation services easier and more efficient, reducing

system instability and safeguarding the deployed resources.
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Chapter 1

Overview on Microgrids and
Non-Synchronous Power Systems

The evolving landscape of power generation is marked by remarkable developments in

Renewable Energy Sources (RES) and Distributed Generation (DG). This progress offers

several advantages for the electricity system, such as enhanced service continuity and

increased involvement of end-users in the electricity market. The proliferation of dispersed

generation facilities across regions empowers specific sections of the distribution grid,

spanning both Medium Voltage (MV) and Low Voltage (LV), to operate autonomously. In

such islanded conditions, the stability of voltage and frequency, as well as the equilibrium

between generation and load, can be reliably maintained.

Increasing The increase in RES and DG results to be critical for the evaluation of

power systems and for meeting the growing energy demand. Forecasts in [18], for example,

predict a 30% increase in energy demand by 2030 over 2012 levels and almost a 50%

increase by 2040, mainly due to population growth and economic expansion. In addition,

the International Energy Agency (IEA) predicts that incremental global investment in the

energy sector will reach an impressive $40 trillion by 2035 [19].

DG technologies have emerged as a pivotal avenue for integrating renewable energies

into the electricity market, leveraging the advantages of decentralization.

Over the past two decades, the European Union (EU) has been a pioneer in global

renewable energy adoption. Setting long-term targets and enacting supportive policies

has significantly boosted renewable energy consumption in the region, growing from 9%

in 2005 to 16.7% in 2015. Building upon the 20% target for 2020, the recast Renewable

Energy Directive 2018/2001/EU [20] introduced a binding renewable energy target of
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at least 32% for 2030, with room for possible upward revisions by 2023. To align with

the European Green Deal’s higher climate ambitions [21], the Commission presented

new 2030 climate targets on 14 July 2021 [22]. These included a proposal to amend the

Renewable Energy Directive, raising the 32% target to at least 40% renewable energy

sources in the EU’s energy mix by 2030. On 18 May 2022, the Commission released the

REPowerEU plan [23], which aimed to rapidly reduce the EU’s reliance on Russian fossil

fuels well before 2030 by accelerating the clean energy transition. This plan focused on

saving energy, producing clean energy, and diversifying the EU’s energy supplies. As

part of this initiative to expand renewable energy in power generation, industry, buildings,

and transport, the Commission proposed raising the directive’s target to 45% by 2030. To

further expedite renewable deployment, the Council, following a Commission proposal in

November 2022 [24], enacted a temporary emergency regulation on 22 December 2022

[25], streamlining permit-granting procedures for renewable projects and facilitating power

purchase agreements. Significantly, on 30 March 2023, the European Parliament and the

Council reached a provisional agreement to raise the binding renewable energy target to

at least 42.5% by 2030, significantly surpassing the earlier 32% target, with aspirations

to reach 45% [26]. This amendment marks a substantial increase in the EU’s renewable

energy share. At the center of this transformative ecosystem are Microgrid (MG), which

are poised to facilitate the decentralisation of generation and the deployment of RES,

ensuring a more robust, adaptable and sustainable energy landscape.

1.1 Concept of microgrid

A Microgrid (MG) is an innovative concept in the field of energy distribution and man-

agement. It encompasses various definitions, but they all converge on a common set of

features [27–34]:

• Generation and Demand Control Systems: Microgrids incorporate generation sources,

both renewable and traditional, alongside demand control systems. This allows for a

diverse mix of electricity sources, promoting resilience and sustainability.

• Clearly Defined Electrical Boundaries: Microgrids have well-defined boundaries

that distinguish them from the broader power grid. These boundaries are typically

smaller in scale, and MGs can be situated at various voltage levels, often at LV but

sometimes at MV.
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• Island Capabilities: The ability to operate independently, or in an "islanded" mode, is

a defining feature of MGs. For this purpose, a MG must have an installed generation

capacity exceeding its maximum load, enabling it to disconnect from the main grid

while continuing to supply local loads.

The concept of MGs has evolved over time. Initially, they were envisioned as broad

power subsystems gathering both generation and loads. As time passed, they became more

focused on distribution and showcased their islanding capabilities [34]. There is some

regional variation in the perception of MGs; for instance, in the United States, MGs are

often expected to provide both heat and power, whereas the European approach tends to

emphasize power supply [32].

Microgrids can be implemented in various contexts and can assume different con-

figurations. They can also be classified based on their internal voltage levels, whether

Alternating Current (AC) or Direct Current (DC) or mixed, or by their ownership, which

can be either public or private entities [35]. One of the most classic contexts is that of

large-scale industrial plants. These facilities, in fact, start from a situation of geographically

constrained, localized electrical grids with limited interaction with the distribution network.

These types of plants have been in operation for many years and use an energy manage-

ment system to control their internal operations. In recent years, we have witnessed the

establishment of various types of MGs, such as university or research campuses, military

installations, residential areas, commercial establishments, and industrial entities. Some of

these typologies are, for example, defined and illustrated in [36], within the framework of

the MERGE research project (Microgrids for Efficient, Reliable, and Greener Energy).

Microgrids offer a range of distinct and quantifiable advantages that shape their opera-

tion and functionality. These benefits make them a key technology for the development of

modern active distribution systems. These advantages are:

1. Benefits related to Renewable Energy Sources (RES) integration:

• Incorporating RESs situated in close proximity to the power demand.

• Integrating RESs harnessing renewable energy resources (green power).

• Mitigating aggregate power fluctuations on the distribution grid.

2. Benefits associated with distribution system configuration:

• Enhancing the reliability and operational efficiency of existing distribution

systems.
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• Deploying new distribution systems, whether they are grid-connected or iso-

lated.

• Enabling RESs installed within the MG to participate in energy markets.

3. Benefits related to end-users and the environment:

• Empowering customers and end users.

• Building a compelling business case for MG deployment based on:

– Enhancing power supply reliability for end users.

– Tailoring power quality to meet end-user requirements.

– Offering ancillary services to the grid, including voltage and frequency-

related services.

– Reducing the carbon footprint.

– Strengthening grid stability.

– Bolstering energy security and the resilience of the distribution grid by

leveraging local energy resources.

The disadvantages of using MG are mainly barriers, referring to the high initial cost of

installation or the lack of regulation. Microgrids, in fact:

• require appropriate market regulation and incentives to make their implementation

economically feasible and competitive.

• require a sophisticated control and management architecture to coordinate available

resources and optimize operational decisions in real time.

• must address technical challenges related to the intermittency of renewable sources,

transition between connected and isolated modes, and power protection and quality.

• must consider the conflicting interests of different stakeholders, such as consumers,

producers, grid operators, and regulators.

• must consider long-term social impacts, such as the creation of new research and job

opportunities, electrification of remote or underdeveloped areas, and active consumer

participation.
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1.2 Operation and control of microgrids

A MG control system encompasses the control functionalities that define the MG as a

system capable of self-management. It can operate autonomously or remain connected

to the main distribution grid while also having the ability to disconnect and exchange

power with the distribution grid. As MG configurations vary based on their location and

purpose, the requirements and functions of the MG and its controller can differ. In terms of

implementation, a MG control system may involve software, hardware, or a combination

of both. It can also be physically realized through different approaches, such as centralized

or distributed control methods. Some of the key control system functions include:

• Coordinating operations in both grid-connected and islanded modes.

• Automatically transitioning from grid-connected to islanded mode to provide con-

tinuous power to MG loads during abnormal power system conditions, such as

blackouts.

• Re-synchronizing and reconnecting from islanded mode to the grid-connected mode.

• Managing energy to optimize real and reactive power generation and consumption

within the MG.

• Providing ancillary services, which may involve supporting the distribution grid and

participating in energy markets or utility system operations as needed.

It is important to note that not all MGs may possess the capacity to perform all these

tasks, such as enabling market participation. The extent of functionality can vary based on

the specific characteristics and purpose of the MG.

The functions of the MG control system operate at various control levels and across

different timeframes, addressing different components and assets within the MG. These

functions span from the device-level operations, usually integrated into DERs, to the

higher-level MG supervisory and grid-interactive functions.

Device-level functions operate on shorter timescales (from a few microseconds to

some seconds), while management functions typically function on longer timescales (from

seconds to several days). The functions responsible for managing transitions between con-

nection and disconnection and for dispatching DERs assets operate on distinct timescales.

In the case of unplanned disconnections, transition functions need to execute swiftly with
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Figure 1.1: Timescales and classification of the MG control functions with hierarchical control
structure

minimal delay, operating on a short timescale. On the other hand, dispatch functions

are carried out at regular intervals and over a longer timescale, often within the range of

minutes (typically 15 minutes or less).

Fig.1.1 outlines the specific timeframes in which these various MG control system

functions come into play for a hierarchical control structure of a MG. In modern MGs, in

fact, a hierarchical control system is mainly used, consisting of three levels of control:

• Primary control

• Secondary control

• Tertiary control

The primary control, known as the local or field level, is adopted to ensure reliable

operation (i.e. in terms of security and operational reliability) of the MG, maintaining

voltage and frequency stability, as well as offering plug-and-play capability to the various

distributed resources (DERs). Typically, the techniques used for the primary level of control

are based on local automation logic such as droop-control, applied to each connected

distributed resource. The secondary control, or management level, is designed to restore

the frequency and amplitude voltage of the MG, as well as manage communication

between devices within it. The secondary control layer is usually developed according

to two approaches: centralised and decentralised. Conventionally, the centralised control
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structure is used, which requires a complex, high-speed communication network between

the local controllers and the centralised controller. This adversely affects the reliability of

the entire system, so much so that, according to many authors [37, 38] the decentralised

approach of secondary control, either through gossip or consensus-based algorithms or

through a multi-agent system, is desirable. The highest level of the grid control architecture

is tertiary control, which is responsible for power management from an economic point of

view, or economic dispatching. Centralised and decentralised approaches also exist for this

level of control [37].

This same organization on three hierarchical levels is also envisaged in the IEEE

2030.7-2017 standard [34], with the simplest dispatching and transition control functions

being assigned to the intermediate control level (Level 2), local automation and field

device management functions to the lowest level (Level 1), and monitoring, control and

optimization functions to the highest level (Level 3).

This standard has become a benchmark in the design of control architectures for MGs

[11, 35]. It is supported by other standards: the IEEE Std. 2030.8-2018 [39] focuses on

tests for evaluating controller performance, while the IEEE Std. 1547-2018 [40] establishes

technical and test specifications for the interconnection and interoperability between DERs

and the power grid.

However, the technical requirements may vary depending on location. In fact, the IEEE

standards refer to the regulations in the US and an electrical system at 60 Hz frequency.

The International Electrotechnical Commission (IEC) also defined a set of standards for

MG control systems, covering both 50 Hz and 60 Hz power systems. The IEC 62898-1

[33] provides guidelines for MG project planning and specifications of components in it,

including resource analysis, generation and load forecasting, DERs and MG power system

planning, technical requirements for DERs, MG connection to the distribution network, and

control, protection, and communication systems. The IEC 62898-2 [41], instead, is mostly

focused in the operation and control of a MG, including operational modes and mode

transition, Energy Management System (EMS) and MG control, communication and moni-

toring procedures, Energy Storage Systems (ESSs), protection principle covering principle

for non-isolated MGs, isolated MGs, anti-islanding, synchronization and reconnection,

power quality, commissioning, maintenance, and testing. The set of standards includes

also the IEC 62898-3 [42], which provides general and specific technical requirements

of fault protection and dynamic control in MGs. This standard focuses on stabilizing the

frequency and voltage of MGs in AC using dispatchable loads that react autonomously to
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frequency and voltage variations with a change in active power consumption.

In line with IEEE Std. 2030.7, IEC 62898-2 delves into the fundamental aspects of

the control and operation of MGs. It thoroughly explores the core functions, dispatching

strategies, and transient behaviors. However, it is important to note that the IEC 62898-2

standard treats the MG distinctly depending on whether it is a non-isolated grid-connected

MG, a non-isolated islanded MG, or an isolated MG. According to the guidelines estab-

lished in this standard, non-isolated MGs operate independently for a finite period. As a

result, eventual reconnection to the power grid becomes a necessity. In contrast, isolated

MGs do not have the ability to establish connections to a larger external grid [41]. The

IEEE 2030.7, instead, just divides the MG states into grid-connected or islanded [34].

The two standards propose a quite similar control architecture for a generic MG.

Anyway, they define somewhat different characteristics for the core functions, particularly

for the dispatching functions that manage the MG during normal operation.

The IEEE 2030.7 [34] handles the case of connected or isolated MG in a very similar

way, keeping the basic functions of dispatch the same. The dispatch of MG resources, in

fact, remains the same under both operating conditions, except that in the case of islanded

MG the power exchange at the POI of the dispatch control law must be set equal to zero.

The IEC 62898-2 [41] standard, on the other hand, remains less general and differ-

entiates more sharply between the various MG operating conditions. For a non-isolated

MG, the standard emphasizes that DER must comply with the connection rules defined by

national grid codes, which is not required in an isolated MG. An unisolated, unconnected

MG must always meet all the specifications of a connected MG, as it can connect to

the grid, and it must constantly monitor the grid frequency and voltage to be ready for

reconnection. For this reason, resource control functions must always be able to monitor

and control the phase angle of the voltage during islanded operation.

Isolated grids are less constrained by grid connection rules, but their control functions

must have higher capabilities than non-isolated grids. These capabilities include the ability

to perform a black start, constant monitoring, management and load shedding for energy

balancing, and significantly greater energy storage capacity.
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1.3 Integration of microgrids into the power system frame-

work

From the main grid point of view, a Microgrid refers to a collection of loads, Distributed

Generations (DGs), and Energy Storage Systems (ESSs) operating at LV levels, that

behaves as a single consumer/prosumer. This simplifies the inclusion of MGs in the power

system framework and is a good opportunity for utilizing distributed Renewable Energy

Sourcess (RESs), especially at the distribution level.

Figure 1.2: Interaction scheme between DSO and MGs

However, integrating MGs requires careful consideration of the variability and un-
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predictability of RESs, affecting network stability, power supply quality, and power flow

reversals [43–45]. This is particularly critical for isolated networks, such as those on small

islands or weakly connected rural areas [11, 46].

In these cases, Distribution System Operators’ (DSOs) interaction with dispatchable

resources (DGs, ESSs, and loads) becomes crucial. A MG control architecture for iso-

lated/weakly connected MGs is schematically represented in Fig. 1.2.

Microgrids made by aggregation of users and small prosumers operate at the LV level.

Each MG may include various loads, DGs, ESSs, and vehicle charging stations. Even a

MV-connected prosumer can be considered as a MG.

From the DSO’s point of view, the MGs act as a single controllable entity. DSO

exchanges information with the primary substation and the secondary substations (MG

aggregators) and manages power flows on the distribution network and between the

distribution network and MGs, even enabling functionalities of the various MGs, such

as optimal MG operation or modulation/limitation of the exchanged power at Point of

Interconnection (PoI) [13]. From the users’ point of view, they can benefit from full

utilization of distributed RESs, exchanging information with each other [46, 47].

Although MGs are designed primarily for the benefit of customers, it is critical to

consider the perspective of DSOs, especially in isolated or weakly connected grid scenarios.

In these scenarios, the DSO must interact with MG resources, trying to meet end-user

wishes within the technical constraints of the network, ensuring the secure and stable

operation of the system, through real-time algorithms or operational planning algorithms

of the MV network.

Microgrid, if managed effectively, can also collaborate with DSOs for voltage and fre-

quency regulation and maintaining power quality levels [17, 48]. For the integration of such

MGs into distribution networks, advanced information and communication technologies

are necessary to provide controllability and observability of the entire grid [11, 49].

Currently, DSOs have limited capabilities for monitoring and control of MV networks

and almost no capabilities in LV networks. With these limited resources, DSOs cannot yet

provide comprehensive network management solutions.

The general requirements include distributed measurement and control systems, a

reliable communication infrastructure, and a supervisory center. Different solutions for

distributed measurement systems are proposed in the literature, often based on using

a limited number of MV measurement points and implementing state estimation and

forecasting algorithms [50, 51].
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In addition to a reliable monitoring algorithm, a control system is needed to remotely

manage DGs and ESSs to prevent or mitigate over/under voltages or frequency variations.

Current MV networks implement communication, control, and measurement infrastructures

for Automatic Meter Reading (AMR) and MV network protection and supply restoration.

The AMR server in the DSO control center communicates via Global System for Mobile

communication (GSM) or General Packet Radio Service (GPRS) with the aggregators at

each secondary substation, which are connected to smart meters of both users and DGs. A

supervisory control system for MV network protection is also installed in the DSO control

center, directly controlling MV Breaker Controllers BCs via GSM or GPRS for protection,

fault isolation, or supply restoration.

Various communication solutions are suggested in the literature to support smart grid

applications, including wired, wireless, or hybrid solutions, which can be integrated into

an Internet of Things (IoT) platform [52]. In managing heterogeneous communication

networks, DSOs may encounter issues with limited resources offered by some existing

communication links.

1.4 Capacity enhancement for monitoring and control of

power grids in Italy

To improve monitoring and control capability in distribution networks in Italy and make

them smarter, the Italian regulator Comitato Elettrotecnico Italiano (CEI) has published

Annex "O" of the grid code CEI 0-16 [53]. Indeed, this annex represents the most up-

to-date summary of the Italian regulations on the monitoring and control of electrical

distribution networks.

In Annex "O" of the CEI 0-16 published in December 2020 [53], the Controllore

Centrale d’Impianto (CCI) is discussed in detail. This controller must be present in every

new connection to the MV grid for:

• Generation plants with a rated power of at least 1 MW, including all plants that have

at least one generation and/or storage unit, with or without load

• Plants participating in the Italian ancillary services market, namely Mercato dei

Servizi di Dispacciamento (MSD)

This controller’s main purpose is to make the underlying plant "observable" by the
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DSO. This is achieved by measuring relevant quantities and transmitting the data through

a communication channel compliant with the IEC EN 61850 communication standard.

No less important purpose of the CCI is to coordinate the different elements of the

subtended plant to meet the DSO’s demands at the point of delivery (PdC). This ensures

that the entire plant is perceived by the DSO as one equivalent generator. While optimal

plant management might involve the control of controllable loads, it’s important to note

that such aspects are not covered in this annex.

In this section, an overview of the functionalities of the CCI has been discussed. This

discussion aims to show the capabilities of this device already available in the Italian power

system landscape. This device and its functionalities can always be considered in studies

concerning the management of Italian distribution grids.

The Functional Performances (FP) of the CCI are divided into:

• FP1 (Mandatory): Information exchange with the DSO to achieve observability.

• FP2 (Optional): Voltage and power regulation at the PoD, services that, while not

mandatory, must be implemented on the CCI.

• FP3 (Facultative): Performance related to (optimal) plant management and participa-

tion in the MSD. Functional services associated with plant management encompass

activities such as start-up, re-start-up, connection, and disconnection from the grid,

as well as optimized resource management. The MSD services considered in this

performance include balancing services, and secondary and tertiary frequency regu-

lation.

The CCI should not perform power protection and regulation functions in frequency

transients (fast frequency regulation, primary regulation).

An indicative illustration of the correlation between the different interfaces with which

the CCI must communicate, exchange information and transmit commands, is shown in

Fig. 1.3. A GPS is observed in the figure, as the CCI must be equipped with a GPS receiver

to acquire and maintain synchronized time. The time must be expressed with reference

to Coordinated Universal Time (UTC), Greenwich time zone. The uncertainty of the

time reference cannot be more than ±100 ms. The General Protection (GP) and Interface

Protection System (IPS) were illustrated separately in the scheme, but by performing

similar tasks, they could coincide. The CCI must be equipped with a GSM/GPRS modem

to receive commands from the TSO for the remote telecommissioning of a generating
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Figure 1.3: General scheme of the CCI system with related interfaces

unit. Moreover, the grid code stipulates that all generating plants must participate in the

National Power System Defense Plans [54]. The CCI can limit or change the active power

set-point of the units but cannot order their disconnection. Since this operation may be

necessary for the National Power System Defense Plans, the installation of a GSM/GPRS

modem specified in Annex "M" of the CEI 0-16 is mandatory, appropriately interfaced with

the CCI in such a way that any disconnection is perceived as intentional, and automatic

operations planned in the case of unintentional opening of the same switch are inhibited.

In Fig. 1.4, an indicative schematic of the logical functioning envisaged for the CCI is

presented. This schematic highlights two regulation loops:

• Fast Regulation Loop: this loop establishes the operating point for each component

of the plant coordinated by the CCI to reach the overall required operating point

(also known as the "expected operating point" and corresponding to the "internal

set-point" in Fig. 1.4) at the PoD. It corrects the deviation between the current and

expected operating points by acting on the individual operating points of the plant

components. The internal set-point can be input externally or calculated by the slow

regulation loop. The fast regulation loop must ensure the achievement of the new
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Figure 1.4: Block diagram of the control loops in the CCI

operating point for the controlled units within maximum settling times of: 1) 60

seconds for variations in the internal set-point of active power; 2) 10 seconds for

variations in the internal set-point of reactive power.

• Slow Regulation Loop: in this loop, the operating point at the PoD is elaborated to

meet the demands at the point of connection. This operating point is modified when

the deviation of the requested quantities exceeds a certain dead-band and is defined

through one of the following modes: 1) established by the user or sent externally by

modifying an active power (P) or reactive power (Q) set-point; 2) calculated by the

slow regulation loop according to functions such as Q = f(V) or cosϕ = f(P).

The slow control loop operates with a cycle time (∆T ) between 10 and 600 seconds

(default: 60 seconds), while set-points sent from outside must be sensed by the internal

control loop within 3 seconds. Annex "O" does not specify a cycle time interval for the

fast control loop. However, considering the information provided, it can be assumed that it

should be between 200 milliseconds and 3 seconds. Measurements processed every 200

milliseconds, such as those on the magnitudes at the PoD, are the only measurements that

the fast control loop can use. Similarly, the measurements processed every ∆T constitute

the only measurements used by the slow control loop.
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Annex "O" requires that the CCI must control the plant components through control

signals transmitted through the user’s internal communication network. These signals may

be incremental or absolute, percentage or p.u. type. The communication network may be

the same for all communications, but user monitoring and/or control of the CCI through

the local terminal requires a communication network that is physically independent of that

used for communication with external operators.

1.5 Isolated Distribution Grids

The aleatory nature of RES leads to unforeseen fluctuations in net-load profiles. Although

robust systems, like continental interconnected ones, are less susceptible to such uncer-

tainties thanks to the large inertia of rotating machines, smaller non-synchronous power

systems could suffer for high level of RES integration due to their low rotational inertia,

and could experience instability issues. Therefore, islanded distribution networks, like

those on small islands, constitute an ideal test bed for testing the integration of innovative

technological solutions deployed to face stability issues due to RES penetration.

All small islands globally share common characteristics, such as a small population,

limited economic diversity, and relative remoteness, which poses challenges for trade and

accessing essential services [55]. Despite these challenges, small islands boast unique

biodiversity and cultural richness, making them attractive for tourism. Climate change,

with its widespread effects, poses a significant threat to islands, particularly those in Europe,

including the small Italian islands [56]. The Intergovernmental Panel on Climate Change

(IPCC), in fact, predicts negative impacts related to temperature increases, extreme weather

events, and changes in rainfall, intensifying pressure on water resources [57]. Small

Italian islands, like many in the Mediterranean, grapple with issues such as fossil fuel

dependency, challenges in electricity generation, high distribution costs, underutilization

of renewable energy, seasonal human presence, water scarcity, waste management, and

outdated mobility models [58]. Policies play a crucial role in preserving these islands,

especially in the face of climate change. However, implementing effective policies is

challenging for small islands, lacking easy access to expertise, data, and financial resources

[59]. Recognizing the vulnerability of small islands, the 2015 Paris Agreement [60]

acknowledges their susceptibility to climate change and highlights their potential as

pioneers for new technologies. The EU has initiatives like NESOI [61] and the Clean

Energy for EU Islands Secretariat [62], aiming to support clean energy transition. The
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Clean Energy for EU Islands initiative focuses on reducing fossil fuel dependence by

assisting islands in utilizing renewable energy sources [62]. Past initiatives, such as those

in Bornholm and El Hierro, demonstrate successful strategies for achieving energy self-

sufficiency [63, 64]. In [63], several projects for energy self-achievement on islands have

been discussed, confirming that some of these attempts were successful, for example on

the Canary Islands [64, 65].

The decarbonization path also involves waste management, the circular economy, water

management, sustainable tourism, and mobility. Despite technical research on energy grids,

there is a lack of extensive studies on small Mediterranean islands, hindering efforts to

address their vulnerability to climate change [66]. Recent studies on waste in the Balearics

and the Canary Islands, as well as evaluations of renewable electricity mix on Lampedusa

Island, provide valuable insights [66, 67]. However, challenges persist in collecting data

at a small island scale, especially regarding climate scenarios and spatial resolution of

satellite data [68].

All this information has also been underlined in [69], with special emphasis on Italian

small islands. That paper examined how islands worldwide have pursued sustainability,

with particular emphasis on analyzing the achievements and shortcomings of current

policies. These policies were evaluated concerning their environmental sustainability

impact, as well as the identification of both technological and non-technological barriers.

The European Commission, in the report [70], defines wind energy as "a sustainable

solution for islands, when used in conjunction with other energy sources, such as energy

storage, mixed energy network or if access can be obtained to a large neighboring electricity

network". Nevertheless, in Italy, the penetration of wind energy on the small island is

still very low. Only a few small islands use this resource and only with micro-wind

plants (Pantelleria, Sant’Antioco and Ventotene, with an installed power of 32 kW, 55 kW

e 3.16 kW, respectively) [71]. There are many non-technological barriers that prevent

adequate energy transition action from being put into practice in these areas, such as

excessively rigid landscape constraints, complex connection requirements, intricate and

often outdated permitting procedures, and a multiplicity of competent bodies on the subject

that often do not communicate with each other [72].

These non-technological barriers also affect the development of PV power plants in

the islands. Fortunately, the possibility of installing PV plants on existing buildings’

rooftops allows better penetration of this kind of renewable energy on islands where land

is protected or its use is limited. In spite of this, the installed PV power is still very low
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compared to the same resource penetration in the peninsular area, and far from the national

goals defined by the Italian Ministry for Economic Development for the past 2020 year[72].

The "Ministerial Decree of 14 February 2017" [73], in fact, had set renewable installation

targets in 20 non-interconnected Italian small islands for a total of 12.820 kWp (of these,

1.000 kWp were allocated to the island of Capri, which was not interconnected in 2017

but is now). For example, in 2021, the Aeolian Islands were projected to reach a power

output of 2,860 kWp, but they only managed to achieve 509 kWp. Pantelleria had a goal

of 2,720 kWp, but it has only reached 872 kWp. The Pelagie archipelago has a power

output of 605 kWp, falling short of the planned 2,310 kWp. Ustica stands out as the only

one of the 27 islands to surpass its target, achieving 432 kWp of installed RES, which now

fulfills 12 percent of its electricity needs. PV are found on all the smaller islands, although

often in very small amounts, such as the Tremiti Islands (18.4 kWp) and Giglio Island

(34.7 kWp). The largest installations are located on islands that are interconnected with the

national power grid, specifically Ischia, Elba Island, and Sant’Antioco, with about 4,000,

3,700, and 2,000 kWp, respectively. Among the non-interconnected islands, Pantelleria

has the most substantial PV installations, at 840 kWp, followed by Lampedusa and Linosa,

at 605 kWp [72]. All information about PV penetration in the Italian small islands can be

found in Table 1.1.

1.5.1 An example of a small Italian island: a benchmark

Figure 1.5: Representation of the small Italian island 10 kV distribution network under
investigation

In this thesis work, the conducted studies have often focused on supporting isolated

distribution networks on small islands. Primary objectives include improving network
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stability and reducing operational costs associated with network management and fossil

fuel use. In particular, many studies have focused on the structure of a typical small Italian

island, for which comprehensive data on network structure and energy consumption in

recent years have been made available. These data were provided by e-Distribuzione,

the main DSO in Italy. Due to confidentiality obligations, the specific island cannot be

disclosed, and changes have been made to the island scheme and some data. Therefore, the

grid can be considered a good representation of a typical small Italian island, but it differs

from the specific actual island. In the following chapters of the text, this model will be

taken as a benchmark to test the proposed procedures.

The small Italian island under consideration has been schematically represented in

Fig. 1.5 while in Table 1.2, the main characteristics of the grid have been reported.

Table 1.2: Main characteristics of the grid components

TR1 TR2 TR3 TR4 TR5
Sn [kVA] 2000 400 630 250 630
V1n [kV] 10.0 10.0 10.0 10.0 10.0
V2n [kV] 0.4 0.4 0.4 0.4 0.4

Pcc% 0.91 1.15 1.04 1.15 1.04
Vcc% 6.0 4.0 4.0 4.0 4.0
Pf e% 0.14 0.21 0.18 0.25 0.18
I0 % 0.9 1.3 1.1 1.3 1.1

RL1 RL2 RL3 RL4 RL5
Pn [kW] 1810 590 700 300 650
Vn [kV] 0.4 0.4 0.4 0.4 0.4

MVL1 MVL2 MVL3 MVL4 MVL5
Length [km] 0.510 0.510 0.510 0.850 0.510
rl [Ω/km] 0.387 0.387 0.387 0.253 0.387
xl [Ω/km] 0.086 0.086 0.086 0.120 0.086

In the typical small Italian island under investigation, there is a Main Power Plant

(MPP) responsible for supplying the entire island and regulating frequency and voltage.

Therefore, the MPP must remain connected at all times and supply a minimum part of the

island’s load. The MPP consists of 4 diesel units with rated apparent power of 600 kVA

(2.4 MVA for the entire plant) and no technical minimum. The MPP is privately owned

and not directly controllable by the DSO that manages the island network. However,

each producer must have a CCI installed, as described in Section 1.4. Therefore, the

DSO has access to the states of the MPP’s resources and the power outputs of each of
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them. Moreover, the MPP’s CCI can include additional features allowing the DSO to

communicate with the MPP and exchange specific information or requests.

The distribution network operates at 10 kV and comprises five substations (from SS#1

to SS#5), as depicted in Fig. 1.5. Each substation supplies a portion of the island’s

residential load (from RL1 to RL5). The MV distribution comprises 5 MV distribution

lines (from MVL1 to MVL5) connecting the substations in a loop. MVL1 is typically open

during normal operations but ensures reclosure in case of faults or maintenance work.

The MPP is connected to SS#1, where the main load source (RL1) is connected. The

MPP’s diesel units operate at 400 V and directly feed the residential load RL1 without

any transformation stage. The connection between the MPP and the island distribution

grid is made by means of a MV/LV transformer with 2 MVA of rated power (TR1). The

remaining residential loads (from RL2 to RL5) are also supplied at low voltage through a

transformer in the corresponding substation (from TR2 to TR5).

As it is possible to note from the data visible in Table 1.2, the total installed power is

about 4 MW, but the actual power absorbed by the island during operation is much less.

In fact, the SS#1’s transformer has a maximum power rating of 2 MVA because it was

sized for the actual load absorbed by the island, which reaches a maximum (in the summer

months) of 30 percent of the installed load. This is confirmed by looking at the load data

recorded on the island and used in this thesis.

The data available for this island include:

• The monthly energy and fuel consumption recorded on the island during the year

2021;

• The maximum, average, and minimum hourly load obtained from measurements

made on the island in the year 2019;

• The average quarter-hourly measures of the year 2021.

The monthly energy and fuel consumption data offer insights into the variation in

monthly consumption throughout the year. Table 1.3 provides a breakdown of monthly

fuel consumption on the island, categorized by diesel unit. The table illustrates that con-

sumption is notably higher during the summer months, spanning from June to September.

Particularly, August alone contributes to 18% of the annual fuel consumption, while the

winter, fall, and spring months collectively account for approximately 5-6% of the total.

The "Relative" consumption column depicts monthly consumption as a percentage of the
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fuel consumed in August, the peak consumption month. Notably, consumption during the

winter/autumn/spring months is around 30% of that observed in August, underscoring a

substantial disparity in electricity demand during the summer compared to the rest of the

year. This surge in demand is primarily attributed to tourism, a key driver of the economy

in Italian islands.

For a comprehensive analysis, Table 1.4 presents a similar breakdown, this time

focusing on energy consumption. While energy consumption aligns with fuel consumption,

variations exist due to the operating conditions and efficiency of diesel units. Examining

the "Relative" consumption column highlights a more pronounced difference between

energy consumption in the summer months and that during the rest of the year. In most

winter/autumn/spring months, the energy demand is less than 30% of the energy demand

observed in August on the island.

The maximum, average, and minimum hourly data allow the generation of the load

curves depicted in Fig. 1.6, obtained through linear interpolation. Such curves are crucial to

understanding the variability of the load during one hour of the day. These data were also

fundamental for calculating the minimum upward and downward reserves to be guaranteed

for the operation algorithm discussed in Chapter 3.

As evident from the curves in Fig. 1.6, the electrical load pattern on the island is

distinctly characterized by the day-night cycle. During this cycle, energy consumption

varies significantly, with an increase during daylight hours and a decrease during nighttime

hours, peaking in the evening. Despite this trend, differences between daytime and

nighttime energy consumption are relatively more pronounced in small islands like the one

under consideration, and nighttime load can reach extremely low levels.

The data reveal that the highest average load is consistently recorded between 8:00 pm

and 10:00 pm, peaking at 9:00 pm in August at 924.71 kW. The lowest average load, on

the other hand, consistently occurs during the nighttime hours, from 2:00 am to 6:00 am,

with a minimum of 160.21 kW at 3:00 am in November. In August, a month characterized

by the highest annual energy consumption, the minimum average load occurs at 6:00 am,

totaling 463.21 kW, approximately half of the electrical load recorded at 9:00 pm. This

clearly emphasizes the day-night cycle on the island.

Considering the recorded maximum and minimum values, the difference is even more

pronounced. In August, the recorded minimum load was 373.81 kW at 5:00 am, while the

recorded maximum load was 1122.93 kW at 9:00 pm, three times higher.

Table 1.5 illustrates the differences between the maximum and minimum values
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Table 1.3: Diesel consumption of the island in the year 2021

Diesel consumption (kg) Total Percent Relative
DG1 DG2 DG3 DG4 (kg)

Jan 16,640 - 9,833 20,170 46,643 6% 34%
Feb 17,413 - 14,050 9,187 40,650 5% 30%
Mar 17,146 - 12,460 11,853 41,459 5% 30%
Apr 5,410 11,296 12,485 13,793 42,984 6% 31%
May 2,366 3,069 30,819 13,300 49,554 6% 36%
Jun 31,097 5,826 19,164 24,779 80,866 10% 59%
Jul 31,840 28,656 26,953 27,989 115,438 15% 84%
Aug 24,497 31,037 48,312 33,379 137,225 18% 100%
Sep 16,414 32,679 6,985 32,979 89,057 11% 65%
Oct 392 1,470 12,691 31,458 46,011 6% 34%
Nov 8,950 10,350 5,550 13,750 38,600 5% 28%
Dec 6,959 16,509 23,721 - 47,189 6% 34%
Total 179,124 140,892 223,023 232,637 775,676

Table 1.4: Energy consumption of the island in the year 2021

Diesel consumption (MWh) Total
DG1 DG2 DG3 DG4 (kg) Percent Relative

Jan 59.50 - 35.16 72.12 166.77 6% 31%
Feb 62.26 - 50.24 32.85 145.34 5% 27%
Mar 61.30 - 44.55 42.38 148.23 5% 28%
Apr 19.34 40.39 44.64 49.32 154.69 5% 29%
May 8.46 10.97 114.61 47.55 181.60 6% 34%
Jun 117.49 20.83 68.52 88.60 295.43 10% 55%
Jul 119.89 103.38 96.37 100.07 419.71 15% 79%
Aug 87.59 115.74 203.23 127.82 534.37 19% 100%
Sep 58.69 125.63 24.97 127.17 336.47 12% 63%
Oct 1.40 5.26 45.38 117.91 169.95 6% 32%
Nov 32.00 37.01 19.84 49.16 138.01 5% 26%
Dec 24.88 59.03 84.81 - 168.72 6% 32%
Total 652.80 518.23 832.31 854.95 2858.29
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Figure 1.6: Maximum, average, and minimum hourly load profiles obtained from measurements
made on the island in the year 2019



Chapter 1. Overview on Microgrids and Non-Synchronous Power Systems 33

Table 1.5: Differences between maximum recorded load and minimum recorded load in kW, for
each hour and for each month

Month
Hour Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1 97 57 93 187 155 236 379 331 380 168 113 131
2 101 58 74 151 128 189 343 288 336 158 105 121
3 100 57 62 121 111 144 308 243 300 151 103 117
4 95 44 59 103 100 125 277 211 277 147 105 115
5 86 39 67 96 100 119 261 194 257 145 115 121
6 75 43 84 98 98 118 247 186 240 143 121 123
7 73 62 103 117 107 128 243 182 253 139 131 129
8 85 88 116 170 123 160 262 204 288 157 138 130
9 95 114 121 242 138 206 291 247 347 190 139 131

10 101 124 127 306 148 238 321 303 391 207 136 133
11 102 133 126 323 151 253 327 338 411 213 128 156
12 106 139 133 308 146 250 324 344 411 204 122 164
13 118 143 144 278 145 249 307 337 395 204 119 164
14 126 138 158 247 133 242 309 338 395 189 124 151
15 131 127 161 226 127 235 306 354 396 173 132 157
16 127 118 162 213 118 225 308 361 401 163 133 185
17 119 113 168 218 136 216 292 353 413 159 140 192
18 115 116 183 230 161 235 314 364 429 183 149 187
19 108 119 179 252 187 296 364 406 472 229 159 163
20 109 119 160 279 205 389 440 452 508 245 153 149
21 107 112 139 302 225 427 484 461 539 250 146 146
22 99 95 128 306 229 405 492 428 534 225 136 141
23 91 74 125 280 216 336 457 391 494 215 130 143
24 91 56 111 236 185 288 418 359 442 187 121 138

recorded for each hour of each month. The greatest differences occur in September,

with a maximum of 538.76 kW at 9:00 pm, while the smallest differences are found in

February, with a minimum of 39.12 kW at 5:00 am. This underscores the need for more

substantial reserves to manage load fluctuations in the months from June to September,

especially during the evening hours from 7:00 pm to midnight, while a lesser reserve will

be required during nighttime hours, from 2:00 am to 7:00 am, and particularly in February

and March.

In Table 1.6, the differences presented in Table 1.5 are expressed as a percentage of

the average load for each hour. It is interesting to note that in the months of September

and October, the expected variability is very high, often comparable to the load itself,

remaining between 80% and 90% of the average load. This implies a greater need for diesel

groups to be operational by the central station to ensure an adequate reserve compared to

those strictly necessary to simply power the load. While in these two months, the ratio

between load variability and the load itself is approximately constant, in April there is
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Table 1.6: Differences between maximum recorded load and minimum recorded load for each hour
and for each month, related to the average load for the hour

Month
Hour Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1 49% 28% 44% 75% 62% 64% 70% 51% 91% 81% 64% 69%
2 55% 31% 39% 68% 56% 58% 72% 51% 89% 81% 64% 69%
3 57% 32% 34% 58% 52% 48% 70% 48% 85% 79% 64% 69%
4 55% 26% 33% 51% 48% 42% 66% 44% 81% 77% 66% 69%
5 50% 23% 36% 46% 47% 40% 63% 42% 75% 74% 70% 71%
6 42% 23% 43% 45% 45% 39% 59% 40% 68% 70% 70% 69%
7 38% 32% 50% 50% 45% 39% 55% 37% 68% 64% 71% 68%
8 42% 42% 53% 66% 45% 43% 54% 38% 71% 67% 69% 64%
9 45% 52% 53% 86% 45% 49% 53% 40% 78% 77% 66% 62%

10 47% 55% 54% 106% 46% 53% 54% 44% 83% 83% 64% 62%
11 48% 61% 56% 117% 48% 56% 53% 47% 86% 87% 61% 73%
12 50% 65% 60% 117% 48% 56% 52% 48% 86% 86% 60% 78%
13 57% 68% 66% 108% 49% 57% 50% 48% 85% 88% 61% 79%
14 61% 65% 73% 98% 46% 56% 51% 49% 86% 85% 64% 73%
15 64% 61% 76% 92% 45% 56% 52% 53% 90% 81% 69% 76%
16 61% 57% 77% 90% 43% 56% 53% 56% 93% 78% 70% 88%
17 52% 51% 77% 91% 50% 54% 51% 54% 95% 74% 67% 82%
18 44% 46% 74% 90% 57% 56% 52% 53% 94% 78% 64% 72%
19 37% 40% 61% 88% 62% 65% 56% 53% 93% 87% 62% 58%
20 36% 37% 49% 84% 61% 79% 62% 52% 91% 86% 59% 52%
21 35% 35% 42% 83% 63% 81% 64% 50% 92% 87% 58% 52%
22 35% 32% 41% 83% 64% 77% 65% 47% 94% 83% 58% 54%
23 36% 29% 45% 84% 66% 69% 64% 47% 95% 87% 61% 60%
24 41% 25% 46% 82% 65% 68% 66% 48% 94% 83% 63% 65%

significant variability ranging from 45% to 117% of the average load. This indicates that a

deterministic reserve allocation, as currently implemented on the island, is not suitable for

isolated networks like the one under consideration.

The quarter-hour load profiles recorded in 2021 provide insights into the variation in

load profiles between days and demonstrate how the average load on the island changes

from year to year. Fig. 1.7 illustrates the load trends on the island, categorized by month, for

the year 2021. This figure reveals the fluctuations in the island’s electrical load throughout

the days of the same month.

In Fig. 1.9, a comparison is made between the maximum, average, and minimum trends

of the year 2019, presented in Fig. 1.6, and the average quarter-hourly monthly load of the

year 2021. It is evident that the average load in 2021 has changed compared to that of 2019,

proving to be higher in the evening hours in all months, except for April, in which the

average load in 2021 was much lower than that of 2019. This highlights the unpredictable

nature of the load during that month.
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Figure 1.7: Average quarter-hourly load profiles of the year 2021
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Figure 1.8: Average load trends in various months of the year 2021 compared with
maximum-average trends 2019
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In terms of distributed generation and renewable energy production facilities, the

island currently has very few PV installations on residential rooftops, with a total installed

capacity of just under 100 kWp. However, due to the targets set by the Italian Ministry for

Economic Development [73], as discussed in the previous section, this capacity is set to

increase.

Fig. 1.9 illustrates the power profiles that would be generated by a PV system installed

on the island in the year 2020. These data were extracted from online databases containing

measured irradiance information. In the studies conducted in this thesis, this PV profile

was used as profile 2021 (unfortunately, 2021 data are not yet available).

Looking at the graphs, it can be seen that production is highly variable in the win-

ter/autumn/spring months while it is less variable in the summer months. This is due to the

weather, which is much more stable and sunny on the island in summer than in the rest of

the year.

1.5.2 Operating reserve in small islands

As just seen, the net load on small islands varies greatly throughout the year, and the

electrical load is always very low. In the case of the small Italian island under consideration,

for example, a penetration of 200 kW PV would already bring the net load of the island

almost to 0 in the middle hours of the day. it is therefore important to make sure that the

operating reserve available on the island is such that it can cope with sudden variations in

PV production by an amount equal to or slightly less than the island’s electrical load.

As already discussed in Section 1.5, in conventional small non-synchronous systems,

the power supply is based on the use of fossil-fueled generators. In small Italian islands,

for example, diesel generators are mostly used since natural gas distribution does not reach

the islands. In this kind of system, the operating reserve is managed through deterministic

rule-based control strategies programmed in the control units of generators. Typically,

these controllers are based on hysteresis control. They switch an additional generator

on, whenever the active generators have approached with a sufficient and predetermined

margin their capacity limit. Analogously a generation unit is switched off when the usage

is below another fixed threshold. A hysteresis band is used to avoid continuous switching

on and off of generators. However, in the presence of large net-load uncertainties caused

by intermittent DG production, these deterministic methods may no longer be adequate to

guarantee a reliable power supply.

The authors in [74] proposed to quantify the needs of operating reserve combining the
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Figure 1.9: PV production trends in p.u. for the year 2020
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contributions of two quantities calculated proportionally to the load and to the photovoltaic

production. However, even if this method allows to calculate reserve according to the

current system conditions, the proposed deterministic rule might fail in assessing the

needed reserve in the presence of volatile RES generation or sudden system changes. In

[75], instead, a risk evaluation approach is presented and a reserve management tool for

operating reserve is proposed by setting acceptable risk thresholds. Analogously, in [76],

an uncertainty analysis methodology was proposed to quantify the power reserve by taking

into account PV power and load forecasting errors. Then, based on what was discussed

in [76], in [77] a probabilistic model to calculate the required power reserve based on a

probability distribution of both PV and load has been proposed.

These last methods showed that probabilistic approaches can be more suitable in the

presence of high RES penetration. The authors in [78] compared different approaches

showing how, with respect to rule-of-thumb methods, the use of probability- and risk-based

methods permits to better balance reliability and reserve provision. Forecast errors were

aggregated in cumulative curves which were then used to quantify reserve by fixing a

probability or risk threshold. In [5], a similar probabilistic approach was proposed but,

differently from [78], where a single cumulative curve of forecast errors is adopted, positive

and negative errors were split into two different cumulative curves. The rationale in [5]

is that positive forecast errors, experienced when the net-load is higher than the forecast,

should be used to estimate upward reserve (vice versa negative errors to size downward

reserve). The approach proposed in [5] appears to be more suitable to the case of small

islanded systems with high RES penetration where, depending on the time of the day or

season, both under- and overgeneration issues might be experienced.

Other works have based the sizing of operating reserve on the time-variability of

net-load. For example, in [79] and [80], starting from a set of net-load measurements,

obtained with a specific time resolution, the authors used the net-load variations between

two successive measurements to build Probability Distribution Functions (PDFs) of net-

load volatility. These PDFs were used to estimate the required operating reserve according

to probabilistic [79] or statistical [80] functions. A methodology for sizing operating

reserves based on the distribution of net-load variations is also recommended in [81].

Differently from [80], where statistical functions are evaluated, the report [81] suggests

the adoption of risk- or probability-based methods according to the rationale that RES

power variations do not usually follow normal probability distribution functions. In [81],

the operating reserve is sized as the maximum relative step change that corresponds to a



Chapter 1. Overview on Microgrids and Non-Synchronous Power Systems 40

fixed probability threshold, in the cumulative net-load variation distribution function. In

operational planning, the absolute value of the operating reserves can be calculated using

as basis of the latest load forecasts.

A drawback of these methodologies is that synchronous time series of historical load

profiles and RES must be available [81], possibly with an adequate time resolution (10

to 15 minutes according to [81]). The works in [80] and [82] adopted even shorter time

resolution (respectively 1 and 5 minutes). As pointed out in Section 1.5.1, unfortunately,

in most realistic cases, the collection of historical data with such a short time resolution

is difficult to achieve. In Italy, for example, distributors collect and use measurements

with a very high resolution during real-time operation, but historical series are built on

data obtained from smart meters on a 15-minutes average basis. Moreover, available

measurements are usually related to net-load. According to the recent regulatory directions,

transmission and distribution companies will be able in the next future to collect segmented

data about generation and load from large aggregates of distributed energy resources

[53]. These data will allow to achieve a better observability of the RES production below

the substations, making also possible the application of methodologies such as the one

described in [81].



Chapter 2

Operational Planning in Islanded
Microgrids

This chapter shows an innovative operational planning algorithm for islanded Microgrids

(MGs). Despite this algorithm being designed based on the general structure of islanded

distribution grids, and especially on the structure of the small Italian island benchmark

defined in the previous chapter, a sufficiently general formulation has been introduced that

can be adopted in grid-connected MGs.

As already discussed in Section 1.5, the energy systems of non-interconnected (small)

islands have been managed by allowing only negligible penetration of intermittent Renew-

able Energy Sources (RES), and all the various initiatives undertaken by the European

Commission already discussed in Section 1.5 have both the goal of achieving sustainability

and energy transition goals and of protecting islands from risks and fuel scarcity.

However, sometimes, these initiatives seem to neglect the technical issues and obstacles

entailed with planning and operation of power systems with high RES penetration. Indeed,

the presence of a relevant portion of non-programmable generation capacity in an islanded

system requires careful planning [83] to ensure the availability of adequate quantity of

operating reserve resources which can counterbalance the power generation uncertainties

introduced by stochastic RES like wind and Photovoltaic (PV) [84]. The provision of

operating reserve should not be based on the exploitation of conventional fossil fuel

generation, since the choice would be in contrast with the same sustainability issues that

drive RES penetration. Other flexible resources can be used to ensure operating reserve,

such as Demand Response (DR) [9], flexible desalination units [85], biomass-fueled plants

[83] or Battery Energy Storage Systems BESSs [6, 83]. Storage systems appear as the

41
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most versatile resource of flexibility. However, due to the capital cost, which limits storage

capacity, and to the stochastic nature of RES, the use of storage in operational planning

and real-time operation must be supported by proper optimization and control tools [86].

Several studies propose methodologies for the optimal operational planning of energy

and storage resources in isolated power systems, considering either geographically isolated

systems like small islands and remote power systems, or MGs operating in stand-alone

mode. Usually, these methodologies are based on the use of forecasts to find an optimal

scheduling of resources that minimizes operative costs and ensures uninterrupted power

supply and maximum exploitation of available renewable power [87–91].

However, in order to allow high penetration of non-programmable energy sources in

islands (reducing the operating costs) and maintain, at the same time, satisfactory levels

of system security and energy efficiency, the assessment of operating reserve must be

included in the overall optimal management of system energy resources. With the increase

in uncertain renewable resources, in small islands, where generation is mostly provided

by conventional diesel-powered generating sets, the available rotating reserve may not be

enough to accommodate large net load fluctuations.

The authors in [92] propose an algorithm for minimizing the operating costs of a MG

taking into account constraints on operating reserve, without considering the possible

errors on load and generation forecast that a small island MG may have, especially if

inaccurate forecasting techniques are used. In [87], optimization is obtained using a

three-stages approach where short-term forecasting is carried out by means of real-time

field measurements and used to update the controlled resources set-points, that adopts

forecasts ranging from one day to one month. In the short time optimization, short-term

forecasting is carried out by means of real-time field measurements and used to calculates

optimal set-points to be sent to the controlled micro-resources. In this approach, however,

no minimum reserve margins are taken into account and the control relies on the accuracy

of forecasts. The authors in [87] mention a large number of algorithms, which can lead to

reliable forecasts. However, even if net load uncertainty can be reduced, some residual

discrepancies between actual and forecasted net load will always remain [93]. This is

especially true in very small sized systems where net load fluctuations cannot be averaged

among several systems nodes [94]. Moreover, as shown in [95], PV generation forecasts

can fail in the short-term under specific weather conditions.

In [88, 89], optimal control of competing storage resources in a hybrid isolated system

is obtained through optimal predictive control. The impact of forecast error is minimized
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through the application of a model predictive control technique that allows to update

the optimal control law of all controlled units during actual system operation. A similar

control technique is also adopted in [90], where upward spinning reserve constraints to

deal with real-time power fluctuations are introduced. Spinning reserve constraints are

deterministically sized according to a fixed percentage of PV generation and load.

The study conducted in this chapter aimed to explore how different methods for the

evaluation of operating reserve affect the performance of the proposed control methodology,

in the presence of different levels of RES penetration.

2.1 Operational planning algorithm

The proposed operational planning algorithm is based on a predictive optimal dispatch con-

trol scheme, depicted in Fig. 2.1. In that scheme, optimal day-ahead operational scheduling

is obtained through the solution of a predictive control based on load and RES generation

forecasts. As shown in Fig. 2.1, at the i-th time-step, a discrete optimal control algorithm

minimizes operating costs, while satisfying technical limits and guaranteeing both Upward

Operating Reserve (UOR) and Downward Operating Reserve (DOR), quantified through

the procedure described in the previous section, for the remaining time-steps of the day (i.e.

the time window [ti, t24·n]). Being n the number of time-steps in one hour, ∆t is assumed

to be the duration of each time-step. The optimal set-points are fed to the field. However,

since real-time behavior could differ from expectations, the proposed operational planning

algorithm relies on the use of an iterative closed-loop predictive control routine that permits

to update the optimal set-points on an hourly base.

As in Fig. 2.1, the optimal set-points calculated through the predictive optimal dispatch

are updated on an hourly basis to compensate the difference between the forecasted and

the actual response of the system. In the tests, the response of the system during the

n time-steps in an hour (time windows [ti, ti+n]) is simulated through the solution of a

"greedy" optimization algorithm. A "greedy" algorithm, as defined by [96], is an algorithm

that always takes the best immediate, or local, solution while finding an answer. During

operation, the "greedy" control logic has been programmed to mimic the common control

logic of the main island resources. At the same time, it aims to minimize deviations from

the optimal set points defined by the operational planning algorithm while ensuring energy

balance, even in the presence of unexpected fluctuations. In a system where also storage

is present, these fluctuations will be mainly compensated by it, generating a mismatch
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between the expected State of Charge (SoC) trajectory and the real one. SoC is therefore

a relevant input to be fed back to the optimal control routine to update the control law

set-points.

For the purpose of showing the effectiveness of the proposed Closed-Loop Routine

(CLR), results can be compared to an Open-Loop Routine (OLR). This approach adopts

the same formulation for calculating the optimal daily reserve dispatch, but it differs from

the first one because the optimal control problem is solved only at the beginning of each

day, without intra-day updates of the control law [89].

Figure 2.1: Proposed closed-loop optimization routine

2.1.1 Formulation of the predictive optimal dispatch problem

For each hour of the day (∀h = 0,1, ...,23), the discretized optimal control algorithm can

be formulated as a Mixed-Integer Quadratic Programming (MIQP) problem:
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min
u,s

24·n−1

∑
i=h·n

fi(ui,si,pi) (2.1)

subject to equality and inequality constraints

gi(ui,pi) = 0; (2.2)

hi(ui,si,pi)≤ 0 (2.3)

where, for each i-th time-step in the optimization time window T = [th·n, t24·n], ui collects

the value of all the control variables (i.e. the power output of all dispatchable resources);

pi contains the input forecasted profiles (i.e. load demand and RES production); si collects

all the integer control variables used to handle with all the discontinuities in the system

formulation. All power related variables are considered expressed in kW.

The set of continuous and integer control variables has been chosen considering a

reasonable structure of isolated electrical distribution grids, which might include ndg

thermal units, distributed energy resources, and a Battery Energy Storage System (BESS).

Thus, for each i-th time interval in the time window T , the set of continuous control

variables is given by the vector:

ui =
[
ui

d,1, ...,u
i
d, j, ...,u

i
d,ndg

,ui
dis,u

i
cha,

ui
dwn,na,u

i
up,na,u

i
slack

] (2.4)

where ui
d, j is the generated power by the j-th thermal unit; ui

dis,u
i
cha represent the BESS

discharging and charging power, respectively; ui
dwn,na is the missing DOR; ui

up,na is the

missing UOR; ui
slack represents a slack variable that allows to reach a feasible solution

even in the case of system inadequacy, as discussed in [5].

Integer control variables are used to represent elements that introduce discontinuities

in the formulation of the objective function or constraints. In this problem, the integer

variables for each i-th time-step in the time window T are:

si =
[
si

d,1, ...,s
i
d, j, ...s

i
d,ndg

,si
cha

]
(2.5)

where si
d, j is 1 if the j-th thermal group is on, 0 when off; si

cha is 1 if the BESS is charging,

0 if discharging.
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Finally, the non-dispatchable power inputs for each i-th time interval in T are:

pi =
[
pi

L, pi
RES
]

(2.6)

where pi
L is the forecasted total load power demand; pi

RES is the forecasted total power

generation by RES.

The Open-Loop Routine (OLR) used just for comparison in test results can be formu-

lated similarly: the problem is solved only for h = 0, and the resulting optimal control law

is applied to the entire day without any update.

2.1.1.1 Objective function

In the proposed optimal control problem, the energy resources are dispatched in order to

minimize the overall management cost. The objective function is formulated as

min
u,s

24·n−1

∑
i=h·n

(
ci

dg(ui,si)+ ci
bess(ui)+ ci

res,na(ui)+ ci
slack(ui)

)
(2.7)

where ci
dg(ui,si), ci

bess(ui), ci
res,na(ui), ci

slack(ui) represent the costs related to thermal units,

BESS, missing operating reserve, and the use of the slack variable.

The diesel generation cost for each time-step is given by the sum of the two contributes

in (2.8). The first term associates a fixed cost λ (e) to the state variation and represents the

cost of turning on and off a single generation unit. The second term expresses the diesel

consumption as a quadratic function of the production level through the coefficients αdg,

βdg and γdg. It is quantified in euro considering the diesel unit cost cdies (e/l).

ci
dg = λ ·

ndg

∑
j=1

∣∣∣si
d, j − si−1

d, j

∣∣∣+
+∆t · cdies ·

ndg

∑
j=1

(
αdg ·ui

d, j
2
+βdg ·ui

d, j + γdg · si
d, j

) (2.8)

The BESS cost function appearing in (2.7) refers to wear cost, which is associated to the

discharge phase only in the proposed model. In particular, the unit wear cost αbess (e/kWh)

is simply formulated as the ratio between the substitution cost of the battery and the energy

throughput as proposed in [88].
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ci
bess = αbess ·ui

dis ·∆t (2.9)

Since lack of UOR might involve unsupplied loads, while lack of DOR might require

RES production to be curtailed, the costs due to missing UOR and DOR in (2.7) have

been assumed to depend on the unit cost of not served load β (e/kWh) and RES power

curtailment γ (e/kWh), respectively.

ci
res,na =

(
β ·ui

up,na + γ ·ui
dwn,na

)
·∆t (2.10)

As already mentioned, a slack variable has also been introduced so that the solver is

always able to find a solution even if there are not enough forecasted resources to satisfy

the energy balance. The cost function (2.11) adopts a suitably large weight M (e/kWh) to

minimize the possible use of the slack variable.

ci
slack = M ·ui

slack ·∆t (2.11)

2.1.1.2 Energy balance

The main equality constraint for each i-th time-step is given by the energy balance that,

having assumed the injected power as positive, can be written as:

ndg

∑
j=1

ui
d, j + pi

RES +ui
dis − pi

L −ui
cha +ui

slack = 0 (2.12)

Note that the amount of power in the slack variable represents only a hypothetical

corrective action, such as load shedding or generation curtailment, that might occur during

real-time operation. These actions, therefore, are neglected in the operational planning

problem. During the simulation of real-time operation, on the other hand, these corrective

actions can actually be applied to ensure the power balance.

2.1.1.3 Diesel generators

At each i-th time-step, for each thermal unit, eq. (2.13) limits the power output between

the minimum Pmin
dg and the maximum Pmax

dg power capability. eq. (2.14) defines a priority

order among the diesel units for the turning on phase.

Pmin
dg · si

d, j ≤ ui
d, j ≤ Pmax

dg · si
d, j ∀ j = 1, ...,ndg (2.13)
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si
d,ndg

≤ ...≤ si
d, j ≤ ...≤ si

d,1 (2.14)

2.1.1.4 Battery energy storage system

BESS charging and discharging are modelled through

qi
b(u) = qh·n

b +
i−1

∑
k=h·n

(
ηcha ·uk

cha
100

−
uk

dis
ηdis

·100

)
·∆t (2.15)

where qn·h
b (kWh) is the energy stored at the beginning of the optimization time window T,

qi
b (kWh) is the stored energy at the beginning of the i-th time-step, ηcha (%) and ηdis (%)

are respectively the charge and discharge efficiency. An additional equality constraint is

also added to ensure that half of Qn (kWh), that is the BESS rated capacity, is available at

the beginning of the following day:

q24·n
b − Qn

2
= 0 (2.16)

Inequality constraints are also included to take into account maximum charging and

discharging power, and minimum and maximum capacity:

0 ≤ ui
cha ≤ Pmax

bess · s
i
cha (2.17)

0 ≤ ui
dis ≤ Pmax

bess ·
(
1− si

cha
)

(2.18)

Qb,min ≤ qi
b(u)≤ Qb,max (2.19)

with

Qb,min =
SoCmin ·Qn

100
, Qb,max =

SoCmax ·Qn

100
(2.20)

and where Pmax
bess is the BESS rated power, Qb,min (kWh) and Qb,max (kWh) are respectively

the minimum and the maximum storable energy, corresponding to minimum, SoCmin (%),

and maximum, SoCmax (%), SoC conditions.
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2.1.1.5 Reserve requirements

Equations (2.21) and (2.22) represent the constraints on UOR and DOR, respectively. At

each i-th time-step, the sum of available and missing reserve must be greater than the

reserve requirements, ri
up,min and ri

dwn,min, calculated through the procedures described in

Section 2.2.

ri
up,a +ui

up,na ≥ ri
up,min (2.21)

ri
dwn,a +ui

dwn,na ≥ ri
dwn,min (2.22)

According to (2.23) and (2.24), for each i-th time-step, the available UOR ri
up,a and

DOR ri
dwn,a are related to the operating point of the diesel groups:

ri
up,a =

ndg

∑
j=1

(
Pmax

dg · si
d, j −ui

d, j

)
(2.23)

ri
dwn,a =

ndg

∑
j=1

(
ui

d, j −Pmin
dg · si

d, j

)
(2.24)

Constraints in (2.25) limit missing operating reserve in each i-th time interval to be non-

negative.

0 ≤ ui
up,na; 0 ≤ ui

dwn,na (2.25)

2.1.2 Formulation of the "greedy" control logic

As in Fig. 2.1, the optimal set-points calculated through the predictive optimal dispatch are

updated on hourly basis to compensate the difference between the forecasted and the actual

response of the system. In the tests, the response of the system during the n time-steps

in an hour is simulated through the solution of a "greedy" optimization algorithm that

aims to guarantee energy balance despite unexpected power fluctuations. For the sake of

simplicity, no further cost optimization is performed at this stage and the state of each j-th

diesel unit (si
d, j) is considered constant. Simultaneously, the algorithm aims to minimize

the mismatch from the optimal BESS charging ui
cha and discharging ui

dis set-points defined

by the optimal dispatch algorithm.
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Therefore, for each time-step in the interval [ti, ti+n], the "greedy" optimization algo-

rithm is formulated as a Mixed-Integer Linear Programming (MILP) problem:

min
u,s

f (u,s) (2.26)

subject to

g(u,s,u,p) = 0; h(u,s,u,s,p)≤ 0 (2.27)

where u collects the optimal set-points defined by the predictive algorithm (i.e. charge

or discharge power of the BESS); s contains the status of dispatchable units fixed by the

predictive algorithm (i.e. the status of the diesel units); u collects all real-time control

variables (i.e. the power output of dispatchable resources); s represents the real-time state

of the BESS (1 for charge and 0 for discharge); p contains the input real-time profiles (i.e.

load demand and RES production).

In this problem, the continuous and integer control variables, defined by the solution of

the optimal dispatch problem, are used as fixed set-points for the interval [ti, ti+n]:

u = [udis,ucha] ; s =
[
sd,1, ...,sd, j, ...sd,ndg

]
(2.28)

where udis and ucha are the BESS discharging and charging power set-points, respectively;

sd,1, ...,sd, j, ...sd,ndg are the defined status (1 if on, 0 when off) of each diesel unit in the

thermal plant.

The actual variables in the real-time problem are given by the integer variable s, just

defined and representing the state of the BESS, and by the continuous variables u:

u =
[
ud,1, ...,ud, j, ...,ud,ndg ,

udis,ucha,uRES,curt ,uL,shed
] (2.29)

where ud, j is the generated power by the j-th diesel group; udis,ucha represent the BESS

discharging and charging power, respectively; uRES,curt is the curtailed RES production;

uL,shed is the electrical load shedding.

Non-varying parameters for each time-step represent real-time system behaviour:

p = [pL,rt , pRES,rt ] (2.30)
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where pL,rt is the actual total power demand; pRES,rt is the actual total RES production.

2.1.2.1 Objective function

The real-time management of the available resources aims to guarantee energy balance

while minimizing the mismatch from the optimal set-points u. Thus, the objective function

is formulated as

min
u,s

[cshed(u)+ c∆b(u,u,s)] ·∆t (2.31)

where cshed and c∆b are penalty functions related to corrective actions and mismatches from

BESS optimal set-points, respectively. The first term in (2.31) depends on load shedding

and RES curtailment and it is weighted by a suitably large factor Mrt , so that emergency

actions are enforced only in the presence of severe adequacy violations:

cshed = Mrt ·
(
uL,shed +uRES,curt

)
(2.32)

The second term in (2.31) allows to minimize variations in the use of BESS:

c∆b = |∆ucha|+ |∆udis| (2.33)

The variation from the scheduled charging and discharging power are called ∆ucha and

∆udis, respectively, and are defined as:

∆ucha = ucha − s · (ucha −udis) (2.34)

∆udis = udis − (1− s) · (udis −ucha) (2.35)

2.1.2.2 Energy balance

The greedy algorithm mainly guarantees energy balance through the constraint:

ndg

∑
j=1

ud, j +udis +(pRES,rt −uRES,curt) =

= ucha +
(

pL,rt −uL,shed
) (2.36)
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2.1.2.3 Diesel generators

For each j-th activated thermal unit (sd, j = 1), eq. (2.37) limits the power output between

Pmin
dg and Pmax

dg power capabilities. Eq. (2.38) forces the diesel groups to produce the same

power.

Pmin
dg · sd, j ≤ ud, j ≤ Pmax

dg · sd, j ∀ j = 1, ...,ndg (2.37)

sd, j ·
(
ud, j −ud, j−1

)
= 0 ∀ j = 2, ...,ndg (2.38)

2.1.2.4 Battery energy storage system

BESS charging and discharging are modelled through

qnew
b (u) = qold

b +

(
ηcha ·ucha

100
− udis

ηdis
·100

)
·∆t (2.39)

where qnew
b and qold

b (kWh) are the energy stored at the end and beginning of the time-step,

respectively.

Technical limits of the energy storage have been considered through the following

inequality constraints:

0 ≤ ucha ≤ s ·Pmax
bess (2.40)

0 ≤ udis ≤ (1− s) ·Pmax
bess (2.41)

Qb,min ≤ qnew
b (u)≤ Qb,max (2.42)

2.1.2.5 Corrective actions

Further constraints, with eq. (2.43) and eq. (2.44) limit the load shedding and RES curtail-

ment to the actual load demand and RES production, respectively:

0 ≤ uL,shed ≤ pL,rt (2.43)

0 ≤ uRES,curt ≤ pRES,rt (2.44)
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2.2 Reserve evaluation methods for non-synchronous power

systems

As discussed in Section 1.5.2, there are various methods to assess the operating reserve

required during the operation of islanded distribution systems. Most of these methods use

forecasting and historical data to evaluate the amount of both Upward Operating Reserve

(UOR) and Downward Operating Reserve (DOR). However, as in this case, historical

data availability is often limited, relying on hourly or, at most, fifteen-minute average

measurements. For the conducted studies, in fact, we referred to data provided by the

distributor concerning the reference small Italian island presented in Section 1.5.1.

Based on the available data, two different operating reserve valuation methods were

considered and compared in this study:

• Method A, based on the use of absolute net-load forecasting errors and two separate

cumulative curves for downward and upward reserve (as in [5]);

• Method B, based on the use of absolute net-load forecasting errors and a single

cumulative curve (as in [78]).

These methods have been compared with different approaches, settings, and in relation

to the increasing penetration level of RES generation.

The available time series contain one year of 30-minute average load measurement (for

the year 2019) and one year of 15-minute average load measurement (for the year 2021).

Since PV/RES data are not known, historical series were extracted from [97] for the two

years under observation (since the data for the year 2021 are not available in [97], the 2020

data were used, as already anticipated in Section 1.5.1). The data from the first entire year

of operation will be used to quantify UOR and UOR, according to the methods just defined.

The data collected in the second year will be used to evaluate the actual response of the

proposed control methodology over an entire year of system operation.

2.2.1 Method A

This is the method previously proposed by the authors in [5]. It employs historical time

series to compare net-load measurements with forecasted ones. A simple naïve forecast

method was assumed. In day-ahead scheduling, at each i-th time interval, cumulative



Chapter 2. Operational Planning in Islanded Microgrids 54

curves are built considering the forecasting error done at time-steps in a close interval (i.e.

from i-2 to i+2), in all previous days of the same month.

The forecast error data set is used to build two different cumulative curves for each

time-step, one for negative and one for positive errors. Having defined a confidence interval,

the cumulative curves are used to quantify UOR and UOR. Considering separately positive

and negative errors allows to obtain conservative estimations and suitable amounts of both

UOR and UOR with any confidence interval. The example in Fig. 2.2 (up) shows how

UOR is quantified at 12:00 of a generic summer day, using different confidence interval.

The upper-right graph shows the difference between the maximum observed error and the

selected reserve. In the same figure, an analogous approach is used to quantify the DOR

needs (down).

Figure 2.2: Method A. On the left: Cumulative curves of net-load positive (up) and negative (down)
forecast errors; on the right: daily estimation of upward (up) and downward (down) operating

reserve

2.2.2 Method B

This method, differently from the previous one, aggregates positive and negative forecasting

errors in a single cumulative curve. As before, the cumulative curve at the i-th time-step is

built considering the errors in the interval [i-2, i+2], in all previous days of the same month.

Fig. 2.3 shows how UOR and UOR are quantified at 12:00 of a generic summer day,
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using different confidence intervals. Having chosen for example a 90% confidence interval,

the UOR is equal to the corresponding value in the cumulative distribution function.

Analogously, DOR is given by the value corresponding to 10%. By comparing Fig. 2.3

and Fig. 2.2, it is clear how, adopting the same confidence interval, Method B will always

be less conservative than Method A. A 100% confidence will generate the same results

with both methods.

Since errors aggregated in the cumulative function are either positive or negative,

Method B might fail in quantifying suitable amounts of reserve at all time intervals. For

example, if RES forecast errors are predominant, the cumulative curve can result shifted

towards the positive semi-axis. In this case the downward operating reserve can result

largely underestimated or even null.

Figure 2.3: Method B. On the left: Cumulative curve of net-load forecast errors; on the right: daily
estimation of upward (up) and downward (down) operating reserve

2.3 Testing the algorithm on a real case study

The predictive optimal dispatch algorithm described in Section 2.1 was applied to a single

bus system that represents a simplified structure of the reference small Italian island

discussed in Section 1.5.1. A representation of the network under investigation is shown

in Fig. 2.4. As depicted in the figure, unlike the current state of the island described in
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Section 1.5.1, to make the grid suitable for these studies, the inclusion of a PV system and

a BESS plant was assumed.

It is recalled that the distribution network of the island is composed by 5-buses. Each

bus supplies end-users through a MV/LV substation, whereas the whole island is powered

by a Main Power Plant (MPP) composed by four 480 kW diesel units, with no technical

minimum. From the load consumption data available, the total peak load is about 1.2 MW.

The peak is reached in summer since the loads are strongly dependent on the tourist season.

During summer months, indeed, the total load demand can reach 3 times the value of the

winter months.

Figure 2.4: Single-bus representation of the reference small Italian island distribution network
under investigation

In the following, test results obtained by the proposed methodologies are compared,

considering different PV penetrations and different methods for operating reserve assess-

ment. For the sake of simplicity, an equivalent PV unit was considered. Please note that

wind generation can be neglected because of the environmental protection rules enforced

in most Italian small islands.

The following assumptions were made. Since load measurements were recorded with a

15-minutes time resolution, n has been assumed equal to 4. Hence, the algorithm generates

a control law with a 15 minutes resolution (∆t = 0.25). The cost factors αdg, βdg and

γdg in (2.8) were calculated assuming a specific consumption of 0.202 kg/kWh at 100%,

0.203 kg/kWh at 75% and 0.210 kg/kWh at 50% of rated power. The assumed diesel cost

was 1.055 e/l (as given in [98]) and a state variation cost equal to 7.50 ewas considered.

Flexibility resources are ensured by a 250/500 kW/kWh BESS. A SoCmin of 10% and

a SoCmax of 90%, a total number of 3000 life-cycles, a charging/discharging efficiency
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of 90% and a substitution cost of about 250.00 e/kWh have been assumed. Under these

assumptions, the wear cost αbess is equal to 0.1042 e/kWh.

Interruption costs for loads and PV production have been set to 20.00 e/kWh and

0.27 e/kWh, respectively. Load shedding cost was estimated considering the value of lost

load in [99], whereas generation curtailment was assumed equal to the incentive given to

PV producers in small Italian islands [98].

Figure 2.5: Comparison between different control methodologies on August 8 - Active power

A preliminary test has been carried out considering 200 kWp of PV penetration and a
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Figure 2.6: Comparison between different control methodologies on August 8 - Planned upward
operating reserve
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Figure 2.7: Comparison between different control methodologies on August 8 - Planned
Downward operating reserve
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90% confidence interval for reserve estimation. Fig. 2.5 shows the results obtained in a

significant day in August. Reserve requirements in that day are the ones shown in Fig. 2.2

and Fig. 2.3 for a 90% confidence interval. The day is characterized by unforeseen shortage

of PV generation.

When no reserve is considered and an Open-Loop Routine (OLR) is followed (first

plot), the forecast error causes significant load shedding due to the unavailability of more

than one diesel generator. This scheduling error can be soon solved if a Closed-Loop

Routine (CLR) is used (second plot). In general, by comparing OLR and CLR there is

evidence of the higher effectiveness of CLR with respect to OLR. The intra-day adjustments

permit, in fact, not only to correct the number of scheduled diesel generators, but also to

better exploit storage resources.

Finally, it can be observed that a more conservative estimation of reserve (third plot,

Method A) allows to mitigate load shedding actions when an OLR is followed. Similar

deductions are drawn in the following subsections where annual test results are obtained

considering increasing PV penetration and different confidence intervals.

In Fig. 2.6, graphs illustrate the profiles of the UOR allocated during the planning

phase for the various methodologies examined on August 8. It is evident that the algorithm

consistently adhered to the operating reserve constraints (dark line), ensuring that there was

never a deficiency in UOR. However, the allocated reserve did not always prove sufficient

to prevent load shedding in cases where a OLR was adopted (refer to the third and fifth

graphs in Figure 2.6). At the beginning of the day, the load level was significantly higher

than expected and the algorithm was unable to adjust its decisions, unlike the CLR case.

For completeness, the DOR allocated is also presented in Fig. 2.7.

2.3.1 Influence of PV penetration

Four different case studies with increasing penetration of installed PV were assumed:

1. no PV, in order to consider only load uncertainty;

2. 100 kWp PV capacity, which is about the current installed power;

3. 200 kWp PV capacity, roughly equal to the RES penetration target at year 2020 set

by the Italian Ministry of Economic Development [73];

4. 500 kWp PV capacity, target at year 2030 [73].
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Table 2.1: Annual operating costs for different PV penetration levels (e)
w/o reserve Method A Method B

Closed-loop Open-loop Closed-loop Open-loop Closed-loop Open-loop

0
kW

p

on/off DGs 2003 1613 1628 1688 1658 1673
DG Prod. 826307 822632 830369 828804 829323 827875
BESS usage 1963 2423 1376 1962 1400 1833
Load/PV curt. 11272 149481 118 2832 0 11344
Overall cost 841545 976149 833490 835285 832380 842724

10
0

kW
p

on/off DGs 1988 1523 1733 1613 1733 1553
DG Prod. 789288 785766 794027 792524 792775 791303
BESS usage 1948 2498 1597 2135 1654 2070
Load/PV curt. 17381 150623 273 7404 1167 18921
Overall cost 810604 940409 797630 803676 797328 813847

20
0

kW
p

on/off DGs 2857 2317 1642 1657 1672 1672
DG prod. 749707 744973 758755 757358 757097 755470
BESS usage 3995 3938 4435 5010 3051 3599
Load/PV curt. 42290 279758 39 7970 260 16347
Overall cost 798851 1030987 764872 771996 762082 777089

50
0

kW
p

on/off DGs 10222 6307 4432 2257 4387 2302
DG prod. 630307 620162 665786 664629 663418 662452
BESS usage 9370 9731 11596 11751 11281 11397
Load/PV curt. 577115 1064040 16771 21286 15688 30562
Overall cost 1227015 1700241 698586 699924 694774 706714

In Table 2.1, test results for the four cases are shown. Tests results have been obtained

considering an entire year of operation and adopting different approaches in terms of

operating reserve provision (no reserve, reserve with Method A and Method B) and optimal

control scheme (CLR vs. OLR). For operating reserve evaluation a 90% confidence interval

has been considered since, as shown in the next subsections, it is a value that offers a good

comprise in the performances of both OLR and CLR.

As expected, generation costs are lower when operating reserve constraints are ne-

glected, since the dispatch aimed only to satisfy the forecasted net-load at a minimum cost.

However, during real-time operation, due to the forecasting errors, the lack of operating

reserve resulted in several load and generation curtailment events. If reserve requirements

are neglected the installation of PV can ensure a minimization of operating costs only up

to a certain capacity (100 kW adopting a OLR and 200 kW adopting a CLR). After that,

operating costs increase with the RES penetration due to the adequacy problems. The in-

troduction of operating reserve constraints allows instead to minimize costs, independently

from the adopted control approach.

In general, the CLR permitted always to mitigate the impacts of forecasting errors on

yearly operating costs, since it allowed to update the system state and optimal trajectories

during real-time operation. Nevertheless, it can be noticed that the adoption of CLR

was not secure enough if reserve constraints are neglected with relevant level of RES

penetration. Indeed, for 200 kWp and 500 kWp of PV penetration, costs of CLR without
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reserve were even higher than costs obtained by an OLR schemes including the operating

reserve constraints. Conversely, when operating reserve constraints were introduced, the

results obtained with the CLR and OLR were very close. Actually, according to results in

Table 2.1, CLR appeared to be always a little more efficient than the OLR. In particular, it

can be noticed that the first routine resulted in higher generation costs, whereas, the second

one led to relevant costs due to load/PV curtailment.

With regard to the methodology adopted in operating reserve quantification, it can

be observed that the expected results were very close. However, since OLR does not

update set-points throughout the day, such a control scheme performed better when a more

conservative method for reserve provision was adopted (Method A). On the contrary, a

less conservative method (Method B) appeared to be preferable when a CLR is adopted. In

general, it is evident that the introduction of operating reserve constraints in the formulation

is the most critical aspect, independently from the method adopted to estimate them.

2.3.2 Influence of the confidence interval

This section investigates the influence of the confidence interval choice. Test results were

obtained by fixing the PV capacity (i.e. 200 kWp which seems to be the capacity that could

be easily reached in a next future) and changing the confidence interval used in Methods A

and B.

Table 2.2 shows the costs obtained in one year of operation, adopting confidence

intervals in the range 80-100%. Test results confirm the deductions drawn in the previous

subsection. In addition, it can be observed that, when a CLR is adopted, a reduction of the

confidence interval can help in reducing operating costs. Allocating too much reserve can

be, in fact, counterproductive with CLR. However, confidence intervals too small can lead

to higher costs even with CLR. On the other hand, with an OLR, the adoption of a higher

confidence interval allows to reduce operating costs by increasing the amount of reserve.

However, test results show that a 95% confidence interval is probably the most suitable

choice for OLR, confirming the recommendations in [81].

Costs obtained with low confidence intervals (CI= 80%) are the lowest only if the

more conservative Method A is adopted. With larger confidence intervals, Method A

brings advantages only using an OLR. In the CLR, Method B performs better with lower

confidence intervals. The choice of method for reserve evaluation is irrelevant at 100%,

since the two methods yield the same results, as previously also shown in Fig. 2.2 and

Fig. 2.3.
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Table 2.2: Annual operating costs with different confidence intervals (e)

Method A Method B
Closed-loop Open-loop Closed-loop Open-loop

C
I=

10
0%

on/off DGs 1703 1763 1703 1763
DG Prod. 763815 762204 763815 762204
BESS usage 6622 7411 6622 7411
Load/PV curt. 0 19 0 19
Overall cost 772139 771397 772139 771397

C
I=

95
%

on/off DGs 1687 1672 2272 1657
DG Prod. 760327 758855 757678 757552
BESS usage 5359 6009 5662 5040
Load/PV curt. 0 3783 525 5523
Overall cost 767374 770321 766138 769773

C
I=

90
%

on/off DGs 1642 1657 1672 1672
DG Prod. 758755 757358 757097 755470
BESS usage 4435 5010 3051 3599
Load/PV curt. 39 7970 260 16347
Overall cost 764872 771996 762082 777089

C
I=

85
%

on/off DGs 1612 1657 2182 1642
DG Prod. 757821 756339 754849 754307
BESS usage 3658 4267 3360 2966
Load/PV curt. 30 11196 1073 22467
Overall cost 763122 773460 761465 781384

C
I=

80
%

on/off DGs 1732 1672 2167 1567
DG Prod. 756814 755378 754205 753487
BESS usage 3075 3570 3088 2654
Load/PV curt. 365 15688 2770 29962
Overall cost 761988 776309 762232 787671

2.4 Inclusion of energy stored by BESSs in operating re-

serve constraints

The operating reserve available for any kind of resource is closely linked to its capacity,

the operating point, and the actual availability of the primary energy source. Unlike diesel-

powered generating plants, whose fuel reserve is replenished through long-term planning

so that they can be considered as unlimited resources during the short-term operation, the

energy reserve stored in a BESS can be rapidly depleted during short-term operation [3].

The operating reserve that a storage system can provide is closely linked not only to its

rated power and capacity, but also to its SoC, which varies over time. Since charging or

discharging power capacity of BESS is in general not known in advance, the formulation

of the proposed daily optimal dispatch control problem discussed in Section 2.2, did not
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include storage in the operating reserve constraints. Although the BESS operating reserve

was not considered in the operational planning problem, the real-time optimization problem

could control the island’s BESS to cope with generation shortfalls or excesses and meet

the energy balance by trying to avoid load/PV curtailments. Thus, the BESS’ operating

reserve was always present but considered only as a reserve of last resort.

In this section, a new approach to evaluating the available operating reserve is proposed

and compared with the previous one. This new approach is based on the recursivity of the

proposed Closed-Loop Routine (CLR), which permits to define with sufficient precision

the amount of BESS capacity actually available in the time interval between two successive

optimizations. This approach allows to include the reserve capacity of storage systems,

without the risk of overestimating their capabilities in the whole controlled time window.

If the BESS reserve should ever be depleted because of the results of real-time operation,

the Closed-Loop Routine (CLR) will include this condition when updating the control law.

The two approaches to operating reserve assessments which will be compared in this

section can be summarized as follows:

• Approach #1: it represents the approach discussed in Section 2.2, where the operating

reserve constraints are satisfied only by the operating reserve available from diesel

generation, and load or generation curtailment.

• Approach #2: it represents the approach proposed in this section, where the operating

reserve constraints are satisfied taking into account all the resources in Approach #1,

plus the operating reserve available from the BESS.

In the Approach #1, the overall upward and downward operating reserves were the sum

of two contributions: the first related to the operating point of the diesel units, eqs. (2.23)

and (2.24), and the second related to the operating reserve that has not been allocated. In

Approach #2, however, the overall upward and downward operating reserves also depend

on a third contribution, which depends on the energy stored in the BESS.

The operating reserve constraints of Approach #1, eqs. (2.21) and (2.22), in the Ap-

proach #2 are formulated including BESS capacity terms ri
b,up and ri

b,down.

ri
dg,up + ri

b,up +ui
l,shed ≥ ri

up,min (2.45)

ri
dg,down + ri

b,down +ui
res,curt ≥ ri

down,min (2.46)
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with (2.45), (2.46), and

ri
b,up = max

{
0,Pi

up
}

(2.47)

ri
b,down = max

{
0,Pi

down
}

(2.48)

Pi
up = min

{
Pmax

bess ,
qi

b −Qb,min

n ·∆t
·ηdis

}
−ui

dis +ui
cha (2.49)

Pi
down = min

{
Pmax

bess ,
Qb,max −qi

b
n ·∆t

· 1
ηcha

}
−ui

cha +ui
dis (2.50)

Equations (2.47)-(2.50) are new constraints that have to be added in the Approach #2,

compared to the Approach #1, allowing to take into account SoC in the formulation of

BESS reserve. BESS reserve is limited to the maximum charging or discharging power

that can be kept continuously for an entire hour. The total available reserve must be

greater than the reserve requirements, ri
up,min (kW) and ri

down,min (kW), sized as described

in Section 2.2.

2.4.1 Influence of the BESS’ operating reserve

The comparison of the two approaches has been done using the same assumptions made in

Section 2.3, with a PV installed capacity of 200 kWp and a CIinterval of 90%.

As in the previous analysis, trends in active powers during August 8 are shown, this

time using Approach #2 described in this section (Fig. 2.8). Moreover, in this analysis, the

Upward Operating Reserve (UOR) trends have been shown in Fig. 2.9, to show how on that

specific day, several times the minimum UOR requirement was satisfied by considering

the BESS’ operating reserve without turning on a new diesel generator. For the sake of

completeness, in Fig. 2.10, the Downward Operating Reserve (DOR) trends have also been

shown.

It is important to underline how the operating reserve made available by the BESS

during the adoption of OLR is very low, almost negligible, compared to the case of adopting

CLR. This is because the operating reserve of the BESS is calculated based on the time

between two subsequent optimizations. While with CLR, optimization occurs every hour,

with OLR, optimization occurs every 24 hours. Therefore, in the case of OLR, the reserve

of the BESS is calculated equal to the power that can be reliably provided for 24 hours,
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Figure 2.8: Comparison between different control methodologies on August 8 considering BESS’
operating reserve in the operating reserve constraints (Approach #2) - Active power
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Figure 2.9: Comparison between different control methodologies on August 8 considering BESS’
operating reserve in the operating reserve constraints (Approach #2) - Upward operating reserve
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Figure 2.10: Comparison between different control methodologies on August 8 considering BESS’
operating reserve in the operating reserve constraints (Approach #2) - Downward operating reserve
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which is extremely smaller compared to what can be provided for 1 hour, as in the case of

CLR. This makes the effect of the BESS operating reserve constraints consideration very

small in the case of OLR adoption.

Leaving out this aspect, all the considerations made in the previous section using

the Approach #1 remain true using the Approach #2. The CLR produced better results

by mitigating load shedding. Taking operational reserve constraints into account in the

operational planning problem significantly decreased the curtailment of load. In particular,

the conservative nature of reserve Method A, compared to reserve Method B, proved

advantageous on the specific day shown, allowing a reduction in load shedding during

August 8. In contrast to the use of Approach #1, in the case of Open-Loop Routine (OLR)

with reserve Method A, Approach #2 presented an even better result, managing to totally

avoid load shedding during the day. The algorithm decided to keep the second diesel

generator running during those hours, demonstrating a better ability to manage the network

when it has more resources with operating reserve to manage.

By examining the UOR allocated throughout the day, as depicted in Fig. 2.9, it becomes

evident that the avoided load shedding was successfully managed, meeting the minimum

reserve requirement through the BESS operating reserve. This highlights how Approach #2

proved cost-effective on that particular day, concurrently reducing load shedding and diesel

consumption.

Also, using Approach #1, the third diesel group is turned on for a longer time during

the evening than when Approach #2 was used (comparing Figs. 2.8 and 2.5). To allow for

this, in the CLR cases, the algorithm turns on a second diesel unit for 30 to 60 minutes

(using Method B and Method A, respectively) in the early morning hours to charge the

BESS and allow it to have enough reserve to limit the turning on of the third diesel unit

during the evening.

In Tables 2.3 and 2.4, the annual operating costs using the two approaches can be

compared for different PV penetration, in case of adopting the CLR or OLR, respectively.

The approaches can also be compared for different confidence intervals with the Tables 2.5

and 2.6.

Comparing the operational costs of Approach #2 with the case without reserve con-

straints (Table 2.1), all the considerations discussed in the analysis using Approach #1

remain valid. Generation costs are lower when reserve constraints are neglected, since

the dispatch aimed only to satisfy the forecasted net-load at a minimum cost. However,

during real-time operation, due to the forecasting errors, the lack of reserve resulted in
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Table 2.3: Comparison of annual operating costs between Approach #1 and Approach #2 with
closed-loop routine, for different levels of PV penetration (e)

Closed-loop
Method A Method B

Appr. #1 Appr. #2 Appr. #1 Appr. #2
0

kW
p

on/off DGs 1628 2213 1658 2288
DG Prod. 830369 826386 829323 826101
BESS usage 1376 2255 1400 2371
Load/PV curt. 118 520 0 7675
Overall cost 833490 831373 832380 838435

10
0

kW
p

on/off DGs 1733 2213 1733 2258
DG Prod. 794027 789431 792775 789331
BESS usage 1597 2301 1654 2292
Load/PV curt. 273 636 1167 2707
Overall cost 797690 794580 797328 796588

20
0

kW
p

on/off DGs 1642 3203 1672 3023
DG prod. 758755 751400 757097 750967
BESS usage 4435 3324 3051 3402
Load/PV curt. 39 1497 260 2778
Overall cost 764872 759423 762082 760169

50
0

kW
p

on/off DGs 4432 7373 4387 8123
DG prod. 665786 651928 663418 648571
BESS usage 11596 9433 11281 9530
Load/PV curt. 16771 25548 15688 55898
Overall cost 698586 694281 694774 722122

several load and generation curtailment events. The introduction of reserve constraints

allows instead to minimize costs, independently from the adopted control approach.

Comparing the results using Approach #2 with CLR (Table 2.3 and 2.5) and OLR

(Table 2.4 and 2.6), precisely the same considerations can be made as when dealing with

Approach #1 in Section 2.3.

The CLR permits always to mitigate the impacts of forecasting errors on yearly operat-

ing costs, since it allows to update the system state and optimal trajectories during real-time

operation. In particular, it can be noticed that the CLR results in higher generation costs,

whereas, the OLR leads to relevant costs due to load/PV curtailment. In general, the CLR

appears to be always a little more efficient than the OLR, except for the case with a PV

penetration of 500 kWp and operating reserve evaluated by Method B.

The CLR generally appears to be consistently more efficient than the OLR, except

for the scenario with a PV penetration of 500,kWp and an operating reserve evaluated by

Method B.

Approach #2, being less conservative than Approach #1, is more vulnerable to fore-
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Table 2.4: Comparison of annual operating costs between Approach #1 and Approach #2 with
open-loop routine, for different levels of PV penetration (e)

Open-loop
Method A Method B

Appr. #1 Appr. #2 Appr. #1 Appr. #2
0

kW
p

on/off DGs 1688 1897 1673 1897
DG prod. 828804 829670 827875 828348
BESS usage 1962 1921 1833 1957
Load/PV curt. 2832 1780 11344 17553
Overall cost 835285 835269 842724 849756

10
0

kW
p

on/off DGs 1613 1972 1553 2047
DG prod. 792524 792952 791303 791591
BESS usage 2135 2440 2070 2439
Load/PV curt. 7404 7798 18921 16406
Overall cost 803676 805162 813847 812484

20
0

kW
p

on/off DGs 1657 2302 1672 2017
DG prod. 757358 757784 755470 755782
BESS usage 5010 4858 3599 3523
Load/PV curt. 7970 6588 16347 17842
Overall cost 771996 771534 777089 779166

50
0

kW
p

on/off DGs 2257 3202 2302 3562
DG prod. 664629 664981 662452 661663
BESS usage 11751 13256 11397 12529
Load/PV curt. 21286 794924 30562 793638
Overall cost 699924 708264 706714 715797

casting errors. High penetration of renewable sources (500 kWp) necessitates a greater

operating reserve but also introduces a higher susceptibility to forecasting errors. In the

case of OLR, the quantified operating reserve of the BESS was very low, forcing the

optimal planning algorithm to meet operating reserve requirements almost always only

through the operating reserve of diesel generators.

In instances where the BESS reserve was sufficient, the CLR resulted in keeping

one more diesel generator offline compared to the OLR. This choice, observed multiple

times during the analyzed year, proved to be counterproductive when adopting the less

conservative reserve evaluation method (Method B). Ultimately, the adoption of a CLR

was not enough to compensate for the less conservative nature of the Approach #2.

Comparing the two approaches, it can be seen that Approach #2 results in a greater

number of generator state changes, but a reduction in the actual fuel cost, which also saves

CO2 emissions. For a high CI, the usage of BESS is reduced because it is used more

frequently to ensure reserve capacity. However, its use increases when the CI is lower,

mainly to reduce the cost of production from diesel sources.
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Table 2.5: Comparison of annual operating costs between Approach #1 and Approach #2 with
closed-loop routine, for different confidence intervals (e)

Closed-loop
Method A Method B

Appr. #1 Appr. #2 Appr. #1 Appr. #2
C

I=
10

0%
on/off DGs 1703 2888 1703 2933
DG Prod. 763815 752761 763815 752230
BESS usage 6622 2499 6622 2725
Load/PV curt. 0 65 0 0
Overall cost 772139 758213 772139 757888

C
I=

95
%

on/off DGs 1687 2858 2272 3083
DG Prod. 760327 752030 757678 751374
BESS usage 5359 2774 5662 3299
Load/PV curt. 0 179 525 1176
Overall cost 767374 757840 766138 758931

C
I=

90
%

on/off DGs 1642 3203 1672 3023
DG Prod. 758755 751400 757097 750967
BESS usage 4435 3324 3051 3402
Load/PV curt. 39 1497 260 2778
Overall cost 764872 759423 762082 760169

C
I=

85
%

on/off DGs 1612 2918 2182 3323
DG Prod. 757821 751224 754849 751005
BESS usage 3658 3387 3360 3692
Load/PV curt. 30 2930 1073 3559
Overall cost 763122 760458 761465 761579

C
I=

80
%

on/off DGs 1732 3128 2167 3083
DG Prod. 756814 751025 754205 750748
BESS usage 3075 3512 3088 3802
Load/PV curt. 365 1843 2770 7035
Overall cost 761988 759508 762232 764667

Approach #2, in general, almost always leads to a lower overall operating cost, espe-

cially for a high CI and adopting a CLR. This is because the OLR pays less attention to the

behavior of the BESS during the current day, and the reserve provided by this resource may

be consumed in cases where load conditions deviate significantly from forecasts. Although

Approach #2 achieves overall savings, more load and PV generation outages occur. This

approach, therefore, has a higher risk of curtailments, which have almost always proven to

be cost-effective.

As PV penetration varies, there is no clear dominance between the two approaches.

Approach #2 always proves advantageous when using the Method A for reserve evaluation

and with the adoption of the proposed CLR. In other cases, the two approaches give similar

results. It seems too conservative to consider BESS’ operating reserve in operating reserve

constraints when the penetration of the PV is very high. For example, in the case of a PV
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Table 2.6: Comparison of annual operating costs between Approach #1 and Approach #2 with
closed-loop routine, for different confidence intervals (e)

Open-loop
Method A Method B

Appr. #1 Appr. #2 Appr. #1 Appr. #2
C

I=
10

0%
on/off DGs 1763 2153 1763 2108
DG Prod. 762204 763547 762204 761225
BESS usage 7411 7351 7411 2398
Load/PV curt. 19 1460 19 0
Overall cost 771397 774510 771397 765730

C
I=

95
%

on/off DGs 1672 2093 1657 2093
DG Prod. 758855 759629 757552 758006
BESS usage 6009 5972 5040 4958
Load/PV curt. 3783 2974 5523 3522
Overall cost 770321 770667 769773 768579

C
I=

90
%

on/off DGs 1657 2303 1672 2018
DG Prod. 757358 757785 755470 755782
BESS usage 5010 4859 3599 3523
Load/PV curt. 7970 6589 16347 17843
Overall cost 771996 771535 777089 779166

C
I=

85
%

on/off DGs 1657 1958 1642 2063
DG Prod. 756339 756625 754307 754648
BESS usage 4267 4167 2966 2990
Load/PV curt. 11196 8348 22467 15363
Overall cost 773460 771097 781384 775064

C
I=

80
%

on/off DGs 1672 1988 1567 2033
DG Prod. 755378 755767 753487 753832
BESS usage 3570 3528 2654 2745
Load/PV curt. 15688 11713 29962 23759
Overall cost 776309 772995 787671 782368

of 500 kWp, the savings due to lower diesel consumption of the main power plant is not

sufficient to cover the costs associated with the higher number of generator state changes

and load and generation curtailments. For lower values of PV, however, considering the

less conservative approach (Approach #2) often leads to a saving, but overall the two

approaches can be considered equivalent.

Table 2.7: Annual operating costs variation considering the BESS’ operating reserve in the
operating reserve constraints (Approach #2 vs Approach #1) for different PV penetration levels (e)

Closed-loop Open-loop
Method A Method B Method A Method B

0 kWp -0.25% +0.73% -0.00% +0.83%
100 kWp -0.38% -0.09% +0.18% -0.17%
200 kWp -0.71% -0.25% -0.06% +0.27%
500 kWp -0.62% +3.94% +1.19% +1.29%
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Table 2.8: Annual operating costs variation considering the BESS’ operating reserve in the
operating reserve constraints (Approach #2 vs Approach #1) for different confidence interval (e)

Closed-Loop Open-Loop
Method A Method B Method A Method B

CI=100% -1.80% -1.85% +0.40% -0.73%
CI=95% -1.24% -0.94% +0.04% -0.16%
CI=90% -0.71% -0.25% -0.06% +0.27%
CI=85% -0.35% +0.01% -0.31% -0.81%
CI=80% -0.33% +0.32% -0.43% -0.67%

The relative percentage variation of the overall operating costs using Approach #2

compared to Approach #1 are shown in Tables 2.7 and 2.8. The previously discussed

statements can be further highlighted by the data presented in these tables.

Examining the data in Tables 2.7, it is noted that adopting Method A and CLR, Ap-

proach #2 is always advantageous compared to Approach #1. Furthermore, it is observed

that this advantage increases as the PV size increases. However, this improvement gradu-

ally diminishes as the PV size exceeds a certain value, as highlighted by the fact that with a

size of 500 kWp, the improvement is lower than the case with 200 kWp. Reducing the con-

servativeness of the adopted methods leads to a decrease in the advantage of Approach #2

over Approach #1.

This relationship between conservativeness and economic effectiveness of Approach #2

is also evident in Table 2.8. Changes in CI, using CLR, show how the advantage of

Approach #2 over Approach #1 decreases with decreasing CI, both with Method A and

Method B for operating reserve evaluation. However, with the adoption of OLR, this

relationship is lost, suggesting a reversal of the trend (observing data related to OLR with

Method A). It is important to note that in OLR, the BESS operating reserve is spread

over all 24 hours of the day, often proving to be very small. In these cases, differences in

overall costs between the two approaches arise from small decisions that, depending on

the circumstances, can prove advantageous or disadvantageous.

2.5 Conclusion

Accommodating increasing shares of RES generation in non-synchronous power system

requires the adoption of suitable control schemes. In some small Italian islands, during off-

season days, RES generation can easily exceed load, even at low levels of RES penetration,

thus either limiting hosting capacity or introducing threats to system adequacy and security.
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Storage systems can provide support to compensate generation/load imbalance, although

the adoption of predictive control schemes is suggested to optimize their use.

Test results, obtained using historical load data of a benchmark of an actual small

island in Italy, showed that the provision of suitable amounts of reserve and the inclusion

of reserve constraints in the formulation of the control problem constitute the most relevant

aspect for energy resource dispatch. In the presence of high RES penetrations, unforeseen

net-load fluctuation can generate high operating costs in terms of curtailed load or gen-

eration, if no reserve has been ensured. The proposed closed-loop operational planning

algorithm allowed to obtain the best results, independently from RES capacity and from

the method adopted to estimate reserve requirements. Also, an open-loop control can

guarantee satisfactory results, although in this case the adoption of a more conservative

approach to estimate reserve is suggested.

Results obtained with two different methods to estimate upward and downward reserves,

both based on a probabilistic approach, have also been discussed. The adoption of the most

conservative method (Method A) allowed to obtain always good results, independently

from the control scheme and from the share of PV generation. Further tests have shown

how the choice of a confidence interval while quantifying reserve can impact on final

results. In general, a lower confidence interval (around 80-85%) can be adopted together

with a Closed-Loop Routine (CLR). Higher confidence (95%) is instead necessary when

Open-Loop Routine (OLR) is used.

When BESS power capacity is neglected from formulation (Approach #1), the control

scheme leads to more conservative solutions. Conventional generation units (in this case

small-sized diesel generators) are dispatched more often, with increasing production costs

due to more frequent on/off cycles and less efficient operating points. Moreover, the BESS

unit is dispatched more often because its capacity is not set aside as a reserve, resulting in

higher wear costs.

The inclusion of BESS capacity in operating reserve constraints allows instead to

decrease generation costs and minimize the use of BESS. In facts, the solution found with

this approach (Approach #2) allows to avoid the switching on of extra generators just

to satisfy operating reserve requirements. Also BESS is activated less often because its

capacity is reserved. Thanks to the recursive CLR, BESS operating reserve is updated

at each cycle of the control loop, permitting to estimate very accurately the actual BESS

capability in the next hour of operation. However, this approach has the drawback of

overestimating the capabilities of the battery along the rest of the optimization window. In
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certain cases, when higher net-load fluctuations or forecasting errors are experienced, the

solutions found might be not conservative enough and lead to undesirable curtailments.

This approach might not be suggested when load shedding costs are particularly high or

forecasts are not very accurate.

In small isolated power systems where the load varies greatly depending on the season,

as in the case examined in this chapter, it may be more convenient to switch between the

two approaches depending on the period of the year.



Chapter 3

Real-Time Operating Reserve
Assessment and Allocation

The previous chapter discussed a new operational planning algorithm for islanded Micro-

grid (MG)s, based on an optimal predictive dispatch algorithm with a closed-loop routine.

This algorithm aimed to optimally schedule the diesel generators and manage the Battery

Energy Storage System (BESS) State of Charge (SoC) and charge and discharge power,

in order to reduce the quantity of load not served or renewable production curtailed, and

save money. The time frame of operation of this algorithm, because of concerning the

operational planning of the resources, was on the order of hours. Moreover, the previous

study was considered only theoretically, without considering the optimization program in

a more practical framework, i.e. included in a control architecture.

In this chapter, a Real-Time Algorithm (RTA) for operating reserve assessment and

allocation is presented. Differently from the previous study, this control algorithm has been

realized in order to be implemented in an actual control architecture for isolated MGs. The

control algorithm monitors and manages the security and secure grid operation, assessing

the available operating reserve and sending requests to the controllable resources in order

to ensure the minimum operating reserve allocation. The time frame of operation of this

RTA is faster than the algorithms described in the previous chapter, being in the range of 1

minute to 15 minutes.

As in the previous chapter, also this RTA (as well as the control architecture in which it

is to be implemented) has been developed based on the general structure of a small Italian

island, namely the reference small Italian island introduced in Section 1.5.1.

The control architecture considered in this chapter was introduced in [11] and represents

77
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Figure 3.1: Hierarchical scheme of the proposed control architecture

one of the key points of a national research project, namely ISMI (Integrated Storage and

Microgrid Innovation). The ISMI project, in fact, aimed to realize a unified architecture

capable of ensuring efficient and stable control of isolated networks (MGs such as small

Italian islands), consisting of the integration of a high-level control logic (Microgrid

Controller) and local control logic of generation and storage resources. The control

architecture developed in that project aimed not only at ensuring the correct and secure

operation of the MG but also at being simple and immediately implementable in islanded

distribution networks. This control architecture, in fact, has been conceived by including

in it devices and components already present in the Italian national landscape, installed in

today’s networks, or otherwise provided for by current regulations.

As discussed extensively in Chapter 1, the physical and functional grouping of the

control system functionalities can be defined in several ways. That said, in the considered

control architecture, the functionalities of the three control layers are integrated and

operated according to the hierarchy depicted in Fig. 3.1, in a way that is suitable for various

islanded MG configurations.

The considered control architecture is derived from the structure of the IEEE 2030

standard for Microgrid Controller (MGC)s [34], which is based on three control layers,

namely, primary, secondary, and tertiary. In such control architecture, the primary control

layer comprises all the functionalities operated by the Local Level Controllers (LLCs),

such as speed governors and excitation current regulators of thermal units, as well as droop

techniques required to share power contributions for voltage and frequency regulation.

The secondary layer of the architecture is decentralized and can be identified in Breaker
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Controllers (BCs) and Plant Control Units (PCUs). In this specific control architecture,

the BCs can provide measuring and protection functionalities, while the PCUs, which

are associated to each generation and storage plant, collect measures and states from

single generating units or aggregation of different ones. This assumption is consistent with

the specifications set by the Italian grid code CEI 0-16 [53] which makes devices with

monitoring capabilities to be mandatory for plants with relevant production (with rated

power greater than 1 MW). The PCU introduced by the Italian grid code CEI 0-16 is called

Controllore Centrale d’Impianto (CCI), discussed in Section 1.4. As already discussed in

Section 1.4, grid code also specifies the availability of several controlling functionalities

for the CCI, i.e. (a) active power limitation, (b) modulation of the imported/exported active

power, (c) voltage regulation by supplying inductive/capacitive reactive power, (d) power

factor setpoint, (e) reactive power regulation as a function of the voltage, (f) power factor

regulation as function of active power.

In the specified control architecture, the implementation of some of the available func-

tionalities is made mandatory (i.e., active power limitation). Further functions, currently

not considered in the abovementioned grid code, like spinning reserve regulation, were

also considered. BCs are considered present in correspondence of secondary substation

MV feeders, where specialized devices are already diffused in the Italian grids, and along

LV lines, where remote monitoring and controlling capabilities are still an innovation

proposal.

Finally, on the tertiary layer a central Microgrid Controller (MGC) gathers all the

information received by the lower level and uses them to elaborate operative decisions.

These decisions are then explicated by commanding operations and sending set-points

to the abovementioned plant and breaker controllers. In particular, the functionalities

implemented in the MGC are: (a) collecting measures and status from the plant and breaker

controllers, (b) processing, through a dedicated algorithm (described in the following

section), the input status and measurements to determine the control actions, namely, (c)

dispatching activation/deactivation commands and set-points to the plant controllers, (d)

commanding the operation commands of circuit breakers.
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3.1 Control algorithm of microgrid controllers for iso-

lated microgrids

In the previous chapter, the operational planning algorithm and the evaluation of the

minimum operating reserve to be guaranteed were based on the use of historical forecasts

and forecasting errors, but in industrial applications, this information is often lacking. In

developing this Real-Time Algorithm (RTA), an attempt was made to adopt approaches

that were as simple and implementable as possible in industrial devices commonly used

in today’s distribution networks. Most often, these devices are Programmable Logic

Controller (PLC)s, which only allow the implementation of rule-based algorithms and the

management of measurements and time series of data. Accordingly, the RTA proposed

in this chapter is rule-based, and designed for easy implementation on modern industrial

PLCs.

In the industrial context, it is common to have difficulty in finding time series of

data with good temporal resolution. The available time series are often hourly or, at

most, quarter-hourly. Therefore, in the reserve analysis, this RTA uses time series of

monthly maximum, average, and minimum island load on an hourly basis. In addition,

industrial devices used today do not always have the capabilities to estimate reserve through

probability-based methodologies as in the case of the methods proposed in Section 2.2.

The operating reserve required in the island calculated by the assessment RTA presented

in this chapter is based on these time series and instantaneous measurements of power

absorbed by loads and generated by energy resources in the island during operation.

The main purpose of the proposed RTA is to verify the adequacy of the isolated system

by assessing the operating reserve provided by the available resources. The RTA verifies

that the available reserve is sufficient to withstand any major loss of generation from

intermittent renewable sources or sudden load variations. Whenever system reserve is not

enough, the RTA pre-emptively procures the needed extra operating reserve or evaluates

preventive/corrective control actions.

The algorithm is also able to deal with resources which reject the required control

action or are non-responding. The RTA is also programmed to shed load or limit the power

produced by intermittent generating units in cases of excessive load or production. These

additional functions are enabled even without the control of operating reserves and make it

possible to inhibit unnecessary controls, solve problematic grid situations that could not be

avoided in advance, and prevent the generation plant from reaching unfeasible operating
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Figure 3.2: Representation of the small Italian island distribution network under investigation

points (negative net load or net-load greater than the plant’s maximum power output).

The RTA, which is to be deployable in a commercial PLC, is programmed using finite

state-based logic that can be implemented in a finite-state machine. In each operating state,

the adequacy of the system is checked under specific conditions. If the conditions in the

current operating state are not satisfied, a transition to a different operating state takes

place. Each operating state transition results in a different grid condition and different

actions by the RTA. The adequacy of the system is verified by assessing both the available

Upward Operating Reserve (UOR) and Downward Operating Reserve (DOR), at the same

time. These verifications are carried out simultaneously and affect different operating

states of the RTA.

As already said, the RTA is based on the reference small Italian island discussed in

Section 1.5.1. As in the previous chapter, to fit the grid for the study, a PV system and

a BESS were assumed to be present on the island. These resources were assumed to be

connected directly to the MV distribution grid at substations SS#2 and SS#5, respectively.

The distribution network scheme of the small Italian island under consideration, with the

modifications just mentioned, has been represented in Fig. 3.2.

Thus, the assumptions taken into account for the RTA development have been listed

below:

• The proposed RTA is assumed to be implemented within a Microgrid Controller

(MGC) that is responsible for supervising and controlling the entire Microgrid (MG);

• The controlled network represents the typical distribution network of a small Italian

island, where there is a Main Power Plant (MPP) responsible for supplying the
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entire island and regulating frequency and voltage. Therefore, the MPP must remain

connected at all times;

• It was assumed that the MPP consists of 4 diesel units with rated apparent power of

600 kVA (2400 kVA for the entire plant) and no technical minimum;

• Given the small size of the island, it was assumed that the frequency and voltage

would be the same at all nodes in the network;

• The MGC was assumed to be responsible for active power operating reserve assess-

ment and allocation, while it is left to the MPP to ensure adequate reactive power

reserve;

• To allow the MPP to regulate the voltage and provide the reactive power required

by the island, a minimum amount of apparent power of the diesel units has been

left available for reactive power balancing and voltage regulation. This amount is

determined based on the average power factor recorded on the island which is 0.8.

A rated active power of diesel units was then defined and set equal to 480 kW;

• The power plant is privately owned and not directly controllable by a MGC. However,

it was assumed that requests can be sent to the MPP;

• Each producer must have a CCI installed, as described in Section 1.4. Therefore, the

MGC has access to the states of the MPP’s resources and the power outputs of each

resource;

• As in the Chapter 2, a 250/300 kW/kWh BESS owned by the DSO managing the

island distribution network was assumed to be present on the island;

• As specified in the CEI 0-16 network code, the BESS must be equipped with a CCI.

Therefore, power exchange measurements from the BESS are available, and it is

possible to modulate the exchanged power;

• Like any BESS connected to the distribution network, according to the CEI 0-16

network code, the "Active Power Regulation of a Storage System for Over- and

Under-Frequency Transients Originating on the Grid" must be implemented. To

make the text more readable, it has been called CEI-Storage Frequency Power

Regulation (CEI-SFPR) in this document and it has been described in Section 3.2.1.3.
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The BESS must always be able to adjust its exchanged power as the frequency varies.

However, the activation thresholds for this control could be varied;

• It was assumed that the MGC can vary the activation thresholds of active power

regulation for frequency transients, transitioning from "wide" regulation thresholds

where the BESS can be assumed to be "disabled" for frequency regulation, to

"narrow" regulation thresholds where the BESS can be assumed to be "enabled" for

frequency regulation;

• The upward/downward reserve made available by BESS was calculated as the

instantaneous active power that can be continuously delivered/absorbed for a specific

time, default set to 30 minutes. The time can be varied by setting a time greater or

less than 30 minutes, choosing to be more or less conservative, respectively;

• As in the Chapter 2, a 200 kW PV system was assumed to be installed on the island;

• Like any non-rotating production system, as indicated in the CEI 0-16 network code,

"Active Power Limitation for Over-frequency Transients Originating in the Grid"

must be implemented for the PV system. To make the text more readable, it has

been called CEI-Over-Frequency Power Limitation (CEI-OFPL) in this document

and it has been described in Section 3.2.1.4;

• As specified in the CEI 0-16 network code, the PV system must be equipped with a

CCI. Therefore, measurements of power produced by the PV system are available,

and it is possible to limit the power produced by it;

• The presence of a prosumer on the island was assumed, also equipped with a CCI, as

indicated by the CEI 0-16 network code. The prosumer’s role was solely to facilitate

testing of the proposed control algorithm;

• It was assumed that each substation in the network is equipped with a CCI and a BC,

allowing for load measurements and the ability to disconnect loads upon the MGC’s

request;

• Furthermore, it was assumed that BCs are present in low-voltage networks, control-

lable by the MGC, enabling actions for load shedding of small load portions.

The logical scheme of the RTA is shown in Fig. 3.3. The algorithm performs three

different simultaneous checks, referred to as macro-states:
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• Macro-state 1: Minimum power control for regulation (ensures the island’s central

unit a Minimum Downward Regulation Bandwidth (MDRB) to adjust the frequency)

• Macro-state 2: Downward available operating reserve control

• Macro-state 3: Upward available operating reserve control

To avoid conflicts among the three macro-states, a priority order has been established,

reflecting the sequence in which they were listed. Each macro-state includes operational

states of the algorithm, starting from the initial state where the MGC in which the algo-

rithm is implemented takes no action, to the most critical state where generation or load

curtailment is made to ensure the secure operation of the MG.

3.1.1 Macro-state 1: Minimum power control for regulation

The first control is designed to ensure a minimum amount of power to be delivered by the

power plant during island operation. This allows the power plant to have a MDRB that

allows it to smoothly adjust the frequency and adapt to rapid changes in net load during

the day. This condition is crucial and not always guaranteed by the other two controls,

since the down operating reserve provided by a BESS on the island may, in some cases, be

sufficient to completely cover the minimum required DOR, even if the power plant were to

have no downward control bandwidth. In this case, since the power plant is responsible for

frequency regulation and does not have downward regulation capability, the grid could be

exposed to the risk of blackout.

In state 1.1, the algorithm verifies that the power currently delivered by the power plant

is above a predetermined minimum threshold (MDRB). In the event that this condition

is not met, the algorithm switches to state 1.2, where the excess power generated on the

island is calculated, and a request is issued to limit the power generated by the island’s

generating facilities, mainly photovoltaic plants. At each cycle, the algorithm verifies

the need for this action by assessing whether the power produced by the plant exceeds a

specific hysteresis threshold (to avoid sudden changes in state), predefined at 1.5 times

the minimum power value set for frequency regulation. In case this condition occurs, it is

changed from state 1.2 to state 1.1.
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3.1.2 Macro-state 2: Downward available operating reserve control

This control is designed to ensure a minimum DOR during MG operation, preventing a

rapid increase in renewable generation (mainly due to a resumption of production following

cloud cover over PV systems) or the loss of a significant portion of the island’s load. In

each cycle, it is checked whether the DOR provided by the island’s MPP is sufficient to

cover the minimum required DOR.

If this condition is not met, the algorithm transitions from state 2.1 to state 2.2, where

the BESS on the island is enabled. If configured for primary frequency regulation, the

BESS can contribute its charging capacity to support the power plant during load or

renewable source imbalances.

In state 2.2, it is verified that the reserve available between the MPP and the BESS is

sufficient to cover the minimum required. If, even with the enabled BESS, the available

reserve is insufficient to cover the minimum required, the algorithm transitions from state

2.2 to state 2.3, where a limitation of power produced by renewable sources is applied to

increase the DOR available from the MPP (similar to the action taken in the state 1.2). It is

important to define that, in the event of a downward load deviation, the PV power plant

should self-limit its power production through the control "Active Power Limitation for

Over-Frequency Transients Originated on the Grid" (i.e. CEI-OFPL). As will be discussed

in Section 4.2, the response time of this control is not fully defined and it is insecure to tie

the security of the island network to this control. Therefore, this control is considered as a

control of last resort, not taken into account in the MGC logic. In addition, the intervention

of this control leads to the establishment of a frequency above 50.2 Hz for an indefinite

time, a condition that is desired to be avoided to ensure better quality of electrical service.

To avoid this and ensure grid security, the power produced by the PV power plant is

preemptively limited.

Similar to state 1.2, in state 2.3, it is verified whether the generation curtailment action

is necessary, checking if the available DOR without the cut action is greater than the

minimum required reserve with a certain hysteresis threshold, set by default at 10%. If this

condition is met, the transition from state 2.3 to state 2.2 occurs.

In state 2.2, at each cycle in which this state is active, the need to keep the BESS

enabled for frequency regulation is checked, ensuring that the reserve provided by the

MPP alone exceeds the minimum required reserve, with a hysteresis threshold, also set as

default at 10%. If this condition is met, the algorithm returns to state 2.1, where no action

related to the DOR control is taken.
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The transition from state 2.3 to state 2.1 can also take place without necessarily going

through state 2.2. For this purpose, it is sufficient to check in state 2.3 whether the DOR

of the MPP alone is sufficient. Similarly, the transition from state 2.1 to state 2.3 without

going through state 2.2 can be implemented by checking already in state 2.1 whether the

BESS enabling is sufficient or not. These state transitions are not represented in Figure 1,

which illustrates the basic logic of the operating algorithm, but they were considered in the

finite-state machine in which the algorithm was implemented, described in Section 3.1.4,

and with which the tests were conducted.

3.1.3 Macro-state 3: Upward available operating reserve control

This control is designed to ensure that there is enough UOR available on the island to cope

with reductions in generation from non-programmable sources (e.g., due to cloud cover on

PV installations) or a sudden increase in electric load on the island. In this macro-state, the

RTA verifies that the UOR available of the MPP is sufficient to meet the minimum UOR to

be guaranteed. In case it is not sufficient, similar to the DOR control, the BESS is enabled

for frequency regulation, transitioning from state 3.1 to state 3.2. Every cycle, the need

to remain in state 3.2 is checked by comparing the reserve provided by the MPP alone

with the minimum required UOR, with a default hysteresis set at 10%. If enabling the

BESS is no longer deemed necessary, there is a return to state 3.1. In state 3.2, each cycle

also checks that the UOR available, that of the MPP plus the enabled BESS, is sufficient;

otherwise, it transitions to state 3.3.

In state 3.3, the MGC implementing the algorithm calculates the missing UOR and

sends a request to the MPP, asking for a greater reserve than it currently provides. The

MPP is not obligated to accept or may refuse the request (for example, if it lacks resources

to meet the requested reserve). If the MPP accepts the request, the algorithm remains in

state 3.3 for a minimum number of cycles, by default set to 10. Afterwards, if the available

reserve is greater than the required reserve plus a hysteresis value, also set at 10%, it exits

state 3.3 and returns to state 3.2. This decision was made for the same reasons discussed

for exit from state 2.3. In addition, to avoid making too short requests to the MPP, which

may have to turn on an additional diesel unit to meet the request, the minimum hysteresis

time was set somewhat larger than that for exit from state 2.3. Maintaining the demand

when it is no longer needed should not be considered a problem and does not result in

higher operating costs, as it would then be lower than what the MPP would have available

without any request, requiring no effort from the MPP.
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If the MPP does not consent to the request or can no longer meet the reserve value

requested by the MGC, it transitions from state 3.3 to state 3.4, where load shedding occurs.

In state 3.4, the missing UOR is calculated and distributed to various controllable loads

based on proportionality coefficients. These coefficients can be calculated in various ways;

in this chapter, they are computed as the percentage of power absorbed by each controllable

load relative to the total power absorbed by controllable loads. These coefficients are

calculated based on measurements taken at the moment of the transition to state 3.4

and remain constant throughout the time in the state. When load shedding is no longer

necessary, i.e., when the total UOR exceeds the minimum required reserve plus a hysteresis

percentage, again set at 10% by default, it transitions to state 3.3 and then to state 3.2.

The transition through state 3.3 is not necessary and could be skipped to expedite the

move to state 3.2. However, the forced transition to state 3.3 allows for a more orderly

process, considering scenarios where the MPP has only partially accepted the request

rather than refusing it outright. The continued presence in state 3.3, when unnecessary, is

not problematic, as the reserve set-point sent to the MPP would be lower than the reserve

it is currently providing, effectively requiring no action from the MPP.

In the recently described macro-state, load shedding is preemptively applied by com-

manding the low-voltage BCs. An alternative method can be employed in which the BCs

are not initially activated but are enabled to intervene in the event of under-frequency

events. This method, not detailed in this thesis, has been introduced in [11]. Upon entering

state 3.4, the algorithm calculates the minimum number of BCs to enable in the case of

over-frequency events. The enabled BCs will only intervene if the contingency actually

occurs, without preemptively disconnecting the load. In that scenario, the BCs will dis-

connect only the minimum load necessary to ensure the secure operation of the network,

ensuring electrical service for the maximum number of users possible.

In this macro-state as well, as macro-state 2, the transition from state 3.3 to state 3.1

and vice versa can occur without necessarily passing through state 3.2. Although these

state transitions are not depicted in the basic logic of the algorithm shown in Fig. 3.3, they

have been implemented in the finite-state machine model described in Section 3.1.4.
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Figure 3.4: Finite-state machine model of the MGC

3.1.4 Real-time algorithm implementation in a finite-state machine
model

Shown in Fig. 3.4 is the finite-state machine model of the MGC, with its inputs and outputs,

in which the RTA described in Section 3.1 has been implemented. The internal structure of

the model, shown in Fig. 3.5, mirrors the schematic of the RTA visible in Fig. 3.3. The

MGC is composed of the 3 macro-states defined in Section 3.1: macro-state 1 which is

intended to provide the Main Power Plant (MPP) with an Minimum Downward Regulation

Bandwidth (MDRB) for frequency regulation, the macro-state 2 for Downward Operating

Reserve (DOR) control, and the macro-state 3 for Upward Operating Reserve (UOR)

control. All the variables used in the model have been defined in the following bullet

points:

Input variables:

• RUP: UOR of the MPP;

• RDOWN : DOR of the MPP;

• RUPBESS: UOR of the island’s BESS;

• RDOWNBESS: DOR of the island’s BESS;

• L1 to L5: active power consumption of the 5 residential loads of the island (from

RL1 to RL5, respectively).
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• Pros: active power exchanged by the island’s prosumer;

• LTOT : total active power absorbed by the island load;

• PVrt : active power produced by the island’s PV power plant;

• minRUP: minimum UOR to be guaranteed (calculated as described in Section 3.1.5);

• minRDOWN : minimum DOR to be guaranteed (calculated as described in Sec-

tion 3.1.5);

• StateMPP: operational state of the MPP (1 if the MPP is taking actions following a

request sent by the MGC, 5 if no actions related to MGC logic are being performed).;

• PMPP: active power supplied by the MPP;

Output variables:

• StatePV Lim1: operational state of active power limitation to the PV power plant of

the island related to macro-state 1 (1 if the limitation is active, 5 if it is not active);

• StatePV Lim2: operational state of active power limitation to the PV power plant of

the island related to macro-state 2 (1 if the limitation is active, 5 if it is not active);

• StateAskMPP: operational state of the UOR request function related to the logic of

state 3.3 (1 if the MGC is sending a request to the MPP, 5 if the MGC is not sending

any request to the MPP);

• AskMPP: Value of the UOR request sent by the MGC to the MPP;

• PV Lim1: Active power limit sent to the island’s PV power plant for logic related to

macro-state 1;

• PV Lim2: Active power limit sent to the island’s PV power plant for logic related to

macro-state 2.

• LshedRL1 to LshedRL5: the amount of active power to be shed to a residential load

(from RL1 to RL5, respectively), calculated by the MGC and sent to the low-voltage

BCs;

Local variables:
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• MDRB: minimum downward reserve bandwidth to be guaranteed to the MPP for

frequency regulation;

• StateBESS: operational state of the BESS (1 if the BESS is enabled for frequency

regulation, 5 if it is not enabled);

• RUP2: UOR after BESS activation, equal to the sum of the MPP’s UOR and the

BESS’s UOR;

• RDOWN2: DOR after BESS activation, equal to the sum of the MPP’s DOR and the

BESS’s DOR;

• lackMDRB: quantity of lacking DOR of the MPP to guarantee the MDRB;

• lackRUP: lack of UOR;

• lackRDOWN : lack of DOR;

• maxPV Lim1: represents the active power at which to limit the island’s PV power

plant to guarantee the MPP the MDRB;

• maxPV Lim2: represents the active power at which to limit the island’s PV power

plant to guarantee the minimum DOR (minRDOWN);

• kPV Lim2: counter for the exit condition from state 2.3;

• kMPP: counter for the exit condition from state 3.3;

• kLshed: counter for the exit condition from state 3.4;

• f lagLshed: variable useful for the logic of state 3.4 (its value is 0 at the entry into

state 3.4 and becomes 1 after the first cycle in that state);

• LST EP: represents the discrete amount of load shedding with which the total amount

of load shedding is calculated in state 3.4;

• LSHED: the total amount of load shedding to be performed to guarantee the minimum

UOR (minRUP);

• c1 to c5: proportionality coefficients for the distribution of load shedding on the

various residential loads (from RL1 to RL2, respectively).
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In each state, the first line represents the name of the state and the second line contains

a condition "entry". This condition causes the code within the state to be executed when

entering the state. The following bullet points describe the logic within each operational

state of the MGC. Within the macro-state 1 there are 2 states:

• State 1.1 indicates the normal power delivery situation where the MPP’s active power

output exceeds the MDRB.

• State 1.2 indicates a scenario where the net-load that the MPP should supply is lower

than the set MDRB. This occurs due to excess production from the PV power plant

on the island, necessitating a limitation of solar power. In this state, the maximum PV

production is limited iteratively to ensure the MPP can supply the minimum power

threshold. The power difference between the MPP’s actual output (PMPP) and the

MDRB, defined as lackMDRB, is calculated. This value is subtracted from the power

currently generated by the MV-connected PV power plant (PV rt), determining the

quantity of active power that has to be curtailed (maxPV Lim1). An "if " condition is

introduced to prevent negative limit values, and the actual limit value sent to the PV

power plant’s CCI is PV Lim1.

Within the macro-state 2, for DOR control, 3 states are present:

• State 2.1 indicates a situation where the DOR available of the MPP (RDOWN) exceeds

the required DOR (minRDOWN), satisfying security constraints.

• State 2.2 indicates a scenario where enabling the BESS is necessary to increase

the reserve by activating it to the frequency regulation. Within this state, the new

available DOR (RDOWN2) is defined by adding the reserve provided by the MPP to

the reserve provided by the BESS: RDOWN2 = RDOWN + RDOWNBESS. The StateBESS

variable, initially equal to 5 (BESS disabled) is set equal to 1 (BESS enabled);

• State 2.3 indicates a situation where the BESS alone cannot provide sufficient reserve

levels. In this state, to ensure grid security in case of downward net-load variation,

the power produced by the PV power plant is preemptively limited. The calculation

and the action of the limitation are analogous to the state 1.2: The power difference

between the minimum DOR minRDOWN and the DOR available RDOWN2 is calculated

(lackRDOWN). This value is subtracted from the power currently generated by the

MV-connected PV power plant (PV rt), determining the value with which the PV
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active power has to be limited (maxPV Lim2). An "if " condition is introduced to

prevent negative limit values, and the actual limit value sent to the PV power plant’s

CCI is PV Lim2. The counter kPV Lim2 is incremented each cycle in which RDOWN2

is higher than 110% of the required minRDOWN and is used to impose a temporal

hysteresis for state exit.

Within the macro-state 3, for UOR control, 4 states are present:

• State 3.1 indicates a situation where the normal UOR of the MPP (RUP) exceeds the

required UOR (minRUP), satisfying security constraints.

• State 3.2 indicates a scenario where enabling the BESS is necessary to increase

the UOR by activating frequency regulation service. Within this state, the new

available UOR (RUP2) is defined by adding the UOR provided by the MPP to the

UOR provided by the BESS: RUP2 = RUP + RUPBESS. The StateBESS variable,

initially equal to 5 (BESS disabled) is set equal to 1 (BESS enabled);

• State 3.3 indicates a situation where, even with the BESS enabled, the available

UOR would not be able to withstand the maximum expected upward load deviation.

A request is then sent to the MPP to make a higher level of UOR available. Within

this state, the actions performed by the MGC include updating the UOR value as

seen in state 3.3 and calculating the AskMPP variable. This variable represents the

set-point of UOR that the MPP must achieve and is calculated as the required UOR

value decreased by the UOR provided by the BESS: AskMPP = minRUP - RUPBESS.

The StateBESS variable, in this working state, is kept equal to 1. The counter kMPP

is incremented each cycle and is used to impose a temporal hysteresis for state exit.

• State 3.4 indicates a situation where all previous resources cannot guarantee an

adequate UOR level. Therefore, a quantity of load that would need to be shed to

maintain UOR levels at security values is calculated using the equation: lackRUP

= minRUP - RUP2. The amount of load to be shed is calculated discretely as a

multiple of LST EP, set at 20 kW. Upon first entry into the state ( f lagLshed=0), when

the need for load shedding actions arises, the amount of load to be shed (LSHED)

is immediately set to the minimum multiple of LST EP greater than the minimum

power that would return the system to security UOR levels, using the equation:

LSHED = ceil(lackRUP/LSHED) ·LSHED. The "ceil" function approximates to the

nearest integer rounding up. In subsequent iterations ( f lagLshed=1), the amount of
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load shedding to be applied is updated by summing the value determined in the

previous state with the additional amount needed. This procedure was performed

through the following verification process: It checks whether the amount of load to

be shed matches with the same multiple of LST EP observed in the previous cycle.

If this condition is true, the shedding remains the same amount. Conversely, if the

condition is false, shedding of the newly calculated multiple of LSHED required

is performed. For the calculation of the amount of load shedding, an additional

control was considered: in the hypothetical scenario where no more dispatchable

load is available, the implemented algorithm would continue to increase the value of

LSHED but would not be able to apply it. To prevent this from happening, in case

additional load needs to be shed (lackRUP > 0), if the amount of dispatchable load

still available (in this case L1+L2+L3+L4+L5) is less than the value of LST EP,

this additional amount of load to be shed is neglected, imposing LSHED equal to that

of the previous interaction. The total load to be cut is divided among the various

nodes using a weighting coefficient "c" calculated based on the power consumption

of each residential load at the moment of state entrance. For the residential load

1, for example, the load shedding amount is LshedRL1 = LSHED · c1. Furthermore,

a counter kLshed has been introduced that allows exiting these states only if these

actions are no longer necessary for a predetermined number of consecutive iterations.

Having described the logic within each operational state of the MGC, the logic for the

transition between the various states is now described. The various states of the finite state

machine model are connected by arrows to which conditions are assigned. The transition

from one state to another occurs when those conditions are met. The following tables show,

in order of priority, all conditions and actions performed during transitions between states

within macro-state 1 (Table 3.1), macro-state 2 (Table 3.2), and macro-state 3 (Table 3.3).

Table 3.1: All conditions and actions performed, in order of priority, during transitions between
states within macro-state 1

from to conditions actions

1.1 1.2
PMPP < MDRB StatePV Lim1 = 1;

PV Lim1 = PV rt;
1.1 1.1 - -

1.2 1.1
PMPP > 1.5 ·MDRB StatePV Lim1 = 5;
PV lim1 > 1.1 ·PV rt PV Lim1 = 0;

1.2 1.2 - -
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Table 3.2: All conditions and actions performed, in order of priority, during transitions between
states within macro-state 2

from to conditions actions

2.1 2.3

RDOWN +RDOWNBESS < minRDOWN StateBESS = 1;
RDOWN2 = RDOWN +RDOWNBESS;
StatePV Lim2 = 1;
PV Lim2 = PV rt;
kPV Lim2 = 0;

2.1 2.2
RDOWN +RDOWNBESS < minRDOWN StateBESS = 1;

RDOWN2 = RDOWN +RDOWNBESS

2.1 2.1 - -

2.2 2.3
RDOWN2 < minRDOWN StatePV Lim2 = 1;

PV Lim2 = PV rt;
kPV Lim2 = 0;

2.2 2.1 RDOWN > 1.1 ·minRDOWN StateBESS = 5;
2.2 2.2 - -

2.3 2.1
RDOWN > 1.1 ·minRDOWN StatePV Lim2 = 5;
kPV Lim2 ≥ 5 StateBESS = 5;
PV Lim2 > PV rt PV Lim2 = 0;

2.3 2.2
RDOWN2 > 1.1 ·minRDOWN StatePV Lim2 = 5;
kPV Lim2 ≥ 5 PV Lim2 = 0;
PV Lim2 > PV rt

2.3 2.3 - -

As an example, it can be noted that from state 2.1, three arrows lead either to state

2.2 or state 2.3. Conditions that must be met to transition from one state to another are

enclosed in square brackets, and the actions that the finite-state machine must perform

when transitioning from one state to another are enclosed in curly braces. It is also

important to note the number placed on each arrow (near the state 1.1), indicating the

priority order in which the model checks the conditions for transitioning between states.

In this example, the exit condition to state 2.2 is checked first, and if this is not met, the

condition for transitioning to state 2.3 is checked. If none of the conditions are met, the

system will remain within the starting state.

As can be observed in Fig. 3.5 and Tables 3.1, 3.2, and 3.3, during the transition

between states, certain variables are initialized. For instance, the upward and downward

operaring reserves available after the BESS enabling (RUP2 and RDOWN2) or the operating

reserve set-point requested from the MPP (AskMPP). This is done to achieve a quicker

and more efficient response from the MGC.

In addition, a condition for the transition to state 3.4, in which load shedding occurs,

is that the variable StateLim1 equals 5. This condition ensures that the system is not in
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Table 3.3: All conditions and actions performed, in order of priority, during transitions between
states within macro-state 3

from to conditions actions

3.1 3.3

RUP +RUPBESS < minRUP StateAskMPP = 1;
StateMPP == 5 AskMPP = minRUP;

StateBESS = 1;
RUP2 = RUP +RUPBESS;
kMPP = 0;

3.1 3.2
RUP < minRUP StateBESS = 1;

RUP2 = RUP +RUPBESS

3.1 3.1 - -

3.2 3.3
RUP2 < minRUP StateAskMPP = 1;
StateMPP == 5; AskMPP = minRUP −RUPBESS;

kMPP = 0;
3.2 3.1 RUP > 1.1 ·minRUP StateBESS = 5;
3.2 3.2 - -

3.3 3.4

(RUP +RUPBESS)< minRUP f lagLshed = 0;
kMPP ≥ 1 kLshed = 0;
StatePV Lim1 == 5 c1 = L1/(LTOT −Pros)

c2 = L2/(LTOT −Pros)
c3 = L3/(LTOT −Pros)
c4 = L4/(LTOT −Pros)
c5 = L5/(LTOT −Pros)

3.3 3.1
RUP > 1.1 ·minRUP StateAskMPP = 5;
kMPP ≥ 10 AskMPP = 0;
StateMPP == 5; StateBESS = 5;

3.3 3.2
RUP2 > 1.1 ·minRDOWN StateAskMPP = 5;
kMPP ≥ 10 AskMPP = 0;
StateMPP == 5

3.3 3.3 - -

3.4 3.3

(RUP2−LSHED)> 1.1 ·minRUP kMPP = 0;
kLshed ≥ 5 LshedRL1 = 0;

LshedRL2 = 0;
LshedRL3 = 0;
LshedRL4 = 0;
LshedRL5 = 0;

3.4 3.4 - -

state 1.2, in which PV limitation occurs due to an excessively low net load. It would be an

absurdity to perform load-shedding when the net load is already extremely low.

Finally, some arrows return to the same starting state. These transitions are necessary

to repeat the instructions contained in these states at predetermined intervals. In fact,

for all transition conditions from one state to another in the finite-state machine, the "ev-

ery(400,tick)" function is present. This condition allows the MGC to check the operational
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status of the island network every 400 time steps, corresponding to 0.05 seconds of simu-

lation time, i.e. 3 minutes of simulated time. The relation between "simulation time" and

"simulated time" will be discussed in Section 3.2.2.

It is deemed that the operation update of the control action should align with the

temporal framework of reserve management functions within the SCADA/EMS functions

of transmission electrical systems. As delineated by [100], reserve management typically

interfaces with security analysis and contingency analysis procedures, which, within the

SCADA/EMS domain, are within a temporal range from minutes to tens of minutes. These

temporal frameworks are further substantiated by the organizational schemes of security

functions in a SCADA system, as outlined in [101], identifying a time frame of 1-5 minutes

for recognizing the system’s operational state and 1-10 minutes for contingency analysis.

To harmonize with the aforementioned SCADA/EMS systems, a refresh time for the

algorithm that is aligned with these intervals has been proposed. Considering the isolated

nature of the examined system, its limited control resources, and the faster dynamics

compared to those of large interconnected systems, it is judicious to refer to the 1-5 minute

time interval. For the studies conducted, a refresh time of 3 minutes has been chosen,

positioned as an intermediate value within this interval.

3.1.5 Operating reserve requirement evaluation method for isolated
microgrids

To cope with the variability of load and generation on the island and ensure service

continuity with the increasing penetration of renewable energy installations, it is crucial to

appropriately assess the minimum UOR and DOR to be guaranteed throughout the various

days of the year. As observed in the previous chapters, the load variability on the island is

substantial, and evaluating the reserve deterministically, as currently done on the island, is

not an optimal choice. The allocated quantity might be insufficient in some months and

excessive in others, leading to increased disruptions and operational costs for the island.

This section describes the reserve evaluation method used in this work, which will be

implemented and utilized in the tests presented in Section 3.4. Starting from the historical

profiles of maximum-average-minimum load recorded on the island (shown and described

in Section 1.5.1), a quantity of reserve both upward and downward, that depends on the net

load measurements during the network’s operation, is defined. This method also ensures a

minimum reserve both upward and downward at all times.
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Figure 3.6: Graphical representation of the calculation of the maximum historical upward deviation

During the simulations performed and subsequently shown in this chapter, the historical

load profiles used by the minimum reserve calculation method are the load curves for the

years 2018-2019 (Fig. 1.6). As the actual load on the island during operation, the load

curves for the year 2021 were used (Fig. 1.7).

Starting from the maximum-medium-minimum load profiles observed in Fig. 1.6, at

each i-th iteration of the MGC, in which the RTA must be implemented, the maximum

historical upward deviation ∆Pi
up (kW) is calculated. This is the difference between the

historical maximum load Pi
max (kW) and the historical average load Pi

ave (kW):

∆Pi
up = Pi

max −Pi
ave (3.1)

For the calculation of the DOR, the procedure is analogous. At each iteration of the

MGC, the maximum historical downward deviation ∆Pi
down (kW) is calculated:

∆Pi
down = Pi

ave −Pi
min (3.2)

A graphical representation of the calculation of the maximum historical upward and

downward deviations is shown in Fig. 3.6, using as an example the month of August at

midday.

Through the values of maximum, average, and minimum historical loads (Pi
max, Pi

ave,

and Pi
min, respectively), a characteristic is generated that relates the relative UOR to be

guaranteed ri
up (p.u.) and the measured electrical load Pi (kW). This characteristic is shown

in Fig. 3.7.

The obtained value ri
up represents the amount of UOR to be guaranteed relative to the
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Figure 3.7: Characteristic relative upward operating reserve - measured load

maximum historical upward deviation ∆Pi
up (kW). The absolute UOR to be guaranteed

based on the historical data Ri
h,up (kW) is then given by the following product:

Ri
h,up = ri

up ·∆Pi
up (3.3)

Setting a minimum relative UOR value ri
up,min (p.u.) greater than zero ensures that a

minimum UOR is always guaranteed. This value has been set to 25% of the maximum

historical upward deviation. When the island load is close to the minimum value Pi
min

(kW), one might imagine having to guarantee an UOR equal to the deviation between the

maximum and minimum historical loads. This deviation, as discussed in Section 1.5.1, can

be very high, even exceeding the current net-load. To prevent this, a maximum relative

UOR value ri
up,max (p.u.) has also been defined, limiting the maximum UOR that the

method can request. This value has been set to 175% of the maximum historical upward

deviation. The absolute UOR to be guaranteed based on the historical data Ri
h,up (kW)

obtained through this method is finally compared with the hypothetical loss of renewable

generation due to cloud cover Pi
pv (kW), and the actual minimum UOR to be guaranteed

minRi
up (kW) is the maximum of these two values:

minRi
up = max{Ri

h,up,P
i
pv} (3.4)

For determining the actual DOR to be guaranteed, the procedure is analogous. Through

the values of maximum, average, and minimum historical loads (Pi
max, Pi

ave, and Pi
min,

respectively), a characteristic is generated that relates the relative DOR to be guaranteed

ri
down (p.u.) and the measured load Pi (kW). This characteristic is shown in Fig. 3.8.
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Figure 3.8: Characteristic relative downward operating reserve - measured load

The value ri
down obtained represents the amount of DOR to be guaranteed relative

to the maximum historical downward deviation ∆Pi
down (kW). The absolute DOR to be

guaranteed based on the historical data Ri
h,down (kW) is then given by the following product:

Ri
h,down = ri

down ·∆Pi
down (3.5)

The minimum and maximum relative DOR values ri
down,min (p.u.) and ri

down,max (p.u.)

have been set to 175% and 25% of the maximum historical downward deviation, respec-

tively, similarly to the case of UOR. The absolute DOR to be guaranteed based on the

historical data Ri
h,down (kW) obtained through this method is finally compared with the

hypothetical loss of the local load that is absorbing the most power at that moment Pi
loadmax

(kW), for example, due to the opening of the protection switch located in the substation

as a result of a fault. The actual minimum DOR to be guaranteed minRi
down (kW) is the

maximum of these two values:

minRi
down = max{Ri

h,down,P
i
loadmax} (3.6)

3.2 Modelling of a small island for real-time algorithms

tests

During the development of the proposed Real-Time Algorithm (RTA), it was assumed

that, under acknowledged system vulnerability conditions, additional controls could be

activated on specific devices (particularly the storage system owned by the distributor) to
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provide support for system stability. This support is typically delivered through automatic

regulation actions implemented on network resources, such as those mandated by the CEI

0-16 grid code (introduced in Section 3.1). To evaluate the impact of the decisions made

by the proposed RTA, taking into account all the dynamics present on the network, and to

determine the benefits on the frequency transients in terms of Rate of Change of Frequency

(RoCoF), minimum under-frequency (nadir), settling time and stability, a dynamic model

of the distribution network of the reference small Italian island under investigation was

developed to simulate electromechanical transients.

This initial model required defining the dynamic model of the machines in the Main

Power Plant (MPP) and describing the frequency response of the operational features

of the main distributed generation units (primarily BESS and PV), including the control

actions imposed by the CEI 0-16 grid code. The dynamic network model was created

to be integrated into a real-time Power Hardware-in-the-Loop (PHIL) simulation. Given

that electromechanical oscillations have dynamics that unfold within a few seconds of

simulation, this initial model was characterized by the presence of constant loads.

A second model was constructed to test the proper functioning of the proposed RTA.

The use of non-programmable sources for production leads to increased net-load volatility

due to potential production variations from weather conditions or ramps introduced by

PV shutdown in the minutes before sunset. Moreover, in the face of increased (net) load

volatility, the possible reduction in the number of synchronous machines connected to

the system also results in a decrease in available Upward Operating Reserve (UOR) or

Downward Operating Reserve (DOR) for system balancing. The second developed network

model was designed to reproduce the behavior of the isolated system over a longer time

interval (e.g., the entire day) following a quasi-static model. The quasi-static analysis

aimed to capture time-dependent aspects of power flow, including the interaction between

daily load variations, PV production, and control actions of the generation units. Unlike

the first model, the MPP did not require a dynamic representation and was modeled using

an ideal generator. Instead, the model allowed simulating the behavior of the control

system present in the MPP, studying the influence of charge and discharge cycles of BESS

on operating reserve availabilities, and determining potential fluctuations in active power

exchanged on the system. The model included modeling loads and renewable generation

using chronological curves to represent expected variations in net-load on the network

throughout the day.
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3.2.1 Dynamic grid model of a reference small Italian island

The small Italian island under study, described in Section 3.1, was modeled in the Mat-

lab/Simulink environment. This choice has been taken to make this dynamic model usable

for real-time simulations through a real-time simulator from the OPAL-RT company [102].

The grid model is depicted in Fig. 2.4. The RES and loads have been modeled using a

three-phase p-q theory-based dynamic load, proposed by the authors in [12, 16], char-

acterized by a less computation burden than the three-phase dynamic load available in

the Simulink’s library. Adopting this load model allowed resources to be modeled more

accurately, without incurring overruns. In Fig. 3.9 the overall grid model has been shown.

Figure 3.9: Dynamic model of the small Italian island under study

The distribution network operates at 10 kV and comprises five substations (from SS#1

to SS#5). Each substation supplies a portion of the island’s residential load (from RL1 to
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RL5). The Main Power Plant (MPP) is connected to SS#1, where the main load source

(RL1) is connected.

The MPP consists of 4 diesel units operating at 400 V with a maximum power capacity

of 480/600 kW/kVA (1920/2400 kW/kVA for the entire plant) and no technical minimum.

In this model, for simplification and to enable real-time simulation, the MPP has been

represented by an equivalent diesel generator. The MPP directly feeds RL1 and connects

to the MV distribution grid through an LV/MV transformer (TR1).

The MV distribution comprises 5 MV distribution lines (from MVL1 to MVL5)

connecting the substations in a loop. MVL1 is typically open during normal operation

but ensures reclosure in case of faults or maintenance work. Each distribution line has

been modelled using the Simulink three-phase PI model (Three-Phase PI Section Line).

Positive-sequence characteristics have been set accordingly to the actual data received by

the distributor.

As in Chapter 2, SS#2 was assumed to host an MV PV plant, with an installed capacity

of 200 kWp (PV capacity used as a reference in the studies in Section 2.3.2, roughly

equivalent to the Renewable Energy Sources (RES) penetration target set by the Italian

Ministry of Economic Development [73] for the small Italian island under study by the

year 2020). SS#5, instead, was assumed to host a 250/300 kW/kWh BESS owned by the

DSO. Additionally, as introduced earlier, a generic prosumer was assumed to be connected

to SS#3 for the purpose of testing the RTA.

3.2.1.1 Main power plant dynamic model

The diesel generation plant has been modelled as an equivalent synchronous generator,

connected to the MV grid via a 0.4/10 kV equivalent step-up transformer. The equivalent

model of the diesel generation plant is shown in Fig. 3.10.

Exciter and governor were modeled according to typical schemes that can be found in

the simulation software libraries. As the presented model aims to simulate the behaviour

of the diesel plant in a specific operating point, controllers and the synchronous generator

model have been adapted for an overall equivalent rated power that depends on the number

of active diesel units. Total inertia was set to a value of 0.3 s, according to the technical

specifications of the actual diesel generators used by the MPP of the island under study.

The equivalent step-up transformer shown in Fig. 4.8 has been sized according to the total

rated power of the MPP.
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Figure 3.10: Equivalent diesel generator model for the MPP

3.2.1.2 Residential load and interface protection system dynamic models

As an example, the dynamic model of the residential load RL1 has been depicted in

Fig. 3.11.

Figure 3.11: Residential load dynamic model

As already said, the equivalent residential loads have been modeled using a three-phase

p-q theory-based dynamic load, proposed by the authors in [12, 16]. As input of these

models, the active and reactive power set-point have been sent. The prosumer, included

in the network model for testing purposes, was modeled in the same way. These values

change every simulation in accordance with the case study considered. As depicted in

Fig. 3.11, each residential load has been equipped with an Interface Protection System (IPS)

model, shown in Fig. 3.12. This IPS takes into account all the specifications mandated by
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the Italian grid code CEI 0-16.

Figure 3.12: Interface protection system dynamic model

Through a measurement block ("Three-Phase V-I Measurement") the waveforms of

the three-phase voltages are made available. From these, through a "Phase-locked loop

(PLL)" block it is possible to get the grid frequency and from a "Sequence Analyzer"

block the amplitude of the three-phase star voltage. Wanting to get the effective value of

the concatenated voltage, that value was multiplied by
√

3/
√

2. At the beginning of the

simulation, the network may start from unbalanced conditions and need a few seconds to

stabilize. This basically depends on slight model differences in the calculation of initial

conditions obtained through a steady-state Load Flow analysis and the model adopted for

the electromechanical transient simulation (e.g., a generator in the Load flow is treated as

a power injection to a MV bus while the electromechanical simulator takes into account

internal generator impedances, small losses, non-symmetrical impedances etc.). To prevent

protection from intervening in the first moments of simulation, before the system reaches

its equilibrium point, voltage and frequency measurements are inhibited in the first seconds

by passing through the subsystem called "Inhibit First Seconds Measurements".

Within the block, simply the nominal value of frequency (50 Hz) and voltage (10 kV)

is imposed for the first 3 seconds of simulation. From repeated tests, it has been observed

that the system was able to stabilize within that time. The voltage and frequency values go

through a MATLAB function block, called "Tripping thresholds check" in which the instants

when the frequency and voltage exceed certain thresholds are detected. The block is

structured into five parallel "if" checks. Specifically, the block has the following operation:

• UOFreq is 1 if the frequency is between 47.5 Hz and 51.5 Hz, otherwise it is 0;
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• UVoltS1 is 1 if the voltage is greater than 0.85 Vn, otherwise it is 0;

• OVoltS1 is 1 if the voltage is less than 1.1 Vn, otherwise it is 0;

• UVoltS2 is 1 if the voltage is greater than 0.15 Vn, otherwise it is 0;

• OVoltS2 is 1 if the voltage is less than 1.2 Vn, otherwise it is 0.

These checks were made separately because the grid code CEI 0-16 indicates different

tripping times for exceeding these thresholds. To account for the tripping times of the

protections, the outputs of the "Tripping Threshold Check" block go through "Tripping

Time Check" subsystems that count the time for which the individual threshold has been

exceeded and, if that time exceeds the set tripping time, sends a "0" signal to the output.

The tripping times set for the various thresholds, and meeting those specified in CEI 0-16

[53], are as follows:

• for UOFreq: 4 seconds;

• for UVoltS1: 1.5 seconds;

• for OVoltS1: 600 seconds;

• for UVoltS2: 0.2 seconds;

• for OVoltS2: 0.6 seconds.

In this way, through an "AND" logic operator, when even one of the thresholds is

exceeded for a time longer than the tripping time set for that threshold, a value of "0" will

be sent as an input to the "Three-Phase Breaker" block, changing its state from "closed" to

"open," disconnecting the generic system from the grid. This block, in fact, represents a

three-phase breaker that maintains its initial state (set as closed) as long as "1" is sent to it

as input and changes its state when "0" is sent to it instead. In addition, an external tripping

signal was considered to manually force the tripping of the protection during testing.

3.2.1.3 Battery energy storage system dynamic model

The island’s BESS dynamic model has been illustrated in Fig. 3.13. As can be seen in

the figure, there is both a block that accounts for the dynamics of the component (called

"Energy Storage"), based on applications and examples on the official Mathworks website
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[103], and the control system that determines the reference active and reactive power

values to be imposed on the device. In addition to these, as can be seen in Fig. 3.13, the

BESS has also been equipped with the IPS previously discussed.

Figure 3.13: Battery energy storage system dynamic model

The parameters of the dynamic storage model were set based on literature and com-

mercial datasheets, including a nominal active power of 250 kW, a nominal capacity of

300 kWh, and an overall efficiency of 80%. Since the grid model is made in such a way

that transient stability studies can be carried out, the control system of the device was made

taking into account the requirements mandated by the CEI 0-16 Italian grid code regard-

ing the "Active Power Regulation of a Storage System for Over- and Under-Frequency

Transients Originating on the Grid", i.e. the already mentioned CEI-SFPR.

Figure 3.14: Graphical illustration of the CEI-SFPR control law

The CEI-SFPR control law has been depicted in Fig. 3.14. Regardless of the storage

operating point (point 1 in the figure), it must not vary the exchanged power as long as the
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frequency remains within the user-settable under-frequency and over-frequency thresholds.

If the frequency drops below the under-frequency threshold (point 2 in the figure), the

storage system must gradually reduce the absorbed power (if it was in absorption) and

then start discharging along a line passing through the power being exchanged at the time

of reaching the under-frequency threshold and the maximum power that the device can

absorb, until the frequency nadir is reached (point 3 in the figure). When the frequency

begins to rise, the power exchanged by the device must no longer follow the line it followed

while the frequency was decreasing, but it must remain constant for a minimum period of

300 seconds (point 4 in the figure). After this time, the device can gradually return to the

pre-event operating point, linearly with a transient duration of not less than 300 seconds to

avoid re-exciting the system from a dynamic point of view. The control law is identical for

over-frequency events.

As can be seen in Fig. 3.14, according to what is imposed by the grid code, the

maximum output power must be reached for a frequency value of 49.1 Hz while the

maximum absorption power must be reached for a frequency value of 51.5 Hz. The

CEI-SFPR control law has been implemented in the Matlab function block visible in

Fig. 3.13.

As previously highlighted in this chapter, the BESS is required to continuously adjust its

exchanged power based on the CEI-SFPR control, as mandated by the grid code. However,

in the proposed control architecture of this chapter, the island’s MGC can influence the

CEI-SFPR control trip thresholds. This allows for a transition between a set of "narrow"

thresholds and a set of "wide" thresholds, and vice versa.

In the implementation of this control system, the default values (49.8 Hz and 50.2 Hz)

were employed as the threshold values corresponding to the "narrow" thresholds. During

this setting, the BESS is considered "enabled" for frequency regulation. On the other

hand, the "wide" thresholds were established at frequency values requiring the storage

system to exchange the maximum power (49.1 Hz and 51.5 Hz). These threshold values

are considered extreme, designating the BESS as "disabled" for frequency regulation.

3.2.1.4 Photovoltaic power plant dynamic model

The island’s MV-connected PV power plant dynamic model has been illustrated in

Fig. 3.15.

The PV power plant is modeled by means of a three-phase p-q theory-based load

model. The amount of active and reactive generation can be set as an external input to the
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Figure 3.15: Photovoltaic power plant dynamic model

dynamic load. Usually, the amount of PV production is imposed by a constant value (PPV )

depending on the case study considered. However, as required by the Italian grid code

CEI 0-16 [53], the power generation can be curtailed for the purpose of primary frequency

regulation. Accordingly to CEI 0-16, the reduction of the generated power follows a droop

characteristics that depend on the frequency deviation from the 50 Hz nominal value. This

control is called "Active Power Limitation for Over-frequency Transients Originating in

the Grid" by the national grid code CEI 0-16. As mentioned at the beginning of the chapter,

to make the text more readable, it was called CEI-Over-Frequency Power Limitation

(CEI-OFPL) in this document. In particular, for values of frequency between 50.3 Hz and

51.5 Hz, a droop between 2% and 5% must be adopted. Typically droop is set to 2.4% so

that the PV production is completely curtailed when the maximum over-frequency limit

(51.5 Hz) is reached. PV power plants are not required to vary the generated power for

values of frequency between 47.5 Hz and 50.3 Hz. As with the other components of the

grid model, except for the MPP which must always be connected, the PV power plant was

also coupled by an IPS, shown in Fig. 3.12.

3.2.2 Quasi-static grid model for the real-time algorithm testing

The overall model of the network, along with all its components, developed for the study

of electromechanical transients, has been modified to allow for studies on the adequacy

and availability of operating reserve over longer time intervals. This section describes

the modifications made to simulate the behavior of slower dynamics that can describe
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the system’s evolution over a broader time window (e.g. an entire day). This quasi-static

model was built with the goal of matching 1 second of simulation to 1 hour of simulated

time (a 24-hour day is solved in 24 seconds of simulation). The simulation step (Ts)

of the model, as well as that of the dynamic model, is 0.125 milliseconds, and each Ts

corresponds to 0.45 seconds of simulated time (every 8000 Ts results in 3600 seconds

of the day simulated). The ratio of simulated time (in hours) to the simulation time (in

seconds) is defined as "time ratio" (Tr) and is equal to 1. Before describing how the

model of each component in the network has been modified, it is worth noting that it is

not necessary to model interface protections in this analysis, resulting in a reduction in

simulation times.

3.2.2.1 Modification of the main power plant model and consideration of its operat-
ing reserve

Long-term simulations do not require modeling fast dynamics like electromechanical

transients, allowing for a simplification of the plant model. Unlike the first model, the

Main Power Plant (MPP) does not require a dynamic representation but was modeled

using an ideal infinite power source generator. Specifically, the entire diesel production

plant (consisting of the 4 units) has been modeled using the "Three-Phase Source" block

in Simulink. This modeled plant is responsible for the entire power demand net of

contributions from MV-connected PV power plant and BESS. However, using this model

does not preclude analyzing the reserve provided by the production plant. Fig. 3.16 shows

the quasi-static model of the MPP with the logic regarding the calculation of the number

of active diesel units, the available operating reserve, and the assessment of its operating

status.

Based on the total active power supplied by the plant PMPP and the nominal active

power of a diesel unit (PN = 480 kW), the number of active generators NGEN can be

calculated with eq. (3.7).

NGEN(t) = ceil(
PMPP(t)

PN
) (3.7)

This is supplemented by the control logic that manages the MPP’s diesel units, de-

scribed in [104]. This logic has been implemented in the Matlab function block "Control

Unit’s Logic".

The logic implemented, if the control unit’s logic is enabled (variable enable = 0

visible in Fig. 3.16), checks if the available upward reserve RUPMPP is less than a minimum
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Figure 3.16: Quasi-static model of the Main Power Plant with the attached logic

value set in the control unit (called "P1201" in [104]). If this value is indeed lower, then

the previously calculated minimum number of generators will be increased by one. On

the contrary, if, by turning off the last unit just activated, the available upward reserve

RUPMPP should be greater than another threshold "P1202", necessarily greater than the

value of "P1201" to ensure a certain hysteresis to the control system, the logic turn off

one diesel generator. If the control unit’s logic is not enabled (enable = 0), the number

of active generators will always be the minimum number of units needed to satisfy the

load calculated using eq. (3.7), without utilizing the thresholds "P1201" and "P1202". The

number of generators calculated was finally limited to the maximum number of available

generators "UnitsLim", normally set to the number of diesel units in the MPP but can be

reduced to emulate some diesel units in maintenance.

In the "Evaluation StateMPP" model section in Fig. 3.16, the system processes the

request sent by the MGC. Given the presence of only diesel units in the MPP, the additional

UOR required can only be provided by turning on an additional diesel unit in addition to

the one that the MPP would normally turn on to power the load (or for the control unit’s

logic). For the purpose of these tests, it is assumed that the MPP always accepts the request

sent by the MGC, turning on an additional diesel unit whenever possible.

In Fig. 3.16, it can be seen that, thanks to the switch on the right, as long as the

value of the variable StateAskMPP is equal to 5 (indicating that the MGC is not in state

3.3), the variable StateMPP also remains at 5 (indicating that the MPP is not taking
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actions to accommodate the requests of the MGC). However, when StateAskMPP equals

1 (indicating that the MGC is in state 3.3), the variable StateMPP depends on the number

of diesel units that are both turned on and available in the MPP.

Firstly, it is checked whether the number of active diesel units is less than or equal to

the number of available diesel units (UnitsLim). If this condition is not met, implying that

the MPP cannot start an additional unit, the operational state of the MPP (StateMPP) is

set to 5. In the scenario where the MPP has available diesel units that can be turned on, the

variable StateMPP is set to 1.

The MPP might fulfill the request from the MGC without having to force the activation

of an additional diesel unit. For example, if, due to load variations throughout the day, the

available UOR without the additional diesel unit turned on would be sufficient to meet the

reserve set-point requested by the MGC. For this reason, it has been deemed appropriate to

allow the MPP to change its operational state when it can meet the request without forcing

the activation of diesel units.

The "Relay" block compares the MPP’s UOR (RUP) with the UOR set-point sent by

the MGC (AskMPP). If AskMPP is greater than RUP, the output of the "Relay" block (y)

is set to 0, and StateMPP is set to 1. On the contrary, if RUP exceeds 110% of the request

AskMPP (to introduce hysteresis, similar to the conditions for exiting the states of the

MGC described in Section 3.1), the output y is set to 1, and the operational state of the

MPP (StateMPP) is set to 5, indicating that the MPP is not taking any action to meet the

request of the MGC.

The StateMPP, moreover, indicates the number of diesel units turned on. In fact, if

StateMPP is equal to 5, the number of turned on diesel units is determined by the control

unit’s logic or the minimum specified by eq. (3.7) (NGEN). On the other hand, if the MPP is

forcing the activation of an additional diesel unit to meet the MGC’s request, and therefore

StateMPP = 1, then an extra diesel unit will be turned on, resulting in a total of NGEN +1

turned on units.

Knowing the number of diesel units turned on, the available upward operating reserve

of the plant RUP (3.8) and downward operating reserve RDOWN (3.9) can be defined. In

particular, RDOWN is set equal to the total active power delivered by the MPP since, from

the information about the diesel units used on the island, they do not have a technical

minimum and can reduce their power output to 0.

RUP(t) = (NGEN(t) ·PN)−PMPP(t) (3.8)
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RDOWN(t) = PMPP(t) (3.9)

3.2.2.2 Partitioning of island load profiles and implementation of load shedding
actions

The island load profiles used to carry out the OP tests, provided by the DSO, refer to the

total power consumption of the island. These profiles have been proportionally distributed

among residential loads based on the declared installed power under each substation. The

utilization coefficient Ku was defined as the ratio of the total power absorbed by the island,

at every moment, to the total installed power (3.10). This coefficient is then multiplied

by the installed power of the individual substation and used as the load profile for the

residential loads connected to that substation (3.11).

Ku(t) =
Pload(t)
PNload

(3.10)

PloadRL1(t) = Ku(t) ·PNloadRL1 (3.11a)

PloadRL2(t) = Ku(t) ·PNloadRL2 (3.11b)

PloadRL3(t) = Ku(t) ·PNloadRL3 (3.11c)

PloadRL4(t) = Ku(t) ·PNloadRL4 (3.11d)

PloadRL5(t) = Ku(t) ·PNloadRL5 (3.11e)

The reactive power, for which data was not available, has been computed using a fixed

power factor PF set at 0.8. This value corresponds to the ratio of the rated active power of

MPP diesel units (480 kW) to their rated apparent power (600 kW).

The model employed for representing residential loads differs significantly from the

one used in the dynamic grid model. For instance, the model of the residential load RL1 is

illustrated in Fig. 3.17.

First, the dynamics of the Interface Protection System (IPS) was ignored, as it is no

longer applicable given the adoption of an ideal constant-frequency generator, as discussed

earlier. At the same time, the logic governing the low voltage Breaker Controllers BCs at

the local level was incorporated to implement the load shedding commands given by the

MGC.

Subsequently, in this quasi-static network model, the three-phase p-q theory-based
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Figure 3.17: Quasi-static model of the residential load 1

dynamic load model was supplemented by a Three-phase RLC load block, which functions

as a Z-constant load. Unlike the dynamic network model presented in the Section 3.2.1,

which was designed for the analysis of short simulations in which the behavior of the

load is considered constant and independent of voltage and frequency fluctuations, in the

quasi-static network model it was deemed more appropriate to subdivide the load into

2 parts. This subdivision includes a component where power consumption is affected

by grid conditions ("Z-constant" load model part) and another component where power

consumption is not affected by these grid conditions ("P-constant" load model part).

The nominal active power assigned to the Z-Constant load part (P0) has been estab-

lished by considering the average Ku of each residential load. Similarly, the nominal

reactive power has been determined by adhering to the previously mentioned fixed PF for

defining the reactive power profile.

The active and reactive power set-points imposed to the P-Constant load model part

have been defined as the active and reactive power profiles discussed earlier, adjusted by

subtracting the nominal active and reactive power of the Z-Constant load model part. This

approach ensures an overall power consumption equivalent to the active and reactive power

profiles, with variations around these values influenced by the grid’s frequency and voltage

during the simulations.

To differentiate the load profiles under the various substations and ensure that they do

not all follow the same pattern, the load profile of each residential load was refined by

adding a sinusoidally varying load profile. To keep the overall island load aligned with the

load profile provided by the DSO, each added sinusoidal profile was configured with the
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Figure 3.18: Quasi-static model of the PV power plant

same amplitude (10 kW) and each was offset by 1/5 of a round angle from the others.

The "Load Shedding Action" section of the model, visible in Fig. 3.17, emulates the

actions of BCs on the low-voltage grid. In fact, when the MGC enters state 3.4, it sends

each residential load model an amount of load shedding (LshedRL1). This quantity is

subtracted from the input load profile.

3.2.2.3 PV power plant behavior and implementation of the active power limitation
actions

The model used to represent the PV system has not changed compared to the dynamic grid

model presented in Section 3.2.1, as the three-phase p-q theory-based dynamic load model

is sufficiently lightweight and accurate, requiring no modifications. However, the dynamics

of the IPS and CEI-OFPL control, related to frequency dynamics, have been neglected since

they are no longer applicable following the adoption of the ideal generator, as indicated

above. Meanwhile, the logic of the local level controllers/CCIs was implemented to enable

the PV system to interact with the MGC and apply its commands.

The PV generation profiles of the island under study were obtained from online

databases [97], the same profiles used on the planning algorithm analysis proposed in

Chapter 2. Having modeled a single PV system, these profiles were imposed directly

without making any subdivisions.

Fig. 3.18 illustrates the PV system model and how the active power limitation actions

sent by the MGC are applied. In the diagram shown in the "PV Limitation" section of the

model, the limitation is imposed only if at least one of StatePV Lim1 or StatePV Lim2 is

set to 1 (indicating that the MGC is in state 1.2 or state 2.3). The model emulating the PV

system will follow the lower value between the limitation sent by the MGC and the input
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Figure 3.19: BESS logic-mathematical model and local level control systems

generation profile.

Both the input generation profile and the power limitation values sent by the MGC are

positive, so they are multiplied by −1 and made negative. This is because the dynamic

load model must receive negative set-point values to behave as a generation element.

3.2.2.4 BESS logic-mathematical model and local level control systems

In this quasi-static model, as residential loads and the PV power plant, even the BESS

has been connected to the grid by a three-phase p-q theory-based dynamic load. As the

BESS can both absorb and supply power, positive values indicate a charging phase (load

behavior), while negative values indicate a discharging phase (generation behavior). The

reactive power is consistently set to 0 vars, while the active power exchanged with the grid

depends on a BESS logic-mathematical model and its local level control system, depicted

in Fig. 3.19.

This model has been presented for the first time by the authors in [105] which included

the model sections "Charge Discharge Controller", "Power Conversion System", and

"Battery" visible in Fig. 3.19. In this model, the model section "SoC Feedback Control"

has also been considered. Moreover, the "Charge Discharge Controller" was given a

different purpose than that presented by [105], and has been used to adapt the BESS model

to the case studies presented in this chapter.

Power Plant Support Controller: This control is based on the same logic of the "Charge

Discharge Controller" presented by [105]. This control allows the BESS to support the

grid at times of excess generation or load.

The controller is based on the definition of two power quantities, "charge_pwr" and



Chapter 3. Real-Time Operating Reserve Assessment and Allocation 118

"discharge_pwr," which, depending on their value, determine different behaviors of the

BESS.

Specifically, when the grid load is below the set "charge_pwr" value, the conversion

system enables battery charging from the grid. The charging power is equal to the difference

between "charge_pwr" and the net-load level, limited by the BESS’s nominal power. If

this difference is negative, charging is disabled. Similarly, if the net-load level exceeds the

"discharge_pwr" value, the discharging phase is enabled, with negative power (limited by

the nominal power) equal to the difference between the load value and "discharge_pwr."

From this controller, a positive or negative power set-point Pcd is defined. This value is

calculated as follows:

Pcd(t) = (charge_pwr−Net-load)(t) ·Cen(t)+

+(discharge_pwr−Net-load(t)) ·Den(t)
(3.12)

where Cen represents the logical value enabling battery charging by the controller, and Den

represents the logical value enabling its discharging.

In this control, the "charge_pwr" value has been set equal to the Minimum Downward

Regulation Bandwidth (MDRB) (introduced in Section 3.1). In this way, the control

enables the BESS to charge when the net load is too low, trying to prevent the power

delivered by the MPP from falling below the MDRB. Thereby, it tries to avoid the RTA

going to state 1.2 and limiting the power produced by the island’s PV, or at least try to

reduce this cut-off.

The value "discharge_pwr", on the other hand, was set equal to the maximum power

that can be delivered by the MPP (i.e., the number of diesel units available in the MPP

"UnitsLim" multiplied by the rated power of a diesel unit "PNGEN"). In this way, the

control tries not to overload the MPP.

SoC Feedback Control: The set-points generated by the controller just discussed should

be sent to the "Power Conversion System". In this work, anyway, another control has

been taken into account. This control is based on the SoC feedback method that will be

discussed in detail in Section 4.4. This control aims to reduce the exchanged power by the

BESS if near reaching the SoC limits. This prevents the BESS from suddenly stopping

delivering/absorbing energy causing a large and dangerous net-load change. In fact, the

power output of the BESS is about half the active power output of a single MPP diesel unit

(250 kW and 480 kW respectively). The MPP may not have enough reserve to compensate
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for a supply/absorption interruption of this amount. With this control, the actual active

power set-point sent to the BESS is equal to:

Pset point(t) = Pcd(t) · (1+
SoC(t)−SoCmiddle

SoCmax −SoCmin
) (3.13)

where SoCmiddle represents the midpoint of SoC between the maximum (SoCmax) and the

minimum (SoCmin) limits. The set values are SoCmax equal to 90%, SoCmin equal to 20%,

resulting in SoCmiddle equal to 55%. Consequently, the available range of SoC is 70%.

Moreover, the switch in this model section, visible in Fig. 3.19, allows canceling the

effect of the SoC feedback control when the set-point provided by the controller is zero.

Power Conversion System and Battery: In this model section, the active power set-

point value is pre-saturated to the maximum allowable value by the power converter

(typically equal to the maximum charge and discharge power of the battery). By analyzing

the sign of the power set-point, it is possible to determine whether the BESS is in a charging

or discharging phase.

Once defined, it is possible to determine the amount of power that contributes to

increasing or decreasing the state of charge of the BESS, by taking into account the

respective efficiency for charging and discharging phases. If the charging phase is enabled,

the charging power, net of inefficiencies, can be calculated as follows:

Pbatt(t) = η ·Pset point(t) (3.14)

While if the discharging phase is enabled, the power supplied by the battery is calculated

as:

Pbatt(t) =
Pset point(t)

η
(3.15)

The efficiency η (called "eta" in the model shown in Fig. 3.19) has been set equal to 96%.

The battery is modeled in the right section highlighted in pink in Fig. 3.19. It receives,

as input, the charging/discharging power from the previously analyzed model section

(Pbatt). The loop downstream of the initial summing node is necessary to implement

an integral behavior related to accumulation and energy supply associated with power

Pbatt . This is done by multiplying the calculated power by the time sampling interval

"Ts" and "Tr" (the ratio between the simulated time and the simulation time, defined at

the beginning of the Section 3.2.2), considering that every second of simulation has to
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be considered 1 hour of simulated time. The calculated stored energy is limited between

20% and 90% of the nominal BESS capacity (QN). Consequently, regarding SoC, when

it reaches the aforementioned limits, the power contribution PBESS to/from the grid in

the yellow section is canceled. Conversely, the power component related to the auxiliary

services of the conversion system, represented by the "System Auxiliary Power" block, is

always considered to account for power consumption by conditioning and lighting systems.

The "loss" parameter was set equal to 6%.

The variable "Qb", corresponding to the amount of energy stored in the BESS, was used

to calculate the BESS upward (RUPBESS) and downward (RDOWNBESS) operating reserve:

RUPBESS(t) = min(PNBESS;
Qb(t)−0.2QN

ReserveTime
) (3.16)

RDOWNBESS(t) = min(PNBESS;
0.9QN −Qb(t)
ReserveTime

) (3.17)

As already indicated in the assumptions in Section 3.1, the BESS upward/down-ward

reserve made available by BESS was calculated as the instantaneous active power that can

be continuously delivered/absorbed for a specific time range (ReserveTime). This time

has been set to 30 minutes. This power, anyway, has to be limited to the maximum power

exchangeable by the device. Due to that, the RUPBESS/RDOWNBESS has been calculated as

the minimum between these 2 quantities. The BESS operating reserve calculations are

shown in Fig. 3.20, along with the complete BESS model for quasi-static simulations. As

can be seen, ReserveTime was set to 0.5 seconds of simulation time, corresponding to half

an hour of simulated time in the quasi-static model.

3.3 Finite-state machine model testing

In this section, the modeled finite-state machine and the implemented algorithms will be

tested under purely theoretical operating conditions to consider all possible circumstances

of the control system and verify its correct functioning. In these tests, in order to better

observe the behavior of the Microgrid Controller (MGC) modeled, load and generation

trends were imposed constant except for those that were made to vary specifically to

stress the system. The control unit’s logic of the Main Power Plant (MPP), discussed in

Section 3.2.2, was disabled. This was done to remove some variables and thus make the

test results more easily interpretable.
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Figure 3.20: Complete BESS model for quasi-static simulations and operating reserve calculation

3.3.1 Validation of the MGC model assuming an extreme load behav-
ior

During this test, the operating condition chosen refers to the early morning hours of a

typical winter day, characterized by non-critical operating conditions. The MGC was

in its initial state in each macro-state. The Photovoltaic (PV) system generates about

21.1 kW, and the Battery Energy Storage System (BESS), with a State of Charge (SoC)

of 50%, was uncontrolled, exchanging only 12.5 kW with the grid for auxiliary services

consumption. The active power absorbed by loads was approximately 307.1 kW, while the

active power generated by the MPP was about 303.1 kW. The discrepancy between these

powers includes the power absorbed by the BESS’s auxiliary services, the PV production,

and network losses, amounting to approximately 1.5%. The operating reserves to be

ensured were held constant for all the day since the goal of these tests was to verify the

proper functioning of the RTA and the MGC model built. Having a variable reserve

would only make it more complex to verify this operation and perform the tests. The

Upward Operating Reserve (UOR) to be ensured was set to 338.6 kW, while the Downward

Operating Reserve (DOR) was set to 307.8 kW. These values are derived from the reserve

valuation method described in Section 3.1.5.

In this test, step variations in load consumption were imposed successively. The load

changes were simulated within the prosumer model, which, for this very purpose, has

been considered non-dispatchable by the MGC. As mentioned in Section 3.2.1, a prosumer

was considered in this network for testing purposes only. The prosumer model is the



Chapter 3. Real-Time Operating Reserve Assessment and Allocation 122

Figure 3.21: Change in the active power consumption imposed on the prosumer

Figure 3.22: Operational states of the MGC following the extreme load behavior

same as a residential load in the dynamic grid model, shown in Fig. 3.11. The imposed

increase in load consumption for the prosumer during this test is depicted in Fig. 3.21. This

trend of load consumption permits verification of the proper functioning of the algorithms

implemented in the MGC model of all affected operating states.

At 02:00 the load is increased by 200 kW, then instead it is increased by 100 kW until

15:00. At 16:00 the prosumer load is reduced by 300 kW, and in the following hours it

is reduced by 200 kW until 22:00 when it returns to zero. All the state transitions that

occurred during the test can be examined in Fig. 3.22. As can be seen in the figure, only

macro-state 2 related to the control of the upward operating reserve was affected.

Fig. 3.23 shows the energy balance during the test while Fig. 3.24 and Fig. 3.25 show

the upward and downward reserve trends, respectively. Specifically, enlargements are also
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Figure 3.23: Active power balance following the extreme load behavior

shown in Fig. 3.24 to better show what happens during the hours when the prosumer load

was at its peak. In these figures, the available operating reserve is equal to the reserve

made available by the MPP when the BESS is not enabled (RUP, RDOWN), while it is equal

to the sum of the reserve of the MPP and the operating reserve of the BESS when the latter

is enabled by the MGC (RUP2, RDOWN2). In this test, the limit of MPP’s diesel units was

set to 3, assuming a unit under maintenance.

At 2:00, after the load increase, the UOR provided by the MPP is no longer sufficient

to ensure the minimum required value. As shown in Fig. 3.24, the MPP’s UOR drops

almost to zero as the total available UOR. After one iteration, the MGC activated the BESS

for primary frequency regulation and, taking into account the BESS, the available UOR

returned above the minimum required value. After the load increase at 3:00, the MPP

turned on a second diesel unit to supply the island’s load, and the MGC verified that the

activation of the BESS was no longer necessary, returning to state 3.1 at 04:03 (to the

succeeding iteration).

A similar process was repeated for subsequent load increases until the load increase at

12:00. Since the MPP had no more available diesel units, it operated in overload condition,

and simultaneously, the BESS started to discharge. This is evident in both Fig. 3.24, which

shows the variation in power exchanged by the BESS, and Fig. 3.24, where the BESS’s

UOR started to decrease. A consequent increase in BESS’s DOR can be seen in Fig. 3.25.

As can be seen in the small enlargement of Fig. 3.24, the available UOR fell below

the requirement by about 12:08. The MGC detected this lack of UOR at 12:09 and sent a

request to the MPP to increase its UOR available. Since the MPP had no more available

diesel units, the request was rejected, and after a few minutes, the MGC moved to state 3.4.
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Figure 3.24: Upward operating reserves following the extreme load behavior

Figure 3.25: Downward operating reserves following the extreme load behavior
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Figure 3.26: Diesel unit commitment following the extreme load behavior

This sequence of actions can be observed in Fig. 3.22, where an enlargement shows these

state changes related to macro-state 3.

Observing Fig. 3.24, it can be noted that the UOR made available by MPP was negative

in the middle hours of the day. The reserve actually made available by MPP in those cases

was 0, but the MPP’s UOR calculation allows considering a negative UOR when MPP

diesel units are providing beyond the set rated active power (480 kW). This enables MGC

to perform more precise load shedding actions and restore the stable operating condition

of the system more quickly.

In this state, the MGC calculated a value multiple of "Lstep" (20 kW), sufficient to

bring the total UOR above the minimum required value. On the other hand, the load

reduction was not enough to disable the control imposed on the BESS, which continues,

even if in a reduced manner, to discharge. This happens because the active power delivered

by the MPP is still higher than its rated active power (3 ·480 kW=1440 kW), working in

overload condition. It is important to specify that the MPP does not really work in overload,

since the apparent power of a diesel unit is 600 kW. As mentioned in the introduction

of this chapter, voltage regulation has been given to the MPP, as well as reactive power

control, and the MGC should only be responsible for the assessment and allocation of the

operating reserve of active power. Therefore, a minimum amount of apparent power of the

diesel units was left available for reactive power balancing and voltage regulation. Each

diesel unit, in this case, provided more than the defined rated active power of 480 kw, with

less reactive power capacity.

Due to the reduction of the UOR of the BESS, the total UOR available felt below the

minimum required value again, and an additional load shedding was applied at 12:57 to
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Figure 3.27: Active power consumption of residential loads following the extreme load behavior

meet the reserve constraint.

Shortly thereafter, at 13:00, the next load increase was applied at the prosumer. From

this event and for subsequent events, each time a load change was applied, the total

available UOR fell below the required minimum, leading the MPP to produce more than its

rated active power and to the discharge of the BESS until the MGC returned the available

UOR above the imposed limit.

At 15:00, the last load increase occurs at the prosumer, prompting the MGC to request

a further load shedding. However, all dispatchable loads were already reduced to the

minimum, resulting in a lower load shedding than that requested by the MGC for that

hour. The trend of island loads during the day is illustrated in Fig. 3.27. In particular, in

the specified hour, all loads on the island were reduced to zero and only the prosumer

absorbed active power from the grid. The figure also shows the sinusoidal trends that were

introduced to differentiate the profiles of the residential loads from each other, as discussed
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in Section 3.2.2.

Examining Fig.3.23, it is evident that the BESS experienced significant discharge

during that hour to support the MPP. This, in turn, led to the rapid decrease in the operating

reserve of the BESS that can be seen in Fig.3.24.

It is important to note that this network operating condition in which dispatchable

loads are no longer available is purely theoretical and artificially created to stress the

MGC model. In the intended operation of the MGC, the prosumer load should also be

dispatchable by the MGC and the condition observed during this test would not occur.

At 16:00, the load starts to decrease, and gradually, the MGC requested the reconnection

of the loads it had disconnected. This reconnection was simulated to be instantaneous, but

it is essential to emphasize that in reality, the reconnected load would likely differ from the

exactly cut value. In that case, the RTA will evaluate whether the connected load is greater

or less than the calculated load and decide accordingly.

At 17:00, state 3.3 became unnecessary because, with BESS activation alone, the

available UOR exceeded the minimum value to be guaranteed (Fig. 3.24). As clarified in

the Section 3.1.4, this state is held for 30 minutes. Therefore, the state persists until 17:48,

at which time the transition to state 3.2 occurred. Although the MPP’s UOR alone was

also higher than the required UOR, the MPP’s reserve alone was not 110% higher than the

required reserve (a necessary condition for returning to state 3.1). For this reason, there

was no direct transition from state 3.3 to state 3.1, nor transition from 3.2 to 3.1. At 18:00,

however, that condition was verified and at the next iteration (18:03) the transition to state

3.1 occurred.

The BESS activation was required from 19:00 to 20:00 as, due to the load reduction,

the MPP turned off one of its diesel units, reducing its available UOR. At 21:00, the

MPP turned off another diesel unit as it is no longer needed to meet the net load, but

this shutdown leads to another reduction in the available UOR. In this case, differently

from what happened at 19:00, the activation of the BESS was not sufficient to ensure the

minimum required UOR and the MGC moved directly to the state 3.3. In this case, the

power plant had available diesel units and accepted the request to increase its UOR by

turning on the diesel unit it had just turned off.

At 22:00, the load profile imposed on the prosumer returned to 0, the MGC moved

directly from state 3.3 to state 3.1, and the MPP turned off the additional diesel unit that

was required of it. The MGC remained in state 3.3 from 21:03 to 22:03, thus more than

the minimum 30 minutes imposed as a condition for leaving the state. Therefore, as soon
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Figure 3.28: Change in the generated power imposed on the PV power plant

as the demand was no longer needed there was the exit from the state.

3.3.2 Validation of the MGC model assuming an extreme PV genera-
tion

During this test, the chosen operating condition represents the peak evening load of a typical

summer day, characterized by non-critical operating conditions. The MGC was in its initial

state in each macro-state. The PV system started with no generated power, and the BESS,

with a SoC of 50%, was uncontrolled, exchanging only 12.5 kW with the grid for auxiliary

services consumption. The active power absorbed by loads was approximately 960.7 kW,

while the active power generated by the MPP was about 984.1 kW. The discrepancy

between these powers includes the power absorbed by the BESS’s auxiliary services and

network losses, amounting to approximately 1%. The operating reserves to be ensured

were held constant for all the day. The upward operating reserve to be ensured was set to

338.6 kW, while the downward operating reserve was set to 307.8 kW. These values are

derived from the reserve valuation method described in Section 3.1.5.

In this test, step variations in active power produced by the PV plant were imposed

successively. The active power variations were applied to the PV plant, which, in this case,

can be constrained by the MGC. The imposed increase in production for the PV plant

during this test is illustrated in Fig. 3.28.

Starting from 2:00, the power produced by the PV plant was incrementally increased

every hour, first by 200 kW followed by steps of 100 kW until 15:00. From 16:00, the

produced power was reduced by 300 kW first, then by 200 kW every hour until 22:00



Chapter 3. Real-Time Operating Reserve Assessment and Allocation 129

when it returned to zero. The operational states of the MGC during the test are shown in

Fig. 3.29.

Figure 3.29: Operational states of the MGC following the extreme PV generation

In Fig. 3.30, the active power balance during the test is observed, while Figs. 3.31 and

3.32 depict the trends of upward and downward operating reserves of the island’s resources,

respectively.

Figure 3.30: Active power balance following the extreme PV generation

In these figures, as already specified in the previous scenario, the available operating

reserve is equal to the reserve made available by the MPP when the BESS is not enabled

(RUP, RDOWN), while it is equal to the sum of the reserve of the MPP and the operating

reserve of the BESS when the latter is enabled by the MGC (RUP2, RDOWN2).

After the increase in PV production by 200 kW at 2:00, the significant reduction in

net load created a problem with UOR as the MPP shut down one of its groups, no longer
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Figure 3.31: Upward operating reservesfollowing the extreme PV generation

Figure 3.32: Downward operating reserves following the extreme PV generation

necessary to meet the load, visibly reducing the available upward reserve. Consequently,

the MGC enabled the BESS for primary frequency regulation to bring the available UOR

above the preset limit.

The production change at 6:00 caused another diesel unit to shut down, bringing the

MPP units turned on to 1. This recreated the same situation as at 2:00, but in this case, the

BESS alone would not be sufficient to ensure the minimum UOR. Therefore, the MGC

transitioned directly from state 2.1 to state 2.3. The MPP accepted the request for an

increase in UOR from the MGC by restarting a diesel unit and bringing the available UOR

above the minimum required. This situation is more clear by looking at the number of

diesel units turned on during the simulation, depicted in Fig. 3.33. It can be seen in the

enlargement that at 6:00 the MPP turned off the second diesel unit, but this was turned on
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Figure 3.33: Diesel unit commitment following the extreme PV generation

again after 3 minutes (an iteration of the MGC), fulfilling the MGC’s request.

The PV power plant continued to increase its production, and at 7:00, the request for

reserve to the MPP was no longer necessary, transitioning to state 2.2 until 9:00, and then

returning to state 2.1.

The BESS, however, remained enabled because, at 7:00, the shutdown of the MPP

diesel unit made it necessary to enable the BESS to ensure the minimum DOR. The MGC,

exiting state 2.2, set the variable StateBESS = 5, but it was set back to 1 by state 3.2 at

the next iteration. This is evident in Figs. 3.31 and 3.32, where the reserve provided by

the BESS was no longer considered at 9:00, and after one iteration, it returned to being

considered in the total available reserve.

At 10:00, the PV power became too high, causing the MPP to deliver less than the

MDRB, in this case, set to 10% of a diesel unit (48 kW). In macro-state 2, at the same

moment, the MGC moved to state 2.3. The limitation required by this state, calculated

to guarantee the minimum DOR, was greater than the limitation required by state 1.2,

calculated to guarantee the MDRB. Thus, the limitation carried out was referred to state

2.3, and state 1.2 was no longer needed. However, the MGC remained in state 1.2 because

the exit condition was not satisfied. The PMPP, in fact, was about 68.7 kW, which was less

than 110% of the MDRB (72 kW) imposed as a constraint for state exit. In any case, as

discussed above, this has no impact on grid behavior.

In the first moments after this last load change, the BESS, programmed to respond

when the output power of the MPP falls below the MDRB value, absorbed power until the

MGC restored the active power output of the MPP above the set minimum.

The PV power was limited to the maximum acceptable to ensure an available DOR
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greater than the requirement until the PV power dropped below that limitation. This

happened at 18:00 and, after a waiting time of 15 minutes (kPV Lim2 ≥ 5), there was a

transition to state 2.2. At 18:00, state 1.2 is also no longer necessary. Unlike macro-state 2,

however, the transition from state 1.2 to state 1.1 can occur immediately without waiting 15

minutes, since it was not deemed appropriate to impose a time hysteresis on this transition

as well.

At 19:00, the BESS was no longer needed to ensure the minimum DOR but was neces-

sary to ensure the minimum UOR. Analogously to what happened previously, the BESS

was first disabled, exiting state 2.2 in macro-state 2, and then re-enabled, transitioning

to state 3.3 in macro-state 3. Since the BESS alone would not be sufficient to ensure the

required minimum UOR, the MPP accepted the request and turned on a new diesel unit,

bringing the available UOR above the minimum required.

At 20:00, neither the request to the MPP nor the enabling of the BESS was necessary,

and the MGC moved from state 3.3 to state 3.2, and after one iteration, to state 3.1. Then,

the BESS was enabled again from 21:00 to 22:00 to ensure the minimum UOR, after which

everything returned to the initial operating conditions as the imposed PV power variation

returned to zero (Fig. 3.28).

3.4 Testing the real-time algorithm on real test scenarios

In this chapter, various scenarios are presented to demonstrate the situations in which the

Microgrid Controller (MGC) may find itself, allowing for the verification of its correct

operation. The model was tested using the 2021 load and photovoltaic production profiles

presented in Section 1.5.1. These simulations revealed several challenges in both Upward

Operating Reserve (UOR) and Downward Operating Reserve (DOR), enabling the verifi-

cation of the correct functioning of the states and the conditions for transitioning between

them.

The algorithm underwent testing by simulating typical winter and summer months, from

which two specific days were chosen for detailed analysis. The decision to consider one

summer month and one winter month is grounded in the seasonal dependence of the island’s

electrical load, extensively discussed in Section 1.5.1. In summer months, due to the high

load, a lack of UOR is more likely to occur, allowing for the observation of the activation

of MGC states related to the macro-state 3, concerning the UOR assessment and allocation.

In winter months, when the island’s electrical load is very low, a deficiency in DOR is
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more probable. This allows for the observation of the MGC’s behavior when activating

states related to the macro-state 1, concerning the DOR assessment and allocation, and

macro-state 2, concerning the Minimum Downward Regulation Bandwidth (MDRB) to be

guaranteed to the Main Power Plant (MPP) of the island.

3.4.1 Test case of a typical summer day

The control algorithm was tested by simulating the entire month of July 2021. From these

simulations, a typical summer day, specifically July 28, was chosen for detailed analysis.

On this day, all states of the macro-state 3 related to UOR assessment and allocation were

activated.

For the simulation of the entire month, a PV penetration of 200 kWp was assumed,

close to the Italian Ministry for Economic Development’s target for 2025 [73]. The number

of available diesel units in the MPP was set to 2, assuming the other two units were

under maintenance. Simulating the entire month from July 1, starting with the BESS at

50% of State of Charge (SoC), the simulation reached the beginning of the specified day

(July 28) with a slightly lower charge level, around 47%. This decrease was due to the

BESS activation in the preceding days of the month, triggered by excessive or insufficient

net-load conditions. These conditions go beyond simple peak load or PV production: as

already introduced in Section 3.19, the BESS exchanges power in cases where load demand

exceeds the MPP’s maximum deliverable capacity or when the net-load falls below the

MPP’s Minimum Downward Regulation Bandwidth (MDRB) (48 kW).

The state trends during the day are visible in Fig. 3.34. Specifically, 10 "key moments"

during the day, representing MGC state changes, are identified and listed in Table 3.4.

During this day, the UOR to be guaranteed (minRUP), calculated by eq. (3.4), was

mostly equal to the UOR to be guaranteed based on historical data (Rh,up), as it was mostly

greater than the active power generated by the PV (Ppv). From about 09:58 to 10:55 and

from about 11:27 to 14:26, however, the active power generated by the PV (Ppv) was

greater than Rh,up. In the middle part of the day, therefore, minRUP was mostly equal to

the active power produced by the PV Ppv. The DOR to be guaranteed (minRDOWN), on the

other hand, calculated through eq. (3.6), was always equal to the active power absorbed by

load RL1 (which, during the day, was always the load that absorbed the most active power,

Ploadmax), because it was always greater than the minimum DOR to be guaranteed based

on historical data (Rh,down).

While, for the examined case study, there were no issues regarding the DOR assessment,
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meeting the minimum UOR required various actions throughout the day. The MGC had to

activate all states related to macro-state 3.

Table 3.4: Key moments during July 28

Time Observed action
5:18 Macro-state 3: transition from state 3.1 to state 3.2
7:15 Macro-state 3: transition from state 3.2 to state 3.1
7:42 Macro-state 3: transition from state 3.1 to state 3.3
8:09 Macro-state 3: transition from state 3.3 to state 3.1

18:15 Macro-state 3: transition from state 3.1 to state 3.2
19:51 Macro-state 3: transition from state 3.2 to state 3.3 but rejects
19:54 Macro-state 3: transition from state 3.3 to state 3.4
21:54 Macro-state 3: transition from state 3.4 to state 3.3
22:18 Macro-state 3: transition from state 3.3 to state 3.2
23:21 Macro-state 3: transition from state 3.2 to state 3.1

Figure 3.34: MGC states during July 28

The active power generation and absorption trends on July 28 are shown in Fig. 3.35,

while the upward and downward operating reserve trends during the day are depicted in

Fig. 3.36 and Fig. 3.37, respectively.Furthermore, in Fig. 3.38 it is possible to observe the

number of MPP diesel generators turned on during the day, with and without considering

the requests of the MGC during the period of being in state 3.3.

Analyzing the events during the day (Table 3.4), at 5:18, the MGC moved from state

2.1 to state 2.2 as the shutdown of a diesel unit by the MPP (Fig. 3.38) lowered the total

available UOR below the required minimum UOR (dull green curve and red curve in

Fig. 3.36, respectively). With the activation of the BESS, setting the power regulation

thresholds based on the CEI 0-16 frequency from "wide" thresholds to "narrow" thresholds,
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Figure 3.35: Energy balance during July 28

Figure 3.36: Upward operating reserves during July 28

the total available UOR rose again above the required UOR. In Figs. 3.36 and 3.37, the

total available UOR is the sum of the UOR provided by the MPP (blue curve) and that of

the BESS (bright green curve, when enabled).

As shown in Fig. 3.38, around 7:15, the MPP autonomously turned on a second diesel

unit, and consequently, the MGC no longer deemed it necessary to keep the BESS enabled,

returning to state 3.1 Fig. 3.34.

Around 7:40, however, the MPP decided to turn off that second unit, and precisely at

that moment, the UOR to be guaranteed was too high to be satisfied by enabling only the

BESS. Therefore, at the next interaction at 7:42, the MGC directly moved from state 3.1 to

state 3.3 and asked the MPP to turn back on the unit just shut down, bringing the available

reserve back above the minimum.
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Figure 3.37: Downward operating reserves during July 28

Figure 3.38: Main power plant diesel units active during July 28, with or without MGC actions

As shown in Figure 16, especially in the highlighted detail, around 7:46, the MPP

considered the second unit necessary not only to ensure the reserve required by the MGC

but also to supply the island’s load. However, only at 8:09, after the kMPP variable reached

the value of 10, did the MGC exit state 3.3 and return to state 3.1. It is worth recalling

that the kMPP variable was introduced to prevent MPP requests from being made for a few

moments and exiting and re-entering the state multiple times when the required reserve is

only slightly higher than what can be obtained by BESS activation only.

Moreover, it is crucial to remember that the request made to the MPP by the MGC

is a minimum set-point of operating reserve to be provided. Therefore, even though still

present in the state, the additional reserve requested from the MPP is 0 in moments when

waiting for the kMPP variable to reach 10. Thus, staying in state 3.3 in these cases does not
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cause discomfort to the MPP.

At 18:15, the BESS was re-enabled, and its contribution was sufficient until 19:51

when the MGC again requested additional reserve from the MPP. In this case, however,

the MPP had no available units, so it rejected the request received. At the next iteration at

19:54, the MGC moved to state 3.4 and began load shedding on the network.

Figure 3.39: Load shedding during July 28

Fig. 3.39 shows the load shedding performed during the day. Load shedding was

carried out in increments of 20 kW, as set in the MGC, reaching a total of 120 kW around

21:00 and canceling a few minutes before 21:54. In Fig. 3.37, it can be seen that load

shedding also reduced the DOR requirement, as it was equal to the power absorbed by

load RL1.

At 21:54, the MGC moved from state 3.4 to state 3.3, requesting 0 kW reserve from

the MPP, and then moved to state 3.2 at 22:18 and state 3.1 at 23:21. It is important to

note that, as designed in the MGC model, it was not possible to transition directly from

state 3.4 to state 3.1 without first passing through state 3.3. However, since no additional

reserve was needed during the stay in state 3.3, the MGC requested 0 kW from the MPP

without causing it any inconvenience.

3.4.2 Test case of a typical winter day

The control algorithm was tested by simulating the behavior of the entire month of February

2021. From these simulations, a typical winter day was chosen for detailed analysis:

February 5, when macro-states 1 and 2 were mostly involved.
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In these simulations, a PV penetration on the island of 200 kWp was assumed, close

to the Italian Ministry for Economic Development’s target for 2025 [73]. The number of

diesel units available in the MPP was set to 2, assuming the other two units were under

maintenance. The SoC of the BESS was set to 50% at the beginning of February, and its

SoC variation was linked to the activation of control rules aimed at supporting the MPP in

cases of excessively high or low net-load (as in the previous test case). In the first days of

the simulated month, there were no events requiring intervention from the BESS. For this

reason, the SoC remained unchanged (50%) until February 5, the day chosen for detailed

analysis.

During this day, the UOR to be guaranteed (minRUP), calculated by eq. (3.4), was

mostly equal to the UOR to be guaranteed based on historical data (Rh,up), as it was mostly

greater than the active power generated by the PV (Ppv). From about 06:07 to 13:26,

however, the active power generated by the PV (Ppv) was greater than Rh,up. In the middle

part of the day, therefore, minRUP was equal to the active power produced by the PV Ppv.

The DOR to be guaranteed (minRDOWN), on the other hand, calculated through eq. (3.6),

was always equal to the active power absorbed by load RL1 (which, during the day, was

always the load that absorbed the most active power, Ploadmax), because it was always

greater than the minimum DOR to be guaranteed based on historical data (Rh,down).

While, for the examined case study, there were no problems regarding the UOR

assessment, to satisfy the minimum DOR to be guaranteed, the MGC had to enable the

BESS for frequency regulation, but it never had to activate state 2.3. This state was not

activated on any day in February. The trend of states during the day is visible in Fig. 3.40.

Specifically, four key moments of the day can be identified, representing changes in the

state of the MGC, listed in Table 3.5. Furthermore, throughout the examined day, the MPP

was always able to supply the load and guarantee the minimum UOR using only one diesel

unit.

Table 3.5: Key moments during February 5

Time Observed action
8:51 Macro-state 2: transition from state 2.1 to state 2.2

10:09 Macro-state 1: transition from state 1.1 to state 1.2
13:06 Macro-state 1: transition from state 1.2 to state 1.1
13:15 Macro-state 2: transition from state 2.2 to state 2.1

The trends of the generated and absorbed powers on February 5 are shown in Fig. 3.41,

while the amount of upward and downward operating reserves during the day are shown in
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Figure 3.40: MGC states during during February 5

Figs. 3.42 and 3.43, respectively.

Figure 3.41: Energy balance during February 5

Analyzing the day in detail, at 8:51, the MGC determined a lack of DOR and moved

from state 2.1 to state 2.2. By enabling the BESS for primary frequency regulation, the

available DOR of the grid (dull green curve), given by the sum of the DOR provided by

the MPP (blue curve) and that of the BESS (bright green curve, if enabled), returned above

the minimum DOR to be guaranteed (red curve).

At 10:09, the net-load fell below 48 kW, the Minimum Downward Regulation Band-

width (MDRB) set in macro-state 1. The power supplied by the MPP must not fall below

this threshold to allow the diesel units to have a minimum DOR and thus regulate the

frequency and support the voltage. This power value was set equal to 10% of the rated

active power of a diesel unit (480 kW). Once this value was reached, the MGC moved from
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Figure 3.42: Upward operating reserves during February 5

Figure 3.43: Downward operating reserves during February 5

state 1.1 to state 1.2 and applied a limitation to the power generated by the PV system to

keep the net-load above the Minimum Downward Regulation Bandwidth (MDRB). The

difference between the power that would ideally be produced by the PV without this action

(dashed yellow curve) and the power actually produced by it during the day (yellow curve)

can be observed in Fig.63.41.

In Fig. 3.42, it can be observed that the limitation of PV production also reduced the

UOR requirement. This occured because, as mentioned earlier, the UOR to be guaranteed

corresponded to the PV production during the central hours of the day.

Around 12:30, state 1.2 stopped limiting the PV, but only at 13:06 did the conditions

occur to exit this state and return to the state 1.1. At 13:15, the DOR available from the

MPP alone became sufficient to cover the minimum DOR to be guaranteed, and the MGC
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moved from state 2.2 to state 2.1.

3.5 Verification of the effectiveness of actions processed

by the microgrid controller

In this section, the actual effectiveness and necessity of the actions devised by the Real-

Time Algorithm (RTA), validated in the previous section, are verified. Taking specific

conditions from the cases examined in Section 3.4, these conditions have been imposed on

the dynamic model described in Section 3.2.1. The necessity and utility of the controls

required by the MGC will be examined.

3.5.1 Dynamic analysis of key moments of the typical summer day
test case

In this section, reference is made to the typical summer day discussed in Section 3.4.1. Not

all key moments of the day listed in Table 3.4 have been examined in detail, but only those

that are fundamental and sufficient to verify the effectiveness of the algorithm’s choices.

In the studied case, assuming a 200 kWp PV system, the actions performed by the MGC

to be examined are listed in Table 3.6. The network conditions for the various cases are

reported in Table 3.7.

Table 3.6: MGC actions of the typical summer day analyzed in Section 3.4.1 that have been chosen
to be examined dynamically

Case Time Action
1 5:18 Moving to "narrow" thresholds of the BESS
2 7:42 MPP request accepted
3 19:54 Load shedding due to MPP request rejected

Table 3.7: Grid operating conditions during the MGC actions of the typical summer day analyzed
in Section 3.4.1 that have been chosen to be examined dynamically

Active power [kW]
Generated Absorbed min

Case SoC NGEN MPP PV RL1 RL2 RL3 RL4 RL5 UOR
1 47 1 477 13 212 58 83 44 76 131
2 47 2 479 95 266 96 92 30 83 171
3 47 2 897 0 404 111 146 71 142 229
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3.5.1.1 Key moment of 05:18: Moving to "narrow" thresholds of the BESS

In Case 1, as reported in Table 3.7, there was a total load consumption on the island of

approximately 473 kW, distributed across 5 residential loads, with an additional 12.5 kW

from the auxiliary services of BESS. The PV source produces about 13 kW and, according

to the BESS control logic implemented and described in Section 3.2.2.4, the BESS’ SoC

had reached 47%.

During those hours of the day, the MPP was able to supply the required load with only

one diesel unit turned on (NGEN in Table 3.7). The minimum Upward Operating Reserve

(UOR) to be guaranteed was 131 kW and was related to the absolute Upward Operating

Reserve (UOR) to be guaranteed based on the historical data at that moment on that day.

After setting the values of active power absorbed by various loads, the power supplied

to the PV system, the number of diesel units turned on, and the BESS’ SoC, a load

increase equal to the minimum UOR to be guaranteed identified by the MGC was set to

the prosumer. This setting was used to determine whether, with the occurrence of such a

load variation, the network was indeed in a condition of potential danger to the system’s

stability, and it was indeed necessary to implement the action requested by the MGC, i.e.

the transition to "narrow" thresholds of the frequency regulation of BESS.

Fig. 3.44 shows the frequency and active power trends during the transient, with and

without enabling the BESS to frequency regulation. These two tests were conducted to

observe how the choice of enabling the BESS to frequency regulation by the MGC was

right and necessary for the secure operation of the island’s power grid. The figures show 8

seconds of transient to observe the complete behavior of frequency and powers. However,

in most cases, the transient can be considered finished in 3-4 seconds. An enlargement of

the first 800 ms of the behaviors was shown in order to better observe the first instants after

the contingencies.

Figs. 3.44a and 3.44b show the trends of frequency and power following the imposed

power variation on the prosumer, with the f-P regulation of BESS set to "narrow" thresholds

after the MGC action. In Fig. 3.44a, it can be observed that the frequency underwent a

variation, reaching a nadir of approximately 49.4 Hz before completely recovering after

about 2 seconds. Fig. 3.44b demonstrates how the electrical power supplied by the MPP

instantly followed the power requested by the grid, while the power supplied by BESS

followed the CEI-SFPR logic. Due to the CEI-SFPR logic, after the frequency reached

the "narrow" under-frequency threshold of 49.8 Hz, the BESS started to supply power to

the network, causing a rise in frequency. After the first increase, the frequency dropped
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again to below the previous lower peak, causing another increase in power delivered by

the BESS (for this reason, in Fig. 3.44b, a second increase in power delivered by the BESS

is visible).

(a) BESS enabled (b) BESS enabled

(c) BESS disabled (d) BESS disabled

Figure 3.44: Case 1 - 5:18 event on July 28: frequency (left) and active power balance (right)

In Figs. 3.44c and 3.44d, the frequency and power trends were reported in the case

where the "narrow" thresholds of the CEI-SFPR control of BESS were not set, remaining on

"wide" thresholds. In this way, it is possible to demonstrate that, without the MGC action,

the network would have reached a frequency of 47 Hz. At that point, BESS supplied its

maximum active power since the lower limit of its "wide" thresholds was reached, avoiding

a blackout.

However, this activation is considered a last resort action and was therefore not taken

into account in the MGC logic. When those frequency values are reached, it is not possible

to assert with certainty that BESS provides its contribution in time before the network is

completely lost. Delays due to frequency measurement and control are unknown and may

not guarantee a sufficiently timely response from the device. This aspect will be widely

discussed in Section 4.2.

This condition can be considered unacceptable, and for this reason, it can be stated

that the transition to "narrow" thresholds of the BESS CEI-SFPR requested by the MGC

has indeed proven to be necessary. Frequency and power trends beyond the 47 Hz limit
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have been reported, but with a dashed line, indicating that such trends are no longer to be

considered.

3.5.1.2 Key moment of 07:42: MPP request accepted

In Case 2, as reported in Table 3.6, there was a total load consumption on the island of

approximately 567 kW, distributed across the 5 residential loads, in addition to the 12.5 kW

related to the auxiliary services of BESS. The PV system, during that hour, was producing

95 kW of active power, and BESS was at 47% of its SoC. The MPP was able, thanks to

the power produced by the PV system, to supply the load while keeping only one of its

diesel units in operation. The UOR to be ensured, calculated using the method described

in Section 3.1.5, was 171 kW (related to the absolute Upward Operating Reserve (UOR)

to be guaranteed based on the historical data at that moment on that day). This reserve

was not covered by the reserve made available by the MPP and BESS. For this reason, the

MGC sent a request to the MPP to increase its available UOR. The MPP had one diesel

unit available to turn on to accommodate the request expressed by the MGC.

After setting the values in the model as reported in Table 3.6 for Case 2, simulations

were carried out to verify the actual need for the MGC to send the request to increase the

UOR to the MPP. To do this, simulations with and without the increase in reserve by the

MPP were performed. Frequency and active power trends during the transient have been

shown in Fig. 3.45. Particularly, an additional condition has been considered to better

validate the MGC’s decision in this specific case.

Figs. 3.45a and 3.45b show the trends of frequency and active power supplied by the

components of the island grid in the event of a load variation equal to the UOR to be

ensured, under the network conditions determined by the MGC. Obviously, with the MGC

actions, the network had enough UOR to meet the instantaneous load variation imposed.

Turning on an additional diesel units, the MPP had a quantity of UOR much higher than the

requirement and the frequency transient was very mild: the transient could be considered

terminated in less than 2 seconds, with a frequency nadir of about 49.5 Hz.

In Figs. 3.45c and 3.45d, on the other hand, the frequency and power trends are

shown in the case where the MPP did not accept the request sent by the MGC. Due to

the significant frequency variation that occurred on the network, BESS, following its

CEI-SFPR control, supplied more power than the UOR available calculated for it from the

MGC. In fact, following the assumptions and settings described in Section 3.1 and 3.2.2.4,

respectively, the upward/downward reserve made available by BESS was calculated as the
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(a) MGC request accepted (b) MGC request accepted

(c) MGC request not accepted (d) MGC request not accepted

(e) MGC request not accepted and BESS power
exchange limited to the calculated reserve

(f) MGC request not accepted and BESS power
exchange limited to the calculated reserve

Figure 3.45: Case 2 - 07:42 event on July 28: frequency (left) and active power balance (right)

instantaneous power that can be continuously delivered/absorbed for 30 minutes.

Starting with a SOC of 47% and remaining within the limits of 20%-90%, the UOR

available was 180 kW (50%−20% = 27% of available discharge => 0.27∗300 = 81 kW

of UOR for 1 hour => 162 kW for 30 minutes), while the DOR would be 258 kW

(90%−47% = 43% of available charge => 0.43∗300 = 129 kW of DOR for 1 hour =>

258 kW for 30 minutes) but is limited to the nominal power of 250 kW. The time for which

it is desired that the BESS can deliver power continuously can be varied by setting a time

greater or less than 30 minutes, choosing to be more or less conservative, respectively.

For the sole purpose of observing what would happen if BESS could deliver only the

UOR calculated for it, Figs. 3.45e and 3.45f show the same case just described (the plant
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has rejected the request from the MGC and BESS CEI-SFPR thresholds set to "narrow") but

limiting the maximum power deliverable by BESS to the instantaneous power deliverable

continuously for 30 minutes.

By limiting the BESS to this power value, in fact, the network was not able to cope

with the imposed load variation. It is specified that from the moment the frequency reached

approximately 45 Hz, the trends shown in Figs. 3.45e and 3.45f lose their validity. From

that moment on, the frequency and power trends have still been reported but with a dashed

line, indicating that such trends are no longer to be considered.

3.5.1.3 Key moment of 19:54: Load shedding due to MPP request rejected

In Case 3, as reported in Table 3.6, after the load shedding action performed by the MGC

of a total of 20 kW, there was a total load consumption on the island of approximately

874 kW, distributed across the 5 residential loads (in addition to the 12.5 kW related to the

auxiliary services of BESS). The load shedding performed for each of the 5 residential

loads was as follows:

RL1 RL2 RL3 RL4 RL5
Load shedding (kW) 9.2 2.5 3.4 1.6 3.3

Table 3.8: Load shedding performed during the key moment of 19:54 of July 28

The PV system, during that hour, no longer produced energy, and BESS remained at

47% of its SoC. The MPP could not, even considering BESS, meet the minimum UOR to

be ensured, amounting to 229 kW without the load reduction performed. The MGC had

sent a request to the MPP in the previous iteration to increase its available UOR. However,

the MPP, having no more diesel units available, rejected the request made to it, and for

this reason, the MGC began to perform load shedding on the network. After setting the

values in the dynamic model described in Section 3.2.1 as reported in Table 3.6 for Case

3, simulations were carried out to verify the actual need for the MGC to perform load

shedding. To do this, simulations with and without this action were performed. Frequency

and active power trends during the transient have been shown in Fig. 3.46. Particularly,

an additional condition has been considered to better validate the MGC’s decision in this

specific case.

In Figs. 3.46a and 3.46b, it can be observed the trends of frequency and power after

imposing a load variation on the network equal to the UOR to be ensured, in the network

conditions as a result of the MGC actions. It is noted how the network was able to cope
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with the abrupt load variation imposed. Despite the two diesel units turned on by the MPP,

to cope with the imposed load variation, the BESS provided about 173 kW of active power,

which was higher than the calculated available reserve that was 163 kW (as previously

discussed) because of the nadir of about 49.3 Hz reached by the frequency during the

transient.

(a) Load shedding performed (b) Load shedding performed

(c) Load shedding performed and BESS power
exchange limited

(d) Load shedding performed and BESS power
exchange limited

(e) Load shedding not performed and BESS power
exchange limited

(f) Load shedding not performed and BESS power
exchange limited

Figure 3.46: Case 3 - 19:54 event on July 28: frequency (left) and active power balance (right)

In the Figs. 3.46c and 3.46d, the same case has been reported in which, however, the

instantaneous power deliverable by the BESS has been limited to the instantaneous power

deliverable continuously for 30 minutes, i.e., the available reserve calculated for the BESS

at that time by the MGC. This is to verify that, the amount of load shedding carried out
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(20 kW), represented the minimum necessary to enable the grid to cope with the imposed

load variation.

In Figs. 3.46c and 3.46d, on the other hand, it can be observed the trends of frequency

and powers if the load shedding action had not been performed and with the power

deliverable by BESS limited to its available UOR deliverable continuously for 30 minutes.

This represented the point of view of the MGC without acting the load shedding. Also in

this case, from the moment the frequency reaches values of about 45 Hz, the trends are no

longer to be considered and have been reported with a dashed line.

3.5.2 Dynamic analysis of key moments of the typical winter day test
case

In this section, reference is made to the typical winter day discussed in Section 3.4.2. Not

all the key moments of the day listed in Table 3.5 have been examined in detail, but only

those essential and sufficient to verify the effectiveness of the algorithm’s choices. The

actions carried out by the MGC to be examined are reported in Table 3.9. For the various

cases, the conditions of the network are reported in Table 3.10.

Table 3.9: Actions of the MGC dynamically examined for the typical winter day

Case Time Action
4 8:51 Moving to "narrow" thresholds of the BESS
5 13:15 Moving to "wide" thresholds of the BESS

Table 3.10: Grid situation during MGC actions for the typical winter day

Active power [kW]
Generated Absorbed min

Case SoC NGEN MPP PV RL1 RL2 RL3 RL4 RL5 UOR
4 50 1 89 130 92 37 42 10 22 92
5 50 1 99 116 84 31 44 17 23 84

As can be seen from Table 3.9, only the key moments related to the activation and

deactivation of the "narrow" thresholds of the BESS have been considered. This is because,

in the remaining two key moments of the day, there was no action related to a lack of

reserve, but only an action to keep the net-load above the MDRB of 48 kW set. In summary,

the reserve provided was always higher than the minimum to be guaranteed, so it is not

necessary to verify it through additional tests.
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3.5.2.1 Key moment of 08:51: Moving to "narrow" thresholds of the BESS

In Case 4, as reported in Table 3.10, there was a total load consumption on the island of

about 203 kW divided among the 5 residential loads and 12.5 kW of auxiliary services from

the BESS. At 8:51, the active power generated by the PV power plant was about 130 kW,

and the BESS, according to the control logic implemented and described in Section 3.2.2.4,

had a SOC of 50%. The MPP, for those hours of the day, manages to feed the required

load with only one diesel unit turned on. The minimum DOR to be guaranteed was 92 kW,

referred to the loss of the load that was absorbing more active power at that moment (RL1).

After setting the values of active power absorbed by the various residential loads, the

power supplied to the PV system, the number of diesel units of the MPP turned on, and the

SoC of the BESS, the disconnection of the residential load absorbing more power (RL1)

was simulated. This setting was useful to determine if, in the occurrence of such an event,

the network was actually in a condition of possible danger to the system’s stability, and it

was indeed necessary to implement the action required by the MGC, namely the transition

to the "narrow" thresholds of the BESS’ CEI-SFPR control.

Frequency and active power trends during the transient have been shown in Fig. 3.47.

Particularly, an additional condition has been considered to better validate the MGC’s

decision in this specific case.

Figs. 3.47a and 3.47b show the trends of frequency and powers following the discon-

nection of RL1, with the BESS enabled after the MGC’s action. In Fig.3.47a, it can be

observed that the frequency underwent a variation, reaching a zenith of about 50.5 Hz, and

then completely stabilizing after about 1.2 seconds.

In Fig. 3.47b, it is observed how the total load of the island was reduced following the

imposed load disconnection and how the electrical power supplied by the MPP instantly

followed the active power required by the network. The power supplied by the BESS,

on the other hand, followed the logic of its CEI-SFPR with "narrow" thresholds, with a

variation of active power absorption of about 60 kW (passing from the 12.5 kW absorbed

by the auxiliary services of the BESS to about 72 kW). Another fact that can be noted is

the reduction in the power produced by the PV system due to CEI-OFPL control. The

power produced by the PV was limited by about 15%, from 130 kW to about 111 kW.

Figs. 3.47c and 3.47d show the trends of frequency and powers in the case where the

thresholds of the CEI-SFPR of the BESS remained set to "wide". As can be seen from the

figures, the network managed to cope with the imposed load disconnection without any

intervention from the BESS because the set "wide" thresholds have not been reached. This
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(a) BESS enabled (b) BESS enabled

(c) BESS disabled (d) BESS disabled

(e) BESS disabled and PV’s CEI-OFPL control
neglected

(f) BESS disabled and PV’s CEI-OFPL control
neglected

Figure 3.47: Case 4 - 08:51 event on February 5: frequency (left) and active power balance (right)

was due to the CEI-OFPL control that allowed the PV to reduce its active power produced.

As already discussed in Section 3.1, the response time of this control is not fully

defined and it is insecure to tie the security of the island network to this control (this

topic will be widely discussed in Section 4.2). In addition, the intervention of this control

leads to the establishment of a frequency above 50.2 Hz for an indefinite time, a condition

that is desired to be avoided to ensure better quality of electrical service. Therefore, this

regulation has been considered a last resort action and was not taken into consideration

in the control algorithm implemented in the MGC. For this reason, to verify the correct

choice of the MGC, this regulation should not be considered in these tests.

Figs. 3.47e and 3.47f show the trends of frequency and powers disabling this control,



Chapter 3. Real-Time Operating Reserve Assessment and Allocation 151

and it can be immediately noticed how the frequency reached 52 Hz, the upper limit of

the "wide" thresholds of the BESS’ CEI-SFPR. At that point, the BESS provided its

maximum contribution, absorbing its 250 kW of rated power. Since this is also a last resort

contribution, the condition just reached has to be considered unacceptable, validating the

choice of the MGC.

3.5.2.2 Key moment of 13:15: Moving to "wide" thresholds of the BESS

In Case 5, as reported in Table 3.10, there was a total load consumption on the island of

about 199 kW divided among the 5 residential loads, and 12.5 kW consumed by the BESS

for its auxiliary services. At 13:15, the production from the PV source was about 116 kW,

and the BESS, according to the control logic implemented and described in Section 3.2.2.4,

had a SoC of 50%. The MPP, for those hours of the day, was able to feed the required

load with only one diesel unit turned on. The minimum DOR to be guaranteed was 84 kW,

referred to the loss of the load that was absorbing more active power at that moment (RL1).

According to the evaluation by the MGC, at that moment, the reserve made available

by the MPP was sufficient to guarantee the minimum DOR, and for this reason, the MGC

disabled the BESS, switching the CEI-SFPR control thresholds of the BESS from "narrow"

to "wide".

After setting the values of active power absorbed by the various residential loads, the

power supplied to the PV system, the number of running MPP diesel units, and the SoC of

the BESS, the disconnection of the load absorbing more power (RL1) was simulated. This

setting was useful to determine if, in the event of such an occurrence, the network was

actually in a secure condition for the stability of the system, and it was indeed no longer

necessary to enable the BESS.

Frequency and active power trends during the transient have been shown in Fig. 3.48.

Particularly, an additional condition has been considered to better validate the MGC’s

decision in this specific case.

Figs. 3.48a and 3.48b show the trends of frequency and active powers following the

disconnection of RL1, with the BESS no longer enabled after the MGC’s action. From

the figures, it can be observed that the load disconnection caused an over-frequency event

with a peak of about 50.7 Hz, limited also by the action of the PV plant’s CEI-OFPL,

which limited its active power production to cope with the transient condition of excess

generation on the grid. The power produced by the PV, in this case, was reduced from the

initial 116 kW to about 70 kW.
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(a) BESS disabled (b) BESS disabled

(c) BESS disabled and PV’s CEI-OFPL control
neglected

(d) BESS disabled and PV’s CEI-OFPL control
neglected

Figure 3.48: Case 5 - 13:15 event on February 5: frequency (left) and active power balance (right)

As discussed in the previous case, this action is considered a last resort action, not taken

into consideration in the logic of the MGC. Although it was present in the dynamic model

to consider all possible actions in play on the network, this action should not be considered

when judging the decisions made by the MGC. Figs. 3.48c and 3.48d show the trends of

frequency and power in the conditions considered by the MGC during its analysis, without

the self-regulation action of the PV. It can be seen that the frequency reached a zenith of

about 51.4 Hz, which was much larger than when considering the self-regulating action of

the PV (50.7 Hz), but it did not reach the upper limit of 52 Hz that would trigger the last

resort action of the BESS. Therefore, it is possible to denote that, under the conditions in

which the network was at that time, the enabling of the BESS was indeed unnecessary.

3.6 Conclusion

In this chapter, a Real-Time Algorithm (RTA) for operating reserve assessment and alloca-

tion has been presented. This control algorithm, developed to be implemented in an actual

control architecture for isolated distribution grids, monitors and manages the security and

secure grid operation, assessing the available operating reserve and sending requests to the
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controllable resources in order to ensure the minimum operating reserve allocation. First,

all the assumptions taken into account for the development of the proposed RTA and its

base logic have been discussed. Then, the proposed RTA was implemented in a finite-state

machine model that represented the model of a Microgrid Controller (MGC) of a generic

isolated Microgrid.

This RTA was tested through simulations on the electrical model of the small Italian

island benchmark introduced in Section 1.5.1. To test an operational algorithm, it is

necessary to consider the dynamic behaviors of the components connected to the network

during its operation. However, testing an operational algorithm on real-time dynamic model

simulations is very complex and hardly applicable. To observe the results of one day’s

operation, at least one day’s simulation is required. For this reason, two different models

have been developed: the first represented a dynamic model of the test network, in which

all dynamics of the network components have been implemented, allowing observation of

the impact of operational algorithm decisions on network stability. The second represented

a quasi-static model of the test network, in which electromechanical dynamics have been

neglected, providing a more agile testing environment for the operational algorithm.

Using the quasi-static grid model, after verifying the correct implementation of the

RTA on the MGC model, the RTA was tested by going to simulate two months of grid

operation, a summer month (July) and a winter month (February). From these simulations,

one day of each month was taken to analyze the behavior of the RTA.

From these analyses, it was observed that the RTA always ensures the required mini-

mum level of operational reserve, both upward and downward. However, from analysis, it

can be said that during winter days the network is less likely to fall into insecure conditions

in which the MGC is forced to intervene to restore it.

Both the winter and summer cases examined, however, resulted in generation or load

shedding, respectively. The fewer operating state changes observed in the winter cases

are due to a simpler control, which does not have the state in which additional reserve

is required from the MPP. While macro-state 3 (which is tasked with ensuring adequate

operational reserve to go up the island) reaches to perform the most extreme action

(load shedding) after performing 3 state transitions, the generation curtailment action of

renewable sources can occur just after 1 state transition (the one related to macro-state 1,

which is tasked with ensuring MDRB to the MPP).

Even though the lower risk during winter days compared to summer days cannot be

attributed to the state changes that have occurred, it is true that the downward reserve to be
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ensured has always been low, and there has never been a case where generation curtailment

was necessary due to a lack of downward reserve. This is because the capacity of the PV is

significantly smaller than that of the BESS. Enabling the BESS never leads to situations

where the PV needs to be limited to ensure reserve. In the event of considering a larger

PV capacity, for instance, approaching a size close to 500 kW as the Italian Ministry of

Economic Development target for 2050 [73], this condition can be expected to occur more

frequently. This is because a higher PV capacity increases the downward operating reserve

to be ensured. Of course, the limitation of the PV to prevent the net-load from falling

below the MDRB will always be present and will limit the power produced by the PV up

to a certain point, regardless of the size of the installed PV. Therefore, even for very large

PV capacities, if the electrical load is very low, the limitation condition due to downward

operating reserve issues is unlikely to occur. Despite everything, the state of limiting the

PV for downward operating reserve issues ensures the secure operation of the network

even in cases of unexpected and different network conditions, making the algorithm more

general and applicable in various network scenarios.

It is worth noting that, thanks to the MGC’s preventive curtailment actions, the hosting

capacity of the smaller islands is significantly increased, enabling greater Renewable

Energy Sources (RES) penetration in these highly fragile systems. Moreover, this benefit

could also be extended to small portions of the mainland MV (or LV) distribution network,

for example, if weakly interconnected, by managing these systems through the proposed

operating algorithm.



Chapter 4

Innovative Solutions for the Provision of
Fast Frequency Support Ancillary
Services

Due to the penetration of renewable sources, in a small islanded system, new problems

may occur in the operation of power grids related to both dynamic (system security and

stability) and static (congestion and adequacy) issues [106, 107].

The stability and reliability of power systems depend on the system’s ability to hold fre-

quency excursions within a narrow range around the nominal value, particularly following

significant disturbances that alter the balance between power generation and demand [108].

Conventional control methods, such as Frequency Containment Reserve (FCR), are used

by conventional generators to regulate the response of the electrical system. The ability of

the system to maintain a stable frequency after a grid outage, even before the manifestation

of FCR, is referred to as system "inertia". As pointed out in [109], this parameter plays a

critical role in the stability of the power system, as its value affects the RoCoF following

abrupt changes in the load and generation balance.

While conventional power plants inherently contribute to the inertia of the system

because it is associated with the kinetic energy stored by the rotating masses of synchronous

generators, distributed resources, on the other hand, are usually interfaced with the power

grid through power converters that mechanically decouple them from the grid and do not

allow them to contribute to the inertia of the system. Distributed resources are usually

generation facilities from renewable energy sources, at present, participating in the zero-

cost energy market. For this reason, such resources tend to leave conventional units out of

155
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economic dispatch, and electric systems begin to be characterized by low rotational inertia

[110].

The main consequence of reduced system inertia is the acceleration and amplification

of frequency transients, leading to risks such as improper operation of protections, uninten-

tional opening of power lines, load shedding, and, in the most severe cases, a blackout [14].

These problems pose a significant threat to both interconnected systems and small isolated

networks. Larger interconnected systems, for example, are susceptible to this problem

because of the heterogeneous distribution of rotational inertia that can lead in many cases

to instability of some parts of the network and their disconnection [111].

Many electric system operators have recognized the need to increase inertia, as high-

lighted in [112]. Italy, in accordance with Regulation 300/2017/R/EEL [113], has commis-

sioned pilot projects to demonstrate the feasibility of providing DR services for fast load

shedding and FCR services for generation units integrated with storage systems.

An alternative approach, discussed in [114], involves installing additional synchronous

condensers to improve system inertia and mitigate frequency excursions. However, this

method has the disadvantage of increasing the cost and complexity of the system. Another

avenue explored in the literature, called Virtual Synchronous Machines, suggests control-

ling existing inverter-based resources to emulate the behavior of a synchronous generator

and provide additional inertia [114, 115].

In addition, recent studies have explored the prospect of deriving additional inertia

from controllable devices such as generators, storage devices, and loads [3, 15, 116, 117].

To enhance the electrical grid’s inertia and mitigate frequency and RoCoF excursions,

it is crucial to implement control actions such as Synthetic Inertia (SI) and Fast Frequency

Response (FFR) on DERs and controllable devices. While some studies do not distinctly

address the differences between Synthetic Inertia and Fast Frequency Response [118], each

can be described separately.

As per the SI definition provided by ENTSO-E in [119]:

“Synthetic Inertia is defined as the controlled contribution of electrical torque

from a unit that is proportional to the rate of change of frequency measured at

the terminals of the unit”.

Despite the absence of a unified definition in the literature [118], SI can be interpreted as a

control law proportional to the measured frequency derivative (RoCoF) [1, 120, 121].

Considering the description in [118], FFR is defined as:
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“Fast Frequency Response is the controlled contribution of electrical torque

from a unit which responds quickly to changes in frequency [...]”.

The definition of FFR is more general than that of SI and may encompass the latter

within its scope. Therefore, the term FFR can refer to both a contribution simply propor-

tional to the frequency deviation (as a primary frequency regulation with an high droop)

and more sophisticated controllers that include mixed contributions, potentially dependent

on the RoCoF, as in the case of SI. Anyway, Fast Frequency Response usually refers to a

control law proportional to the frequency excursion that aims to provide inertial support

through units capable of varying their exchanged power very rapidly. Various examples

of FFR controls serving this purpose have been proposed in the literature [122], [123].

Most studies indicate that both Synthetic Inertia and Fast Frequency Response effectively

enhance frequency excursions and the frequency nadir post-disturbance [118].

In this chapter, innovative solutions for the provision of Fast Frequency Support (FFS)

ancillary services have been presented. Specifically, these methodologies aim to improve

the effectiveness of such services over traditional FFS controls such as SI and FFR. The

improvements focus mainly on increasing system stability with respect to the increased

penetration of distributed energy resources interfaced through grid-following inverters, as

well as safeguarding these resources during the delivery of such services.

In detail, an improved SI control is presented, aimed at reducing frequency oscillations

during transients, reducing the settling time, and improving system stability in such situa-

tions. This facilitates greater penetration of distributed resources empowered to provide

frequency regulation services. Regarding this additional SI control, two applications are

shown in this chapter: the former concerning the provision of Fast Frequency Support

(FFS) through V2G EVs on the island of Favignana, the latter concerning the provision of

FFS through street lighting systems on the same reference small Italian island described in

1.5.1

Then, a State of Charge (SoC)-feedback-based control of distributed storage devices

is illustrated. This control limits the action of such resources to preserve their health and

extend their lifetime. In addition, it is shown how, through an optimization algorithm, it is

possible to find the best trade-off between rapidity of response and component preservation,

tailoring it to the needs of the end user who owns the resource.
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4.1 Improved Synthetic Inertia Control Law for Distributed

Grid-Following Inverter-Based Energy Resources

In this section, an improvement of the classical synthetic inertia control law is proposed.

The proposed improved control law always achieves a better system frequency response

than using the classical SI control law; moreover, it becomes critically important when

delays in the control loop of the resources providing this service come into play. Distributed

energy resources are often interfaced to the grid via grid-following inverters.

To provide fast frequency support service, such as synthetic inertia, these inverters

require a frequency measurement system (e.g., Phase-Locked-Loop - PLL), which neces-

sarily introduces errors and delays into the control loop. In the specific case of synthetic

inertia, moreover, the control system must measure the derivative of frequency (RoCoF),

which requires more computational complexity. The measurement of RoCoF, in any case,

is more prone to errors and delays. In the case of high penetration of devices provid-

ing these services, errors and delays can lead to instability. This limits the maximum

penetration of these services on the power grid.

In this section, the concept behind this improved synthetic inertia control law is first

described. Next, the improvement of the frequency trend is shown compared with cases

where the classical SI control law is used under ideal conditions, with no delays or

disturbances in the measurement. In Section 4.2, related to the BLORIN research project,

a real-world application of this method is shown, demonstrating how this improved SI

control law allows for greater penetration of the distributed resources that provide this

service. The BLORIN (BLOckchain for Renewables INtegration) research project [124],

which will be further discussed in Section 4.2, focused on the creation of a blockchain

platform for the management of solar Smart Communities able to facilitate interactions

between small producers, consumers, and prosumers and enable them to provide network

services. Finally, a second real application of the method is shown in Section 4.3, in which

the method was used to demonstrate how street lighting systems can make an important

contribution to frequency support.

4.1.1 Concept of the Proposed Synthetic Inertia Control Law

As just said, synthetic inertia is obtained by applying a control law proportional to the

frequency derivative (RoCoF). However, a control law that follows continuously the RoCoF
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trajectory can lead to an increase of the frequency settling time, because of the inertial

support given after having reached the nadir point. Such a drawback can be overcome by

adopting the solution proposed in [125] where the SI control is applied only when RoCoF

and frequency deviations have the same sign.

The authors of [125] focused exclusively on primary frequency control because it is

in the first moments after a contingency that synthetic inertia plays a significant role in

power systems. After a major contingency, restoring the nominal frequency can take tens

of seconds, and the approach proposed by [125] could be counterproductive, reducing

the impact of inertial support provided by the controlled resource. To implement the

control proposed by [125], it is therefore essential to know the steady-state frequency after

the disturbance, information that is often challenging to obtain. In the context of non-

synchronous distribution systems, such as small Italian islands primarily powered by small-

scale diesel plants, the distinction between primary and secondary frequency regulation is

less clear-cut. This is because frequency regulation occurs through a proportional-integral

control implemented in the control systems of diesel generation units. Unlike the case

analyzed in [125], in this scenario, it is easier to apply such control since the steady-state

frequency can be considered consistently equal to the nominal frequency of the system.

To demonstrate the effectiveness of the proposed additional control, a simple single-bus

model of an isolated power grid was built in the Matlab/Simulink environment. The model

is shown in Fig. 4.1. The frequency dynamics is modeled through a first-order transfer

function in which H represents the inertia of the system and D represents the damping,

that is, the frequency dependence of the island load. This transfer function receives as

input the power imbalance of the network and returns the resulting frequency change (in

p.u.). It, compared with the nominal frequency, goes as input to the block that simulates

the behavior of a diesel engine.

Figure 4.1: A single-bus grid model for frequency transient analysis

Figs. 4.2 and 4.3 graphically describe the concept behind the proposed additional SI

control. In these figures, a standard frequency and RoCoF trend is shown during a transient,
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which occurred by imposing a step load change of 0.3 p.u. on the model shown in Fig. 4.1.

The graph has been divided into sectors marked by red or green letters. In the sectors

marked by the letters in red, the inertial contribution is counterproductive, as it opposes the

effect of the frequency regulation implemented by the speed controller of the diesel units.

By neglecting the frequency measurement when it is not in accordance with the frequency

deviation, an inverter-based distributed resource would provide the inertial contribution

only at useful times (i.e. the sectors marked by the letters in green).

The concept behind the proposed additional SI control can be summarized in a simple

if statement: 
i f F ∗dF/dt > 0

SI control ON

else

SI control OFF

Figure 4.2: Example of frequency behaviour and definition of areas where the SI contribution is
useful

As can be seen in Fig. 4.3, a good portion of the RoCoF can be ignored, and as a result,

a good portion of the energy exchanged by the resource can be saved. In this way, the

resource is less stressed during these types of events and, in the case of storage systems, its

useful life is safeguarded more.

The proposed SI control is illustrated in Fig. 4.4. It is represented in relative values

as a function of the penetration of DERs. The control set-point is constrained within

±1 pu, which represents the maximum variation, increasing and decreasing, of the power

exchanged by the individual controlled resource. Next, the set-point is multiplied by the
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Figure 4.3: Comparison between the useful RoCoF results of acting the proposed concept with the
actual RoCoF

penetration of DERs, defined as the amount of resources hypothetically connected and

active on the network (assumed to be 0.2 pu), in order to simulate the impact of this amount

of resources on the network.

As shown in Fig. 4.4, the proposed control incorporates the classical SI control. For the

classical SI control, a gain KIR of 6 was adopted, which corresponds to a virtual inertia of

3 s. In order to prevent the control from responding even to very small frequency changes,

a dead band of 100 mHz (0.2% in pu) was implemented. The additional control introduced

in the proposed SI controller generates a signal that takes the value of 1 when the RoCoF

and frequency deviation are concordant, and 0 when they are discordant. This signal,

multiplied by the output of the classical SI controller, sets the SI set-point to 0 when it is

not needed. Finally, a first-order low-pass filter, with time constant TSI equal to 40 ms, was

integrated in order to mitigate abrupt variations in the control signal sent to the controlled

resources.

Figure 4.4: Model of the proposed SI control law

In Fig. 4.5, the frequency trends with and without the inclusion of the proposed
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additional contribution are shown. A significant improvement over the case without the SI

contribution is observed for both SI controls analyzed. However, the inertial contribution

provided by the classical SI control, compared with that of the proposed SI control, does

not significantly reduce the frequency overshoot and slows down the settling time.

Table 4.1 shows the characteristics of the frequency response in the 3 cases observed

in Fig. 4.5. The proposed SI control shows no difference from the classical SI control in

the first instants after the contingency until the nadir is reached. Both controls contributed

to reducing the average RoCoF in the first instants after contingency by 21%, from

4.25 Hz/s to 3.30 Hz/s. The average RoCoF was calculated by considering the portion

of the frequency characteristic from the instant of the load change to the moment when

the frequency reached half of the maximum excursion (nadir). The maximum frequency

excursion was reduced by 11% with both controls, from 1.85 Hz (nadir of 48.15 Hz) to

1.64,Hz (nadir of 48.36 Hz). An improvement was also observed in the time required to

reach the nadir: thanks to the SI controls, the nadir is reached after 0.9 s instead of 0.77 s,

indicating a slowdown in frequency dynamics of 17%.

Figure 4.5: Frequency behaviour without SI, with classical SI and with proposed SI control

The differences between the two controls can be observed after reaching the nadir:

the percentage overshoot obtained with the classical SI control decreased negligibly

compared to the case without SI control, only by 0.02%, going from a maximum frequency

value during the transient of 50.81 Hz to 50.80 Hz. With the proposed SI control, on the

other hand, the reduction in percentage overshoot was 0.4%, falling from 50.81 Hz to

50.63 Hz. If only the frequency excursion during overshoot is considered, the improvement

is significantly more noticeable. In fact, with the proposed SI control, the maximum

excursion during overshoot went from 0.81 Hz to 0.63 Hz, reducing by 22%. By contrast,
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Figure 4.6: Comparison between SI set-point behaviour with classical SI and with proposed SI
control

Table 4.1: Frequency characteristics during the transient without SI, with classical SI and proposed
SI control

w/o SI w/ classical SI w/ proposed SI

average RoCoF Hz/s 4.25 3.30 (-21%) 3.30 (-21%)
nadir [Hz] 48.15 45.36 45.36

max ∆F [Hz] 1.85 1.64 (-11%) 1.64 (-11%)
nadir time [s] 0.77 0.90 (+17%) 0.90 (+17%)

overshoot % % 1.62 1.60 1.26
overshoot [Hz] 0.81 0.80 (-1.2%) 0.63 (-22%)

settling time
[s] 6.78 7.80 (+15%) 6.75 (-0.4%)

at 100 mHz

with the classical SI control, this excursion decreased by only 1.2% (from 0.81 Hz to

0.80 Hz).

Observing the settling time at 100 mHz, i.e. the time after which the control finally

shuts down, entering the frequency dead band, it can be seen that the classical SI control

significantly increases the settling time compared to the case without control. The settling

time increases from 6.78 s without SI control to 7.8 s with classical SI control, an increase

of 15%. This negative aspect of the classical SI control is nullified by the proposed

additional control: with the proposed SI control, the settling time is even lower than in the

case without SI control, although negligibly so, going from 6.78 s to 6.75 s, corresponding

to a reduction of 0.4%.

In Fig.4.6, the set-points generated by the classical SI control and the proposed SI

control can be observed. It is evident that with the proposed SI control, the utilized
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resource is invoked much less compared to the case where classical SI control is employed.

The energy exchanged by the controlled resource through classical SI control would be

0.62 pu·s during the observed transient, whereas it is reduced to 0.27 pu·s with the proposed

SI control. The exchanged energy has decreased by 56%, achieving a better frequency

response. For clarity, assuming control over a 250 kW BESS, as in the case of the island

examined in Chapter 3, such a BESS would be required to exchange 155.8 kWs (43 Wh)

with classical SI control, while only 66.4 kWs (18 Wh) with the proposed SI control, in less

than 10 seconds of the transient. The exchanged energy values are admittedly negligible,

but it is crucial to highlight the short duration within which this energy is exchanged.

Moreover, the BESS would experience rapid power variations, shifting from supplying

91 kW to absorbing 54 kW within the first 2 seconds of the transient with classical SI

control, only from supplying 91 kW to 0 with the proposed SI control. Furthermore, with

the classical SI control, the set-point is subject to the dead-band on frequency deviation. In

contrast, the proposed SI control is unaffected by the dead-band on frequency deviation,

minimizing set-point oscillations.

4.2 A real-world application in the BLORIN research

project framework

As anticipated, the BLORIN (BLOckchain for Renewables INtegration) research project

[124], which started on December 2019 and ended on September 2023, focused on the

creation of a blockchain platform for the management of solar Smart Communities able

to facilitate interactions between small producers, consumers and prosumers and enable

them to provide network services. The partners who participated in the development of

the BLORIN platform are Exalto Energy & Innovation, Regalgrid Europe Srl, S.EL.I.S.

Lampedusa S.p.A., SEA Società Elettrica di Favignana S.p.A., and Università degli Studi di

Palermo. The blockchain platform developed has allowed the aggregation of end-users for

the distributed provision of Demand Response (DR) and Vehicle-to-Grid (V2G) services

with the aim of helping to manage the volatility of demand and especially production from

renewable sources. In fact, through DR programs it is possible to address these issues

by increasing the flexibility of the electricity system while keeping costs relatively low

and facilitating the integration of renewables without the need to expand the electricity

grid. Whereas, with V2G programs, in addition to demand flexibility, due to the speed of
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response of the charging stations, it is possible to provide frequency regulation services by

harnessing the energy in the batteries of electric cars connected to the charging stations for

a short period, thus contributing to greater stability of isolated power grids, such as small

island grids characterized by low rotational inertia. The BLORIN platform was developed

to evaluate the effectiveness of DR on the island of Lampedusa and V2G on the island of

Favignana.

The blockchain used is Hyperledger Fabric, a permissioned platform that allows

participants to access and manage their transactions through purpose-developed smart

contracts, which can also be used to validate data. Due to its modular, configurable, and

versatile architecture, Hyperledger Fabric has enabled the development of applications

in the different use cases envisioned by the project. Being a permissioned network,

participants are not anonymous. For this reason, the network can only work with a

governance model built in such a way as to ensure trust among participants previously

authorized by the trusted provider, in this case, the local distributor. The blockchain has

enabled versatile and efficient interactions between different actors, creating a unique

communication environment (single protocol) that dialogues with local intelligence (such

as Energy Management Systems devices) or with measurement systems or even actuators.

The use of a proprietary blockchain platform based on HyperLedger Fabric has also given

transparency and an equal role to all actors, who have insight into data and the remuneration

logic behind business models.

The effectiveness of blockchain for V2G and DR delivery is to date a widely explored

topic in the literature. For example, in [126, 127] the authors propose a blockchaian-based

transaction system for managing EV charging. While, in [128, 129], the authors propose

the use of blockchain for secure authentication of vehicle owners for energy trading in a

V2G environment, with the aim of preserving vehicle anonymity and supporting mutual

authentication between EVs, charging stations and aggregator. Regarding the provision

of network services such as DR, several authors, such as [130–132], propose the use

of a blockchain platform to manage, track and remunerate the contribution made by

generators/loads to DR in a distributed and secure manner.

The operation of the BLORIN platform for DR is described in [133], the paper [134]

describes how the use of blockchain enables end-user involvement in DR service perfectly

integrating with the technologies already used for DR, and [135] describes the operation

of the BLORIN platform for V2G and how the platform enables privacy among users and

secure management of sensitive data.
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The project was structured in 11 phases, 3 of which were dedicated to testing DR

programs, energy resource management strategies, and V2G energy services. In the

experiments, physical Microgrids (MGs) were involved, either emulated/simulated in the

laboratory or in a hardware-in-the-loop environment.

The DR and V2G programs developed during the early stages of the project were

primarily aimed at supporting the penetration of renewable sources in island systems

characterized by low inertia. Later, given the speed of response obtained, frequency

regulation scenarios were also developed.

In order to verify the proposed methodologies for FFS by EVs and DR, University

of Palermo has started a collaboration with Politecnico di Bari to emulate the dynamic

behavior of these resources by means of the equipment installed at the LabZERO laboratory

MG [8]. The control of the emulated devices was then tested in the Power Hardware-in-

the-Loop (PHIL) environment [136], which allowed the response of the power components

to be coupled with real-time simulations capable of reproducing the dynamic behavior

of the power grids under study (Favignana/Lampedusa). At the same time, the cited

PHIL emulations were connected to the BLORIN platform to fully simulate the market

interaction.

It is important to emphasize that, although the utilization of PHIL for emulating

electrical power systems and studying issues arising from specific disturbances or usage

scenarios is a well-established practice, the integration of PHIL systems with blockchain

platforms remains a relatively underexplored subject.

In this context, only a few papers such as [137] and [138], for example, propose the

integration of the two systems, the first one for the implementation of the automated

business process within energy communities, while the second one for the market supply

of reactive power in a trusted and secure way.

So, the main novelty of this application is the distributed provision of frequency regula-

tion service by involving end-users, rather than centralized and through large producers

as is traditionally done, the use of blockchain for its tracking and remuneration and the

blockchain connection with a PHIL system for testing.

With the purpose of reporting the application of the additional SI control proposed

in this thesis work, only the test part related to the control of V2G EVs in the island of

Favignana is discussed in this chapter. The part related to the provision of DR service

through detachable loads in the island of Lampedusa is omitted because it is out of context,

but its results can be observed in [17].
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4.2.1 Dynamic model of Favignana island

To evaluate the impact of distributed generation on frequency transients and what advan-

tages, in terms of RoCoF, maximum under frequency (nadir), settling time, and stability,

can be obtained using Fast Frequency Support (FFS) control actions, a network model

was developed for the simulation of electromechanical transients, to be applied to the

case studies of the islands of Favignana. The dynamic network model was created so

that it could be integrated into a PHIL-type real-time simulation. It was developed in

the Matlab/Simulink environment to be connected to the Power Hardware-in-the-Loop

simulation platform of the Politecnico di Bari based on the use of an OPAL RT5600

real-time simulator.

The created model makes it possible to simulate the behavior of the DR control system,

study the influence of control in the charge and discharge cycles of storage systems or V2G

EVs, and determine the possible fluctuations of active power exchanged on the system.

Favignana Island is one of the Aegadian Islands, located right off the western coast

of Sicily. Although it is relatively close to the mainland (approximately 18 kilometers

from the shores of Sicily), the island is not electrically interconnected to the Italian power

system. The structure of the MV distribution system on the island of Favignana is shown

in Fig. 4.7. The primary distribution is operated at 10 kV. The MV network starts from

the 10 kV bus (CE), where the generating power plant is connected. The power plant is

located close to the main load source (the town of Favignana and the port). All generating

units are connected to the 10 kV bus through their own transformer.

The generating units have a total installed capacity of about 18 MVA, able to cover the

summer peak load (about 9 MW) reliably. The MV distribution is organized on three radial

feeders, all connected to the main CE bus. Some breakers, normally open, ensure reclosure

in case of faults or any maintenance work. The network, as shown in Fig. 4.7, consists of a

total of 46 buses, including the CE node to which the power plant is connected. 38 load

buses (bus between N01 and N42), and 7 additional buses representing the disconnector

terminals (A, A1, A2, A3, B, B1, B2). Most of the load buses are connected to a MV/LV

transformer to supply power to end users. Only in a few cases, some large end users (such

as large hotels and resorts) are connected directly to the MV grid.

The model developed for these tests is aimed to represent, in a real-time simulation, the

frequency transients which might be experienced in the island, and to integrate the dynamic

behaviour of the power hardware resources at the LabZERO MG [139]. Because of the

computational limitations introduced by the real-time simulation requirements, the system
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Figure 4.7: MV distribution grid of Favignana

model adopted for simulation must be suitably simplified. The following simplifying

hypothesis have been done:

• the generation power plant has been modelled by a single equivalent generator,

whose dynamics and actions of the frequency and voltage controllers have been

considered. Exciter and governor models have been represented by means of typical

literature diagrams;

• the PV power plants installed at MV level are instead modelled taking into account

the automatic frequency regulation response set by the Italian grid code CEI 0-16,

that regulates the connection of active and passive MV end-users [53];

• in order to avoid computational burden the network model has been reduced: LV

circuits have been neglected, and the MV network has been simplified representing

some laterals as equivalent MV load;

• main MV disconnecting switches have been represented in order to allow topology

changes.

The RES and loads have been modeled using a three-phase p-q theory-based dynamic

load, proposed by the authors in [12, 16], characterized by a less computation burden than



Chapter 4. Innovative Solutions for the Provision of Fast Frequency Support Ancillary
Services 169

the three-phase dynamic load available in the Simulink’s library. Adopting this load model

allowed resources to be modeled more accurately, without incurring overruns.

4.2.1.1 Modelling of grid topology and distribution lines

In order to be compatible with the adopted real-time simulation platform (OPAL RT),

the grid model was developed using MATLAB/Simulink. As shown in Fig. 4.8, the

reduced model consists of 16 MV buses. Some of them results from the aggregation of the

downstream nodes of some grid laterals. This kind of simplification allows to reduce the

computational burden of the real-time simulations, without heavily affecting the system

behaviour.

Figure 4.8: Grid model of Favignana

Specifically, model reduction was achieved through the following aggregations:

• the load on bus 15b collects the equivalent of nodes 12, 13, 15, 38, and 39;

• the load on bus 41 collects the equivalent of nodes 20, 21, 22, 23, 24, 25, 26, 27, 28,

29, 31, 32, 34, 40, 41, and 42;

• the load on bus 9 collects the equivalent of nodes 1, 2, 3, 4, 5, 6, 8, 9;

Each distribution line has been modelled using the Simulink three-phase PI model

(Three-Phase PI Section Line). Positive-sequence characteristics have been set accordingly
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to the actual data received by the distributor. Each bus in Fig. 4.8 is a subsystem containing

a Three-Phase V-I Measurement block for the voltage and current measurements.

The equivalent loads and the PV plants have been modelled inside the substation (SS)

subsystems, as is visible in Fig. 4.9.

Figure 4.9: Modeling of equivalent load and PV system within a substation subsystem, example of
SS18 substation subsystem

With the above simplifying assumptions, the Favignana island grid model, visible

in Fig. 4.8, presents a total of 11 equivalent loads, which are directly connected to the

MV level. As introduced in 4.2.1, to reduce the computational burden of the model

and allow real-time simulations, the three-phase p-q theory-based dynamic load model

discussed in [12, 16] were used. Since the model is designed to observe the system’s

response in terms of transient stability, it is not necessary to model the loads as dynamic

objects that vary their power consumption over time. Therefore, the loading power can be

considered constant during the transient evolution. Thus, the three-phase p-q theory-based

dynamic load models used have been set as constant-power loads. The whole active and

reactive consumption for each bus depends of the considered scenario and the entire load

consumption of the island. The base case, against which all test scenarios were developed,

is characterized by the active and reactive power consumption shown 4.2.

In addition to the equivalent loads, MV-connected PV power plants have been modeled.

The PV power plant modeling has already been described in Section 3.2.1.4. Unlike the
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Table 4.2: Active and reactive power set in the equivalent loads in the base case

P [kW] Q [kvar]

SS7 75,7 17,5
SS9 812,3 205,7
S10 75,4 20,9
S11 86,3 13,5

S15B 1.179,6 278,9
S17B 159,7 19,3
S18 377,9 54,6
S19 518,8 122,3
S33 458,5 111,2

S36A 268,9 96,4
S41 1.427,0 312,0

Total 5440.2 1252.3

dynamic network model studied in the Chapter 3, IPS was not modeled to lighten the

model, as it was interested in observing very short and less burdensome transients than

those observed in the Chapter 3.

The diesel generation plant has been modelled as in Section 3.2.1.1 and it is visible in

Fig. 3.10. The diesel generation plant has been modelled as an equivalent synchronous

generator, connected to the MV grid via a 0.4/10 kV equivalent step-up transformer.

Controllers for excitation and governor functions are adapted to the overall equivalent

rated power, which depends on the number of active diesel groups. Total inertia is set

at 0.5 s, reflecting the system’s response characteristics. Additionally, the sizing of the

equivalent step-up transformer is directly related to the total rated power of the generating

unit, ensuring an accurate representation of the plant’s configuration within the simulation

framework.

4.2.2 Experimental set-up for FFS validation by V2G electric vehicles

The BLORIN project involved experimental validation of the proposed FFS methodologies.

Unfortunately, on the island of Favignana, there are not many EVs and there is not more

than one bidirectional charging station. Similarly, only a few loads on the island of

Lampedusa have been equipped with the developed Energy Management System (EMS)

devices. Due to their low penetration in the islands covered by the project, the contribution

to primary regulation provided by V2G and DR would not be assessable, so the assessment
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of the contribution of these resources was evaluated through PHIL simulations conducted

through the MG and the instrumentation available in the LabZERO laboratory [8], thanks

to the collaboration between Università degli Studi di Palermo and Politecnico di Bari.

Figure 4.10: Experimental set-up for PHIL simulations: blue indicates the devices and connections
used in all tests performed, green indicates the devices and connections used during validation of
the V2G action, and orange indicates the devices and connections used during validation of the DR

action.

The validation of the V2G and DR actions has been done by defining different scenarios

and using different resources connected to the MG during the test. The PHIL set-up used

for the experimental validation of the FFS actions concerning the project is shown in

Fig. 4.10. In the scheme in Fig. 4.10, blue indicates the devices and connections used in all

tests performed, green indicates the devices and connections used during validation of the

V2G action, and orange indicates the devices and connections used during validation of

the DR action.

It consists of an OPAL RT5600 real-time digital simulator in which dynamic grid

models and FFS controllers are simulated in real-time. It is interfaced with a real MG

through a power amplifier module managed by a dedicated power manager. The power

amplifier is controlled in voltage source mode and leveraged to impose voltage and

frequency of a specific point on the simulated grid to the power bus of the real MG. A

three-phase LiFePO4 BESS and a set of R-L-C controllable load banks were connected

to the MG to carry out the tests. The former is controlled by sending an active power

set-point through a wired data network with Modbus TCP/IP protocol and was used to

emulate V2G EVs during test scenarios related to Favignana. The latter, on the other hand,

is connected to the MG through a smart switch controlled by a 0–12 V DC control signal

generated on one of the real-time simulator’s analog outputs and was used to emulate the

DR during the test scenarios related to Lampedusa.
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4.2.3 FFS control scheme for V2G EVs

The FFS control scheme for V2G EVs implemented in this work is shown in Figure 4.11.

This control scheme generates a variation (∆P) on the active power set-point of the V2G

EVs. The ∆P generated is characterized by the sum of two separate fast frequency control

laws, namely a Fast Frequency Response (FFR) control, and a Synthetic Inertia (SI) control.

Figure 4.11: V2G Fast Frequency Support Control Scheme

The FFR controller is characterized by a control law proportional to the system fre-

quency deviation, while the SI controller is characterized by a control law proportional to

the frequency derivative (RoCoF). The whole control scheme was normalized with respect

to the rated power of the controlled resource. A 5% droop was set to the FFR controller

(KFFR=20), while the virtual inertia set to the SI controller was 3 s (KSI=6).

The model includes a first low-pass filter needed to filter frequency measurements, and

by a second low-pass filter used to avoid sudden changes in the inertial control law. Both

filters were chosen first-order with time constants (T1 and T2, respectively) set at 40 ms.

In addition to the filters, to avoid disturbance due to frequency measurement errors, a

dead-band on the frequency deviation of ±0.2% (±100mHz) was introduced. This dead

band value takes into account the higher frequency volatility in isolated electrical systems

with low rotational inertia. The output control signal ∆P, representing the set-point in p.u.

to be sent to V2G EVs, was limited between ±1 p.u..

To improve the effect of SI control, the additional SI control introduced in Section 4.1

was considered. With this additional control, the inertial contribution of the proposed

controller is enabled only when the frequency deviation tends to increase, that is, when ∆ f

and its RoCoF are concordant.

As can be seen in Figure 4.11, in fact, the output of the additional SI control goes to

multiply the contribution of the SI control. When the sign of the product between the two

quantities is positive (+1), the SI control is not altered, while when it is negative (-1), it is
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limited inferiorly to 0 and cancels the entire branch of the SI control.

4.2.4 Test scenarios and results in Favignana island

This section describes the scenarios and shows the results of PHIL tests on Favignana

island. Due to the capacity of V2G EVs to provide both upward and downward fast

frequency support, a winter scenario (where an under-frequency event is experienced) and

a summer scenario (where an over-frequency event is experienced). The scenarios used for

testing were developed based on data provided by the University of Palermo.

The active power absorbed by each load was calculated by uniformly applying a

percentage correction factor to the power value absorbed by the same load in the base case

(Table 4.2). Reactive power, on the other hand, was calculated by considering the same

power factor as in the base case. A load correction factor (LCF) defined by the ratio of the

power absorbed by the entire island at that hour of the day to the total power absorbed in

the base case was then calculated for each hour of the day. The active and reactive powers

absorbed by each equivalent load on the island will then equal the active and reactive

powers absorbed during the base case multiplied by the LCF coefficient.

Similarly, the active power generated by the island’s PV plants was calculated by

introducing a generation correction factor (GCF) for each hour of each case study. These

coefficients were defined as the active power generated by the PV plants on the entire

island at a specific time and the base active power chosen. In these tests, the base active

power of the island’s PV was set equal to 1000 kW. In order to develop a more varied

scenario with respect to PV deployment, it was assumed that the total installed power

is half due to small systems deployed at the low voltage level, and half due to a single

large 500 kWp system directly connected at the MV level. The large 500 kWp plant was

connected to a node in the Favignana industrial zone (bus #7).

Since the purpose of the project is to determine what the effects of high levels of

distributed generation penetration are and what, if any, countermeasures can be taken to

safeguard the security of the grid, it was decided to consider as the most critical time of day,

the time of day characterized by the highest production from PV. In both cases (summer

and winter) this condition occurs at 11:00 am. High PV production results in a decrease

in the net load, and a consequent decrease in the number of synchronous machines and

the available rotational inertia during a frequency transient. Below are tables in which

the values of LCF (Table 4.3) and GCF (Table 4.4) used during the tests, derived in the

manner just described, were highlighted.
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Table 4.3: Load correction factors (LCF) for the two scenarios, summer and winter

Total load Time Total load Total load LCF LCF
base summer winter summer winter
case scenario scenario scenario scenario
[kW ] [h] [kW ] [kW ]

5440.2 00:00:00 3248.90 825.11 0.5972 0.1517
01:00:00 3002.71 770.03 0.5519 0.1415
02:00:00 2802.24 790.11 0.5151 0.1452
03:00:00 2683.74 817.58 0.4933 0.1503
04:00:00 2668.49 830.93 0.4905 0.1527
05:00:00 2708.31 946.79 0.4978 0.1740
06:00:00 2816.59 1006.82 0.5177 0.1851
07:00:00 3184.36 1019.07 0.5853 0.1873
08:00:00 3546.64 1032.96 0.6519 0.1899
09:00:00 3617.27 995.63 0.6649 0.1830
10:00:00 3665.55 1017.83 0.6738 0.1871
11:00:00 3678.05 1090.53 0.6761 0.2005
12:00:00 3777.96 1091.08 0.6945 0.2006
13:00:00 3817.51 1049.91 0.7017 0.1930
14:00:00 3676.05 1055.73 0.6757 0.1941
15:00:00 3609.28 1066.12 0.6634 0.1960
16:00:00 3805.64 1134.76 0.6995 0.2086
17:00:00 4248.03 1314.14 0.7809 0.2416
18:00:00 4679.70 1447.34 0.8602 0.2660
19:00:00 4974.97 1415.22 0.9145 0.2601
20:00:00 4868.03 1350.21 0.8948 0.2482
21:00:00 4470.18 1218.70 0.8217 0.2240
22:00:00 4154.70 1049.28 0.7637 0.1929
23:00:00 3838.56 935.26 0.7056 0.1719

In both scenarios, the V2G EVs were supposed at 50% of their SoC and with an

exchanged power of 0 kW initially. That hypothesis has been done to better evaluate the

effect of the V2G’s contribution during frequency events and to keep the same system

condition growing the number of connected vehicles. V2G charging stations were assumed

to be of 11 kW, one of the most common sizes of charging stations. Furthermore, it was

assumed, for simplicity of implementation and to lighten the computational burden of the

simulations, that the EVs are all connected to the same equivalent node of the network and

can be represented as a single aggregated resource. However, this simplifying assumption

is justified by the consideration that most of the EVs on the island will be active in the

central area of Favignana, near the port and the town. Moreover, given the small size of

the island and its network, it is possible to imagine that the frequency dynamics will be

the same at all nodes of the network. In these tests, EVs were assumed to be connected to
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Table 4.4: Generation correction factors (LCF) for the two scenarios, summer and winter

PV generation Time PV generation PV generation LCF LCF
base summer winter summer winter
case scenario scenario scenario scenario
[kW ] [h] [kW ] [kW ]

1.000.0 00:00:00 0.00 0.00 - -
01:00:00 0.00 0.00 - -
02:00:00 0.00 0.00 - -
03:00:00 0.00 0.00 - -
04:00:00 0.00 0.00 - -
05:00:00 413.33 0.00 0.4133 -
06:00:00 199.33 0.00 0.1993 -
07:00:00 410.33 382.00 0.4103 0.3820
08:00:00 627.33 612.67 0.6273 0.6127
09:00:00 807.00 555.33 0.8070 0.5553
10:00:00 940.00 475.00 0.9400 0.4750
11:00:00 1003.00 677.00 1.0030 0.6770
12:00:00 975.33 438.67 0.9753 0.4387
13:00:00 878.00 262.33 0.8780 0.2623
14:00:00 718.00 350.33 0.7180 0.3503
15:00:00 509.67 300.33 0.5097 0.3003
16:00:00 278.67 415.33 0.2787 0.4153
17:00:00 746.67 0.00 0.7467 -
18:00:00 0.00 0.00 - -
19:00:00 0.00 0.00 - -
20:00:00 0.00 0.00 - -
21:00:00 0.00 0.00 - -
22:00:00 0.00 0.00 - -
23:00:00 0.00 0.00 - -

bus #18.

4.2.5 Winter scenario in Favignana

Initially, at the instant t0=0−, the total consumption of the island was 1.091 MW. At that

time, the total PV production was 677 kW while the power plant supplied the remaining

414 kW. At the instant t0=0+, a cloud cover caused a reduction in generation, from 100

to 10% in 1 s, of the PV system producing the most on the island (339 kW), involving a

generation shortfall of 305 kW and, consequently, an under-frequency event.

In Fig. 4.12, the under-frequency transient with and without the action of FFS of V2G

EVs can be observed. Due to the FFS contribution, a reduction in frequency excursion

of 35.9% was obtained, with the nadir decreasing from 48.27 Hz to 48.89 Hz. A clear
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improvement was also obtained regarding the average RoCoF after contingency. The

average RoCoF, calculated as the frequency excursion between t0=0+ to reaching half

of the maximum frequency excursion (0.46 s and 0.48 s, w/o and w/ FFS respectively),

was reduced by 38%, from 1.87 Hz/s to 1.16 Hz/s. Also not to be underestimated is the

effect that the FFS control made in reducing frequency oscillations during the transient

and frequency overshoot, which was completely avoided.

Figure 4.12: Winter scenario on Favignana - Frequency behaviour with and without the FFS
contribution of 20 V2G EVs

The active power trends during the transient have also been shown in Fig. 4.13. The

power trend of the island’s generation plant was also shown both with and without the

presence of the FFS contribution. This allows to observe how, under the same contingency

conditions, a lower response speed of the diesel generators would be required, as well as

lower fuel consumption and consequently lower CO2 production.

The same scenario was also considered as the number of connected vehicles changed,

with the aim of observing how the amount of enabled users affects the frequency transient.

In Fig. 4.14, the frequency trend was depicted for an increasing number of enabled

vehicles. It can be seen that the improvement was more pronounced as the number of

vehicles participating in the adjustment increased. However, starting from 30 vehicles, the

frequency trend became distorted due to measurement and component response delays.

Despite the oscillations, the system remained stable, partly due to the additional SI control

proposed in Section 4.1.

Furthermore, in Fig. 4.15, the frequency trend with and without the additional SI

control has been shown for 35 connected vehicles. The additional SI control mitigates the

effects of measurement and control delays, facilitating greater penetration of end users
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Figure 4.13: Winter scenario on Favignana - Active power behaviours with and without the effect
of 20 V2G EVs

Figure 4.14: Winter scenario on Favignana - Frequency behaviour for different numbers of
connected V2G EVs

participating in frequency regulation.

Fig. 4.16 depicted the control law produced by the controller and the power response

of a V2G EV, emulated by the controlled BESS in PHIL. The stepped pattern in the

response of the controlled component is due to the control architecture used to control the

physical component, which assumes control law sampling at a frequency dictated by the

speed of asynchronous communication via Modbus TCP/IP. Each step has a duration of

about 100 ms, which is equal to the time required to read the set-point produced by the

frequency controller and transfer it to the battery BMS. An offset between the control law

and the active power output of the battery can also be observed. In fact, a zero control law

corresponds to a slight power consumption due to the consumption of the auxiliary circuits



Chapter 4. Innovative Solutions for the Provision of Fast Frequency Support Ancillary
Services 179

Figure 4.15: Winter scenario on Favignana - Frequency behaviour for 35 connected vehicles on the
island, with and without the additional SI control

Figure 4.16: Winter scenario on Favignana - Control set-point and exchanged power of a V2G EV

that power the battery and its control system (BMS).

4.2.6 Summer scenario in Favignana

Initially, at the instant t0=0−, the total consumption of the island was 3.678 MW. At that

time, the total PV production was 1.003 MW while the power plant supplied the remaining

2.587 MW. At the instant t0=0+, a protection triggers by going to disconnect part of

the island load, generating a step load reduction of about 537 kW and, consequently, an

over-frequency event.

In dynamic analyses of this nature, where the aim is to evaluate the impact of certain

resources on frequency transients and their necessity, it is crucial to consider every con-
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tribution or effect already present in the grid. In this specific scenario characterized by

an over-frequency event, it is vital to take into account the effect of the "Active Power

Limitation for Over-frequency Transients Originating in the Grid" control, as mandated

by the CEI 0-16 national grid code, referred to in this document as CEI-Over-Frequency

Power Limitation (CEI-OFPL). Such controls are bound by grid code provisions and

will undoubtedly be present in the PV power plants in the Favignana island under study.

However, the grid code CEI 0-16 is not very detailed, providing no guidance on how the

frequency measurement should take place, how often the measurement should be updated,

with what accuracy, etc., offering various possibilities for implementing such actions.

The grid code CEI 0-16 requires that every generation plant reduces its injected power

into the grid when an over-frequency event occurs, starting the reduction upon reaching

the frequency value of 50.3 Hz. This reduction must have a droop not exceeding 4%, and

it must occur within a maximum time period of 10 s. The grid code CEI 0-16 also allows

for intentional control delay settings ranging from 0 to 1 second, with a step of 50 ms.

However, in low-inertia electrical systems, a 10 s of time period is not acceptable, as it is

incompatible with the speed of frequency transients in such systems.

The presence or absence of this control and the speed at which it is implemented

can significantly alter the frequency behavior during these transients. To evaluate the

effect of V2G EVs’ contribution in over-frequency phenomena, 3 different conditions of

implementing the CEI-OFPL imposed by the CEI 0-16 grid code have been considered:

• without CEI-OFPL (similar to assuming a 10 s intervention).

• with ideal CEI-OFPL (without any measurement and control delays).

• with real CEI-OFPL (with condition that can be assumed "real", with frequency

measurement update and control delay of about 100 ms).

The choice of assuming 100 ms of delay represents a good trade-off between the

minimum time for frequency measurement acquisition (about 50 ms [15]) and the period

of measurement acquisition at the Point of Interconnection (PoI) from the CCI (200 ms,

discussed in Section 1.4). An update time of 100 ms, therefore, represents a rather op-

timistic measurement acquisition time for the industrial devices that are assumed to be

installed together with the grid-following inverters of the island’s end-user PVs. This

action delay is also compatible with the delay of BESS controlled via Modbus TCP/IP in

PHIL simulations. Thus, the two contributions can be considered to be affected by the

same delays.
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Making this optimistic choice means setting the conditions unfavorably for the evalua-

tion of the effectiveness of the proposed controls and end-user regulation services under

analysis. Thus, it is possible to ensure that the benefit from using V2G resources for

frequency regulation derived from this study is the minimum that can be achieved. The

benefit that will be obtained from the actual implementation of this technology on the

Favignana network can only be greater than, or at most equal to, that resulting from this

study.

Figure 4.17: Summer scenario on Favignana - Frequency behaviour for 20 connected vehicles on
the island w/o CEI-OFPL (upward), w/ ideal CEI-OFPL (middle) and real CEI-OFPL (downward)

implemented to the island’s PV power plants

In Fig. 4.17, the frequency behavior is illustrated for three different implementations of
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Figure 4.18: Summer scenario on Favignana - Frequency behaviour for different numbers of
connected vehicles on the island w/o CEI-OFPL (upward), w/ ideal CEI-OFPL (middle) and real

CEI-OFPL (downward) implemented to the island’s PV power plants

the CEI-OFPL control, both with and without the effect of the FFS control, considering

20 V2G EVs. In all cases, the FFS contribution reduced the frequency excursion and

undershoot during the transient, but had less impact on the average RoCoF, which remained

almost identical in all three cases. This is because the RoCoF value was very high,

approximately 7 Hz/s, and the nadir was reached very quickly. Due to delays, the vehicle

contribution lowered the zenith but did not reduce the RoCoF.

The figure highlights how the effect of the vehicles is more prominent when the CEI-

OFPL control is absent, decreasing from a zenith of 51.19 Hz to 50.97 Hz, resulting in a
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reduction of the maximum frequency deviation by 18.7%. However, under the assumption

of ideal CEI-OFPL control without delays, the contribution of V2G control becomes

negligible, lowering the zenith from 50.60 Hz to 50.56 Hz and achieving a modest 7.1%

reduction in the maximum frequency deviation. It might seem that the contribution of

CEI-OFPL control is slightly better than the contribution of V2G FFS control because

the frequency zenith with only CEI-OFPL control is lower than that obtained with only

the vehicle contribution, as shown in Fig. 4.17, i.e., 50.60 Hz, w/ ideal CEI-OFPL w/o

V2G, compared to 50.97 Hz, w/o CEI-OFPL w/ V2G (20 vehicles). However, unlike ideal

CEI-OFPL control, V2G control is real, considering all measurement and control delays

through the PHIL.

In the case of real CEI-OFPL, it is observed that the FFS control, despite identical

measurement and control delays, is faster than CEI-OFPL limitation. This allows a

significant reduction in the frequency zenith, decreasing from 51.12 Hz to 50.91 Hz, with

an 18.3% reduction in the maximum frequency deviation during the transient.

The contribution of V2G was also crucial from the point of view of frequency under-

shoot reduction: without CEI-OFPL the undershoot moved from 49.73 Hz to 49.89 Hz,

with a reduction of the maximum under-frequency deviation of 59%, while with the ideal

CEI-OFPL the undershoot moved from 49.84 Hz to 49.91 Hz, with a reduction of the

maximum under-frequency deviation of 42%. The effect of the FFS control on the un-

dershoot was even more significant in the case of real CEI-OFPL control: the delay of

100 ms considered in the real CEI-OFPL control caused a more pronounced undershoot

than in the case without CEI-OFPL (moving from 49.73 Hz w/o CEI-OFPL to 49.54 Hz

w/ real CEI-OFPL, maximum under-frequency deviation increased of 74.1%), since the

delayed reduction of the power fed into the grid by the island’s PV power plants is added

to the control of the generating plant. In this case, the V2G EVs’ contribution reduced

the maximum under-frequency deviation of 63%, moving from a minimum frequency

reached during the transient of 49.54 Hz to 49.83 Hz. As in the previous scenario, different

numbers of V2G EVs have been considered and, in Fig. 4.18, the frequency trends have

been shown.

Fig. 4.19 shows the frequency trends with and without the proposed additional SI

control, which had shown a significant improvement in system stability and overshoot

reduction in the winter case. In this context, the difference between the two controls is

not as obvious, since the reduction in undershoot is mainly attributable to the decrease in

zenith (the same for both controls), which defines the amount of power cut-off generated
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by PVs as a result of the CEI-OFPL control. Although lower than the winter case, the

additional SI control still brings an improvement to the transient, reducing the undershoot.

Without the additional SI control, the minimum frequency reached during the transient was

49.79 Hz against 49.83 Hz in the case of additional SI control present. Thus, the additional

SI control reduced the maximum under-frequency excursion by about 19%.

Figure 4.19: Summer scenario on Favignana - Frequency behaviour for 20 connected vehicles on
the island, with real CEI-OFPL implemented to the island’s PV power plants

Figure 4.20: Summer scenario on Favignana - Frequency behaviour for 35 connected vehicles on
the island, with and without the additional SI control, with real CEI-OFPL implemented to the

island’s PV power plants

Unlike the winter case, the penetration of 35 vehicles does not cause system instability

in summer (Fig. 4.20). This is due to the high load on the island during the summer season,

mainly due to tourism, with more diesel generators turned on contributing to system
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Figure 4.21: Summer scenario on Favignana - Active power behaviours for 20 connected vehicles
on the island, with real CEI-OFPL implemented to the island’s PV power plants

Figure 4.22: Summer scenario on Favignana - Control set-point and exchanged power of a V2G EV

inertia. Moreover, the power exchanged by V2G EVs during the transient (with a peak of

157 kW) compared to the total load consumption (3.141 MW after the step reduction) in

this scenario is relatively low (5%) compared to the winter scenario (10.5%, with a peak

power exchanged by V2G EVs of 115 kW against 1.091 MW of total load).

In the case of real CEI-OFPL, active power trends of the resources during the transient

with 20 connected V2G EVs have been shown in Fig. 4.21. In the figure, the active powers

fed into the grid of the diesel power plant and the total PV of the island in the case of 0

connected V2G EVs are also shown. Due to the reduction in frequency zenith during the

transient thanks to the effect of V2G EVs, the decrease in PV generation due to CEI-OFPL

control was less. This results in reduced fuel consumption and GHG emissions from the

diesel power plant, as well as requiring less operating reserve during the grid operation.
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The island’s PV power generation increased from 556 kW of the case with 0 vehicles to

659 kW of the case with 20 vehicles, thereby reducing the power limitation by about 23%.

Because the grid code CEI 0-16 requires that the reduction must be maintained for a time

of at least 300 s, 8.3 kWh of cut-off renewable energy was saved in this specific transient.

The control set-point sent and power exchanged by a V2G EV, emulated through

the BESS in PHIL, have been reported in Fig. 4.22. Again, the offset due to the con-

sumption of auxiliary services and the delay of about 100 ms due to the measurement and

communication of the set-point via Modbus TCP/IP can be observed.

4.3 Fast Frequency Support through LED Street Lighting

in Low-Inertia Non-Synchronous Power Systems

In the literature, several authors published works in which they demonstrated how it was

possible to provide frequency regulation services through a wide variety of resources.

Various approaches have been proposed for secondary frequency control in residential

and commercial buildings, utilizing heating, ventilation, and air-conditioning systems

[140–142]. Additionally, studies have explored the potential of industrial loads, such as

bitumen tanks with adjustable heating power based on grid frequency variations [143].

Several papers have investigated the use of domestic thermal loads like refrigerators/boilers

[144–146] and variable-speed heat pumps [147] for providing SI or FFR.

Dimmable lighting systems have emerged as competitive resources for Ancillary

Services (AS) in a DR framework, particularly in the context of smart grids [148–150].

Light-Emitting Diode (LED) lamp technologies, in particular, are promising due to their

rapid regulation capabilities using remote or local control signals. Numerous studies and

projects have showcased the controllability of networked LED street lighting in smart grid

frameworks [151], enabling Demand Side Management (DSM) services or optimizing

energy use in conjunction with urban energy infrastructures. For instance, initiatives

like TeleWatt [152] and EMERA [153] aimed to integrate Electric Vehicle (EV) charging

stations with public street lighting systems.

In [154], the authors demonstrated the capability of LED lamps to provide Synthetic

Inertia (SI) without the need for significant BESS or Supercapacitor (SC) installation. This

was achieved simply by connecting a DC link capacitor to the LED lamps. The utilization

of LED lighting systems to support BESS [155] and conventional generators [156] during
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primary frequency regulation has also been demonstrated.

A decentralized control strategy for LED lighting systems, designed to offer both

primary and secondary frequency regulation, is detailed in [157]. In this approach, each

lamp autonomously contributes to frequency response by adjusting power consumption in

response to grid frequency excursions. An advanced local control, capable of considering

the magnitude and duration of frequency deviations, is presented in [158]. However, it’s

important to note that implementing a decentralized control requires the installation of

local controllers.

This solution is not always feasible and not easy to implement since it needs to

aggregate a relevant number of lighting loads to provide a significant amount of flexibility.

Nevertheless, this challenge could be addressed by considering clusters of loads controlled

through a centralized approach. This is particularly relevant in smart city infrastructures,

where resources like public lighting lamps can be aggregated through centralized control

to offer grid services [152, 153].

This section assesses the feasibility of providing frequency regulation services, such as

SI and FFR, through centralized control of a public street lighting system. The assessment

involves testing the response of a real LED lamp and its driver in a Power Hardware-in-

the-Loop simulation environment.

Experimental tests were first carried out by assuming a large number of lamps connected

to a simple model (single-bus grid model) of a low-inertia power system, then by assuming

the installation of these systems on a more accurate model: a typical structure of a small

Italian island, the reference island that was described in Section 1.5.1 and was subject of

the Chapters 2 and 3.

4.3.1 Flexible Control Resources through LED Street Lamps

With LED technologies getting less and less expensive by the day, LED lamps are progres-

sively substituting all others in both new installations and refurbishment projects. Their

competitive performances in terms of efficiency, life expectancy, reliability, controllability

and Electromagnetic Compatibility (EMC) impacts make them one of the lead technologies

in public street lighting systems.

Anyway, as is pointed out by [159], dimmable lighting systems can be used for DR as

long as illuminance variations are adequately controlled and, then, still acceptable by final

users. According to the standard [160], if a "Full Adaptive Installation" is employed, the

lighting class of street lamps can be reduced during low traffic conditions. Lighting classes,
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as defined by the Part 2 of the European standard EN 13201:2015 [161], determine the

road lighting conditions to be ensured to guarantee the safety of road users. Illuminance

control actions are allowed, as long as they comply with minimum standard requirements.

Various techniques can be used to easily control and dim LED lamps. For example,

the 0-10 VDC protocol is widely adopted for analog dimming. According to this protocol,

the lamp scales its light output so that at a control voltage of 10 V its light intensity

corresponds to 100% of its rated value, while below 1 V its light intensity is at its minimum

value. However, this control technique is not prone to be extended to control several lamps

distributed in a large geographical area, due to the voltage drop on the communication

network.

Several protocols, already commercially available, permit to control a larger number

of LED drivers. For example, DALI controllers allow to manage up to 64 LED lamps,

at a maximum distance of about 300 meters. However, time specification of this kind of

controllers might not be adequate for applications requiring a very fast device response.

The DMX-512 technology allows instead to control up to 512 networked devices, at a

maximum distance of about 300-500 meters, theoretically extendable using repeaters.

Since the transmission time for a maximum sized packet with 512 channels is about 20 ms,

this protocol is fast enough to be employed for fast modulation of the light output of LED

lamps. Clearly, the use of DMX-512 implies the installation of a wired communication

system among all lamps.

The applicability of wireless controllers has been also proved in [151], where each

LED lamp in a networked lighting system has been provided due to a receiver that can

collect data packages sent via radio transmission at a frequency of about 900 MHz. GPS

applications for the control of lighting systems are also patented. Large geographical

areas are therefore theoretically reachable by the same control system, although the easiest

solution could be implementing local frequency measure and control at each lighting

control box that usually manages few dozens of street lamps. An example of low-cost SI

local controllers has been studied by the authors in [14].

The implementation of these solutions could be prohibitive in practical applications if

the infrastructure is implemented only for frequency support, due to the high investment

costs associated with the communication infrastructure, especially if implemented over

large geographical areas. However, it could be applied to pre-existing infrastructures

(without significant additional costs) and to smart grids in which the remote control of

DERs if already implemented (e.g. for energy optimal control) and could be extended to
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SI and FFR.

In this section, the real-time control of LED street lamps is proposed to harvest flexible

resources for fast frequency regulation. Since the most severe part of a frequency transient

is usually extinguished within a few seconds from its onset, the time activation of LED

lamps control is a crucial aspect in the feasibility of the proposed control. The need of a

very fast response introduces for sure some drawbacks in the proposed control scheme,

although it also brings some advantages. Given the very short duration of frequency

transients, the visual impacts due to this kind of control can be considered comparable to

the fluctuations that can be observed during commonly experienced disturbances of power

quality such as deep voltage sags or transient voltage interruptions. Due to the very strict

requirements in time response, the proposed LED lamp control will be tested in a real-time

environment through a Power Hardware-in-the-Loop (PHIL) test bed. Finally, this section

presents the experimental results obtained by regulating the power output of an actual LED

street lamp according to different frequency-dependant control laws.

4.3.2 Characterization of the LED lamp power regulation response

The first tests were aimed at drawing the control characteristic curve of the LED street lamp.

The lamp used for these tests is a commercially available product, which is controlled by a

LED driver through a direct current (DC) regulating signal in the range 0–10 V. The higher

the voltage, the higher luminous flux is produced by the lamp, and the higher is the electric

power absorbed. The control characteristic was obtained through the experimental results

collected from the test setup shown in Fig. 4.23. The LED lamp was fed by an AC power

source supply, whereas a DC power supply was used to regulate the DC voltage input to

the LED driver. The absorbed current was measured using a current probe coupled with a

x100 coil to amplify the current signal.

The results obtained by controlling the LED driver with a voltage ranging in the interval

0–10 V have been collected in Table 4.5. These same results are also shown graphically

in Fig. 4.24 where the LED lamp power consumption is represented as a function of the

DC voltage control input. It can be observed that voltage inputs below 1 V and above 8 V

do not produce any significant variation in terms of both absorbed power and luminous

flux. Therefore, 1–8 V is the regulating interval that will be used to control the lamp during

future tests. In this interval the characteristic curve appears to have almost a linear behavior.

In these tests, the lamp was supplied with the nominal voltage 230 V. However, other tests,

not shown here for the sake of brevity and carried out by changing the voltage magnitude
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Figure 4.23: Set-up for the LED street lamp characterization tests

of the power supply, showed that the lamp power consumption is scarcely influenced by

the voltage within a large confidence interval (200–250 V).

Figure 4.24: Power-Voltage characteristic curve of the LED Street Lamp

According to the experimental results, the lamp under test can be regulated to absorb an

electric power ranging from a maximum of 103.6 W to a minimum of 13.1 W. This means

that the lamp can be dimmed in order to reduce its consumption by about 90%, when the

lamp is operating at full power. Lamps which operate at half capacity, for example in

certain periods of the night when the reduced traffic conditions permit to downgrade the

lighting class, could instead theoretically provide instantaneous power control for both
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upward and downward regulation.

Table 4.5: Test results of LED Street Lamp Characterization

Voltage [V] Current [A] Power [W]
0.0 0.06 13.1
0.5 0.06 13.1
1.0 0.06 13.1
1.5 0.07 16.2
2.0 0.10 22.7
2.5 0.13 29.3
3.0 0.16 36.0
3.5 0.19 42.4
4.0 0.22 49.4
4.5 0.25 56.0
5.0 0.28 62.8
5.5 0.31 69.7
6.0 0.34 76.7
6.5 0.37 83.6
7.0 0.40 90.6
7.5 0.43 97.4
8.0 0.46 103.6
8.5 0.46 103.6
9.0 0.46 103.6
9.5 0.46 103.6
10.0 0.46 103.6

Further tests were carried out in order to characterize the LED lamp time response to a

DC control voltage step change, and verify if this control is fast enough to be applied for

fast frequency regulation. Fig. 4.25 shows the results obtained by controlling the lamp from

one of the extremes of the characteristics curve (Fig. 4.24) to the other, during both upward

and downward regulation. In both subplots, the blue curve represents the step-change

variation given to the DC control voltage. Each graph contains also multiple active power

responses, which almost overlap, obtained repeating the same test multiple times.

The component is clearly characterized by an asymmetrical response, with a faster

step-change response observed during upward load regulation. Further tests, not shown

here for the sake of brevity, conducted by selecting different step change sizes and initial

operating point, showed a more or less constant delay in the 400–500 ms range during

upward load regulation, and a delay ranging in the interval 500–1400 ms for downward

regulation. The maximum delay was observed when the lamp has to go from maximum

to minimum power. This is clearly a critical issue in FFS applications, since the delay
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inevitably reduces the effectiveness of the proposed control. However, this behaviour

permits to limit the sudden change in illuminance, minimizing the visual disturbances to

humans and possible hazards to road safety.

Figure 4.25: Response of Upward and Downward Load Regulation

4.3.3 Synthetic Inertia and Fast Frequency Response Models

To study the support that LED street lamps can provide to improve the frequency behavior

of the network, two frequency-dependent control laws have been proposed and compared,

namely Synthetic Inertia (SI) and Fast Frequency Response (FFR). These two approaches

have never been applied or tested on LED urban lighting systems. An approach somewhat

close to what we have proposed was found in [154]. The authors in [154] evaluated the

possibility to provide virtual inertia through the energy stored in the capacity of the DC-link

that supplies the LED lamp. Due to the limited capability of the DC-link of the lamp

driver, this technique can provide a very limited power respect to the SI control proposed

in our work that can control up to 90% of the LED lamps rated power (see Subsection

4.3.2). On the other hand, for FFR control, a possible comparison can be done in relation

to other primary frequency controls with LED lamps proposed in the literature. The FFR
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control law in this work is comparable to the controls in [155] and [158]. In these works,

however, the actual response and characteristics of LED lamps and their drivers were not

considered. In our work, instead, thanks to the PHIL implementation, the behaviour of

an actual (commercially available) LED street lamp, with its driver and control system,

was thoroughly taken into account. A different control law is proposed in [157] to provide

primary frequency support by LED lighting systems. However, this control introduces a

fixed delay to reduce the frequency control activation in addition to a dead-band on the

frequency deviation. The introduction of this delay does not permit to obtain a prompt

response of the devices for very severe contingencies.

A scheme of the SI/FFR controller used for tests is given in Fig. 4.26 where, through

a control switch, it is possible to choose the control law to be adopted. The output

of the controller is the amount of load to be curtailed. The curtailed load set-point is

converted into a DC control voltage set-point using the look-up table obtained during the

characterization tests in Section 4.3.2 (see Fig. 4.23). The DC control voltage obtained

in this way is applied to the LED driver to regulate the luminous flux, and therefore the

power supplied to the lamps. A detail of the SI and FFR functions blocks in Fig. 4.26 is

given in the next subsections. Please note that, for the sake of simplicity, in these tests,

it was assumed to allow SI/FFR control of the street lamps only during under-frequency

events, when lamps are working at their maximum power and their power output can only

be regulated downward. However, it is possible to imagine that a symmetrical control of

loading power could be implemented on the lamps that are working at half capacity during

reduced road traffic conditions.

Figure 4.26: Synthetic inertia and FFR control scheme
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The SI control adopted in this study is based on the proposed SI control law described

in Section 4.1. The SI control law used in this study has been implemented within the SI

Function Block visible in Fig. 4.26. Assuming F as the frequency sample at the time t and

KSI as the applied gain factor, the SI control law implemented in the SI Function Block

consists of the following if statement:
i f F ≤ Frated & dF/dt < 0.1

y = KSI ·dF/dt

else

y = 0

According to this rule, a non-zero output y of the SI controller is obtained only when

the frequency is below its rated value Frated (50 Hz). The gain factor KSI was sized so that

the maximum power variation is obtained when a 0.5 Hz/s Rate of Change of Frequency

(RoCoF) is reached.

As shown in Fig. 4.26, a Rate of Change of Frequency (RoCoF) dead band has also

been introduced in order to avoid unnecessary regulations, due for example to measurement

noise. For the single-bus grid model experimental test (Section 4.3.6), where an ideal

network model devoid of noise and frequency oscillations was utilized, the dead-band on

Rate of Change of Frequency (RoCoF) has been set to ±10 mHz/s. In the experimental tests

on the non-synchronous island model (Section 4.3.9), where frequency dynamics are more

prone to oscillations and noise, the Rate of Change of Frequency (RoCoF) dead-band has

been set to ±100 mHz/s. Indeed, Rate of Change of Frequency (RoCoF) calculation can

be affected by large errors due to noise on frequency measurement. To further reduce the

effect of noise, a low-pass filter can be applied to the frequency measurement. According

to the step-change responses shown in Fig. 4.25, the dynamic behaviour of the controlled

LED lamp is characterised by a large delay and is therefore inherently less susceptible

to noise, making the use of a filter unnecessary. As the FFR controller in the previous

application (see Section 4.2.3), the FFR control law in this work aims to provide an active

power contribution proportional to the frequency deviation. Even in this case, as for the

SI control law, the FFR control law has been implemented in a function block, visible in

Fig. 4.26 Assuming ∆F as the measured frequency deviation from the steady-state value,

and introducing a 0.1 Hz dead-band to avoid excessive stress to the lamp, the control output

y of the FFR Function Block in Fig. 4.26 is formulated as follows:
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i f ∆F ≤−0.1

y = KFFR · (∆F +0.1)

else

y = 0

The gain factor KFFR has been set in order to obtain the maximum power contribution

with frequency deviations greater than 0.5 Hz.

It may seem that the gains from these controls were chosen exaggeratedly high, but

it should not be forgotten that the controlled lamps have very low energy consumption.

Even assuming a large amount of lamps capable of regulation, remaining in realistic

penetration scenarios, the total controllable power of these systems would remain very

limited. The choice to adopt such high gains does not pose problems from the point of

view of system stability. Moreover, this choice stems from a desire to make maximum use

of these resources to support the frequency.

4.3.4 Power Hardware-in-the-Loop experimental set-up

The PHIL set-up used to investigate the effectiveness of the proposed SI and FFR controls

is shown in Fig. 4.27. It consists of a real-time digital simulator (OPAL RT5600), a

power amplifier module, managed by an amplifier controller, and a real LED street lamp,

whose physical response is applied in PHIL to the simulated power system. The real-time

simulator, which was interfaced with the amplifier controller by means of an optical fiber

channel, simulated both the grid model (single-bus grid model or small non-synchronous

island grid model) and the LED lamp controller. The DC-control voltage signal (0–10 V)

sent to the LED driver to control the lamp luminous flux, was generated by the real-time

simulator as an analog output, using the hardware synchronized mode.

The LED lamp was connected to the LabZERO Microgrid (MG) at the Politecnico di

Bari, which was supplied by the programmable power source operating in voltage source

control mode. According to this set-up, frequency and voltage signals of the simulated non-

synchronous system were communicated to the amplifier controller and, then, physically

applied to the MG busbar. The response of the MG (and the LED lamp) to the frequency

and voltage variations is measured by the programmable power source and transformed

into a PQ signal to be fed back to the real-time simulation.
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Figure 4.27: Set-up of the Power Hardware-in-the-Loop simulation tests

4.3.5 Single-bus grid model Power Hardware-in-the-Loop experimen-
tal tests

Figure 4.28: Power Hardware-in-the-Loop test bed architecture

In PHIL tests conducted on a single-bus grid model, it has been assumed to provide

flexibility and frequency regulation support through the street lighting system of an islanded

distribution grid. Within this ideal grid scenario, only the active power exchanged by

the real LED lamp was fed back in the PHIL simulations, while the voltage was kept

constant and equal to 230 V, which represents the typical voltage of low-voltage distribution

networks in Italy. The architecture of the PHIL test bed is schematically depicted in

Fig. 4.28. A dynamic frequency response of a typical MG has been simulated into the

real-time digital simulator (see Fig. 4.27). In the simulated islanded distribution grid, a

diesel generator provides both primary and secondary frequency regulation services. This
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generator has been modelled assuming the parameter values suggested in [162], introducing

also saturation limits to the opening of the fuel injection valves and to the power output.

The PI controller was tuned using a generic PID tuner tool, aiming at obtained a transient

response well balanced between aggressive and robust behavior. The proportional and

integral constants were set to 2.5 and 1.8, respectively. A delay time of 0.1 s has been set

for the combustion process response. In the simulated system, the total inertia (H) was set

to 1 s and the damping factor (D) to 0.05 p.u.

As shown in Fig. 4.28, the power consumption of the LED lamp is measured through

the power amplifier current signals, and employed to emulate, by means of a scaling factor,

the response of an entire street lighting system. This scaling factor was set to 3%, based on

the ratio between the Italian annual consumption for street lighting and the overall electric

load. In the following tests, it was assumed that LED street lamps can be only controlled

to reduce their power output following a low frequency event, caused by a sudden load

increase. As in Fig. 4.28, the SI/FFR control law, function of the frequency deviation,

is used to generate an active power set-point to be applied to the lighting system. The

set-point is converted into a DC voltage set-point through the look-up table obtained during

the characterization tests of Section 4.3.2 (see Fig. 4.24), which is sent to the lamp LED

driver through the analog outputs of the real-time simulator (see Fig. 4.27).

4.3.6 Test Results on Single-bus grid model

In order to test the proposed control, a load variation of 0.1 p.u. was applied to the grid at

time t = 0. Fig. 4.29 illustrates the control signal sent to the LED driver and the power

response of the controlled device. The frequency nadir was reached in about 1 s, and in

correspondence of a 70% reduction of the LED power consumption. As expected, after

frequency nadir was reached, the power contribution of the controlled lamp returned to 0

since Rate of Change of Frequency (RoCoF) and frequency deviation assumed different

signs.

Fig. 4.30 describes the frequency behaviour with and without SI contribution, whereas

Fig. 4.31 describes the active power response of both diesel generator and LED lamp

systems. Recorded PHIL trajectories were used as inputs and outputs time series to a

transfer function estimator based on Gauss-Newton least square search, showing that

inertia had been averagely increased from 1 s to 1.07 s.

Fig. 4.32 depicts the LED lamp power response and the applied control signal to its

driver in the presence of the FFR contribution. By comparing the trends in Fig. 4.31 and
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Figure 4.29: LED lamp response with SI control

Figure 4.30: Frequency behaviour with and without SI contribution

Figure 4.31: Power behaviours with SI contribution
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Figure 4.32: LED lamp contribution with FFR control

Figure 4.33: Frequency behaviour with and without FFR contribution

Figure 4.34: Power behaviours with FFR contribution
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Fig. 4.34, it becomes evident that the response time with FFR control was longer than

that with SI control. It was because, in general, when an imbalance occurs, the Rate of

Change of Frequency (RoCoF) reaches its maximum value instantaneously. In addition, the

frequency deviation increases at a slower rate than Rate of Change of Frequency (RoCoF)

and, therefore, takes longer to exceed the minimum frequency deviation specified by the

dead-band (0.1 Hz) and to activate. On the contrary, the FFR control provided frequency

support for an extended duration compared to the SI control, persisting even after reaching

the nadir point until the frequency stabilized. Consequently, as illustrated in Fig.4.33 and

Fig.4.34, the response with FFR control was characterized by a more rapid increase in

frequency immediately after the nadir and an extended settling time.

4.3.7 Small Non-Synchronous Island Model Power Hardware-in-the-
Loop Experimental Tests

The possibility of providing fast frequency support through LED streetlights was studied

preliminary in Section 4.3.6, demonstrating how improvements in frequency behavior can

be achieved. The tests were performed by adopting a very simplified electromechanical

model of a single-bus network, while in this section a more accurate evaluation is provided

through the development of a detailed electrical system model for real-time simulations

and PHIL testing. The model proposed for this test is based on the actual MV and LV

distribution network supplying the reference small Italian island, introduced in Section 1.5.1

and studied in the Chapters 2 and 3.

Figure 4.35: Modelled small islanded distribution grid

The modeled distribution grid is structured as in Fig. 4.35. The network has already

been extensively described in Section 1.5.1 but in this section a brief description of the

network is given for clarity.
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It mainly consists of five 10 kV MV buses, each one connected through a transformer

to a LV bus. Five distribution lines connect the MV nodes, creating a loop that is normally

open during operation. Each LV bus supplies electricity to (mostly) residential customers,

which have been represented through the equivalent loads RL1-RL5. The installed load

capacity Pn at each node is reported in Table 1.2. One of the LV node (bus #1 in Fig. 4.35)

supplies the largest number of customers (RL1) and is connected to a generation plant

with a 2.4 MVA rated power and 50 Hz frequency. The plant is based on a set of diesel

generating units and supplies electricity to the local load and to the rest of the island via an

elevator transformer (TR1). It should be noted that the detailed model of the generating

unit has been represented considering all voltage and mechanical power regulators, a

detailed model of the synchronous machine and prime mover dynamics.

Since the proposed control is based on the real-time management of the public LED

street lighting system, each LV node was also connected to an additional equivalent circuit,

which represents a portion of the street lighting system used to light the entire island. More

details are given in the subsection below.

The real-time model of the reference grid is is similar to that described in Section 3.2.1.

Differently from that model, this model does not include the PV plant and the BESS, as

they are not useful for the study. Moreover, as the residential loads (RL1-RL5) do not

normally participate in frequency control, they were modeled using a constant PQ model.

A dynamic load model was used instead to represent the power consumption at the street

lighting system nodes. All system components were modeled using the libraries available

in the real-time simulator programming environment. Each component was modeled

according to the parameters listed in Table 1.2. These values have been obtained from the

data sheets of the components actually installed on the island. Loading levels were set to

reproduce conditions of low consumption, usually experienced during the night and far

from the tourist season, when the island is more populated. Due to the scarce loading level,

the number of active generators is low and the rotational inertia is much reduced. Low

inertia conditions can also be due to high Renewable Energy Sources (RES) production

and consequent decrease of the number of active synchronous machines.

4.3.8 Model of the LED Street Lighting System

The street lighting system has been modelled according to some assumptions. The installed

power of the simulated street lighting system was estimated using aggregated data at

national level. According to the statistics in [163], in 2017, the electricity consumption of
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public lighting in Italy was about 6000 GWh. Assuming that the public lighting lamps are

usually switched on less than half a day (about 4000 hours per year) and that they work

almost all times at their rated power, it appeared reasonable to consider that the installed

power of the lighting systems in Italy in that year was about 1.5 GW. This value is about

3% of the national load peak (55 GW in 2017, as reported in [164] by the Italian TSO).

Applying the same percentage to the simulated system, whose peak power demand is

about 1.8 MW, it is possible to assume that the installed power of the public street lighting

system in the island is about 54 kW.

Having estimated the overall load for street lighting and the total number of lamps, it

was assumed to distribute such load on five subsystems, connected at the LV system nodes.

The number of lamps for each subsystem is proportional to the installed load capacity

at LV level. As represented in Fig. 4.35, each lighting subsystem is modelled using an

equivalent three-phase load (LS1-LS5), supplied by an equivalent low-voltage distribution

line (LVL1-LVL5). Table 4.6 shows equivalent power and number of installed lamps for

each street lighting subsystem (LS1-LS5).

Table 4.6: Power and number of lamps at each LV node

LS1 LS2 LS3 LS4 LS5
PLS [kW] 24.20 7.76 9.32 4.04 8.69

N.o f lamps 234 75 90 39 84

The equivalent lines LVL1-LVL5 were modelled assuming typical lengths in urban

applications and according to the actual data of the urban lighting system in [153]. Cross-

section of cables were sized to avoid excessive voltage drops at the terminal of each lighting

circuit. The adopted values are summarized in Table 4.7. Please, consider that due to the

large number of lamps assigned to LS1, this street lighting system was divided into three

parallel sub-circuits, each one supplying one third of the total LS1.

4.3.9 Test Results on Small Non-Synchronous Island Model

The equipment used during the tests was described in Section 4.3.4, while the PHIL set-up

used is slightly different from that used for testing with the single-bus network and is

shown in Fig. 4.36. In this case, both the frequency and voltage of busbar #1 of the modeled

small Italian island network are imposed on the LabZERO MG.



Chapter 4. Innovative Solutions for the Provision of Fast Frequency Support Ancillary
Services 203

Table 4.7: Characteristics of the equivalent distribution line
of the lighting subsystems

LVL1 LVL2 LVL3 LVL4 LVL5
Length [km] 0.81 0.78 0.93 0.42 0.87
N.o f circuits 3 1 1 1 1

Cross-sections [mm2] 4x25 4x25 4x35 4x6 4x25
rl [Ω/km] 0.99 0.99 0.71 4.21 0.99
xl [Ω/km] 0.093 0.093 0.089 0.114 0.093

Figure 4.36: Set-up of the Power Hardware-in-the-Loop simulation tests

The active and reactive powers exchanged by the LED lamp, measured through the

power amplifier, were suitably scaled to reproduce the response of the five street lighting

subsystems connected at different LV nodes. Thanks to the characterization tests, it was

proved how LED lamps behavior was not influenced by voltage magnitude in a very large

interval. Therefore, the expected response of all simulated lamps can be considered similar

to the physical LED lamp as long as the frequency is the same on the entire grid. This

condition can be considered true since the system is very small in size and is supplied only

by a single power plant.

4.3.9.1 Case 1. SI Control of LED lamps

The proposed SI control was tested applying a sudden load step variation of 180 kW to

the simulated grid, in a day characterized by an average power consumption of about 1.25

MW. Given the very low rotational inertia of the diesel power plant (assumed to be 0.3 s

with respect to the maximum installed power 2000 kVA), the frequency transient following

this disturbance, applied at the generic time t = 0 s as in Fig. 4.37, shows a very steep

descent with an initial Rate of Change of Frequency (RoCoF) higher than 8 Hz/s, and a
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nadir of about 48.3 Hz, much lower than the 49 Hz minimum suggested by the standard

EN-50160 for the quality of frequency in systems with no synchronous connection.

Figure 4.37: Case 1. Frequency response with SI control

Fig. 4.38 shows how the proposed SI controller can generate a DC control signal

adjusting the active power consumption of the LED lamps during the frequency transient.

The effect of this action control is visible in Fig. 4.37 with a non negligible contribution to

the nadir, which is now raised to about 48.4 Hz, a reduction of the frequency overshoot

and an overall quicker settling time.

Figure 4.38: Case 1. LED lamp response with SI control

As shown in Fig. 4.38, due to the high Rate of Change of Frequency (RoCoF), a

maximum power reduction was instantly asked to the LED lamps. Within a few hundred

milliseconds, the LED lamps began to reduce their consumption. The SI controlling signal

was stopped after having reached the nadir, and the lamps went back to their regular
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Figure 4.39: Case 1. Active power response with SI control

operating point within a second from the start of the disturbance. Due to the severity of the

transient, a second activation of SI was also requested during a second oscillation.

Fig. 4.39 shows how the power response provided by the diesel generation plant derives

from a detailed model of the generating units. Its response is clearly much more significant

than the LED lamps, whose consumption is in this case only just about 4% of the overall

load. Furthermore, due to the high speed of the system response, the contribution of the

lamps to the dynamics can be exploited for a short time only. However, it should be

observed that these tests were carried out under particularly stressed conditions. In fact,

the model of the non-synchronous system was characterized by an extremely low amount

of inertia. The frequency support could have been more significant in a system with more

inertia and, then, a delayed nadir time. Nevertheless, from another point of view, the

limitation in the active power control of the LED lamps guarantees that the visual impact

during the transient is very limited.

4.3.9.2 Case 2. FFR control of LED lamps

This second case is equivalent to the previous one, but this time the presence of a FFR

control of the LED lamps was assumed. Fig. 4.40 shows the system frequency response

with and without the FFR support. The response is quite similar to the previous case,

although a better control of the frequency overshoot and settling time is obtained. Fig. 4.41

shows the LED lamp power response and the control signal applied to its driver.

By comparing the two trends in Fig. 4.38 and Fig. 4.41, it is possible to observe that

the FFR control strategy is slightly delayed, but allows a longer activation of the LED
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Figure 4.40: Case 2. Frequency response with FFR control

Figure 4.41: Case 2. LED lamp response with FFR control

Figure 4.42: Case 2. Active power response with FFR control
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lamp active power control. This is due to the fact that, in general, when an imbalance

occurs, the Rate of Change of Frequency (RoCoF) (dF/dt) reaches instantaneously its

maximum value, saturating the SI control, and goes rapidly to zero when the nadir is

reached. Frequency deviation (∆F), instead, starts from zero and needs more time to

reach the saturation threshold of FFR control (set in this case at −0.5 Hz). FFR control

is requested until ∆F is brought back within the dead-band limits (i.e. at 49.9 Hz), with

an overall activation of about 1 s. In this case, the LED lamps have enough time to

curtail almost all of their consumption, ensuring higher damping and a smaller frequency

overshoot. Nadir point is comparable to the one reached with SI inertia control, although

just slightly lower. Fig. 4.42 shows the active power response of both diesel generation

plant and LED street lighting systems.

4.3.9.3 Cases 3-5. Further comparison of SI and FFR control

The previous tests assumed a very severe contingency, with values of Rate of Change of

Frequency (RoCoF) and frequency deviations which rapidly saturated either SI or FFR

control. Further tests have been carried out in order to investigate the response of SI and

FFR control laws in absence of saturation.

Fig. 4.43 allows to compare the system frequency response obtained with SI and FFR

control, applying gradually smaller load step variations. The three cases, namely 3, 4 and

5, are characterized by a 3%, 2% and 1% load variation, respectively. In these cases, the

SI controller allowed to improve more visibly the response in terms of nadir with respect

to the FFR. With the decreasing of the disturbance severity, Rate of Change of Frequency

(RoCoF) decreases and the FFR control is activated with larger delays, because of the

time necessary for the frequency deviation to reach the dead-band lower limit. In all cases,

however, FFR control allows to limit or even avoid the frequency overshoot.

In addition, having imposed a load variation in the system equal to the installed power

of the public street lighting system in the island (3% of the total load), the proposed

controls allow to reduce the maximum frequency deviation by 20%. This reduction, using

the SI control, increases if the load step change has a magnitude lower than the controlled

LED lamp power volume. Indeed, SI control, being based on Rate of Change of Frequency

(RoCoF), is able to provide a contribution even for very modest contingencies. For this

reason, SI controller can be considered preferable as it can provide a better counter-balance

for the smaller load variations that most often occur during normal grid operation.

Fig. 4.44 shows the DC control voltage set-points generated by SI and FFR in the



Chapter 4. Innovative Solutions for the Provision of Fast Frequency Support Ancillary
Services 208

Figure 4.43: Cases 3-5. Frequency response to a 3% (left), 2% (center) and 1% (right) load
variation

three cases, together with the LED lamps active power response. It is possible to observe

that, due to the extremely low system inertia and the high values of initial Rate of Change

of Frequency (RoCoF), even during small disturbances, SI control is still characterized

by a sort of on/off behavior. The FFR control signal, instead, changes more smoothly.

However, due to the actual delays in the response of the LED lamp, observed during the

characterization tests presented in Section 4.3.2, the active power response follows initially

about the same trajectory, with just a little delay in the case of FFR. The main difference

of the two controls is again found in the longer activation time of the FFR control. As also

previously remarked the delayed response of the lamp allows in any case to minimize the
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Figure 4.44: Cases 3-5. LED lamp response to a 3% (left), 2% (center) and 1% (right) load
variation

visual impacts which can be considered negligible.

4.4 A SOC-feedback Control Scheme for Fast Frequency

Support

In this section, a new control scheme that is able to provide fast frequency regulation and

SI with Hybrid Energy Storage System (HESS), such as batteries and Supercapacitors

(SCs), by modifying the exchanged active power according to the SoC is proposed.
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This control reduces the contribution made by the storage systems during frequency

transients when their SoC deviates from the reference SoC. In addition, this SOC-Feedback

Method (SOCFM) makes it possible to return the SoC of the storage systems to the initial

state at the end of the transient.

Similar studies, such as the ones in [165–167] where a SOCFM is discussed, adopt SoC

feedback to translate the f-P characteristic of the ESS according to its SoC. However, such

methods can only be applied to schemes that control ESS active power with a frequency-

proportional control law (as in primary regulation control). The SOCFM proposed, on the

other hand, is independent of the type of control with which the set-point of active power

requirement to the ESS is generated, and allows for the integration of other fast frequency

regulation techniques, such as synthetic inertia.

The SOC-dependent scheme proposed permits to control the active power output of

the HESS, introducing a supplementary signal that modifies the active power set-point of

the BESS control system, without interfering with the reference signal set by the external

controller responsible for SI/FFR frequency support. The proposed scheme can be used

to limit the automatic control actions to safeguard the ESS SoC, e.g., limiting the control

action during sustained frequency transients.

Furthermore, this study aims to optimally use different storage systems that can work

together to improve frequency regulation, while safeguarding their SoC.

4.4.1 SOC-feedback method for fast frequency regulation

In this section, a hybrid storage system consisting of a battery and a supercapacitor, each

equipped with a controller for fast frequency regulation, is modeled. This controller adopts

at the same time a component proportional to frequency deviation (FFR) and a component

proportional to RoCoF (SI), as also proposed in [168]. In addition to FFR/SI control, for

each energy storage system, a further control function is introduced to take into account

SoC variations during the implementation of fast frequency regulation. Thanks to this

additional control, the SoC of energy storage systems is safeguarded during operation.

Furthermore, the control allows to restore SoC to a reference value at the end of the

frequency event.

The working principle of the proposed SOCFM is similar to the one described in

[165–167], where SoC changes result in a translation of the f-P characteristic of the

primary regulation control loop (as shown in Fig. 4.45 for a generic BESS). However,

such a method is based on applying an offset to the frequency error and cannot be applied
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straightforwardly to a fast frequency controller that generates both primary regulation and

synthetic inertia control actions. Differently from [165–167], the proposed SoC feedback

control scheme is based on the application of a feedback control signal directly to the

active power reference used to control the storage unit. This scheme has the advantage of

being independent of the adopted fast frequency control scheme and the energy storage

technology used. When applied to a single storage system, the overall control scheme can

be schematized as in Fig. 4.46.

As shown in Fig. 4.46, the SoC deviation can be calculated by integrating the active

power exchanged by the storage system with the power grid over time using the expression

(4.1):

∆SOCBESS(s) =
1

E1 ·h
∆PBESS(s)

s
=

1
KE1s

∆PBESS(s) (4.1)

where ∆SOCBESS and ∆PBESS represent the SoC deviation and the active power de-

viation from the initial ones, respectively; KE1 is a constant representing the nominal

storage capacity expressed in power per second, that is given by the product of the nominal

capacity (E1) in kWh and a conversion factor (h = 3600) to convert hours in seconds.

Figure 4.45: SOC-feedback control scheme for primary regulation proposed in literature

Figure 4.46: Proposed SOC-feedback control scheme for fast frequency regulation
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Thanks to the proposed scheme, SoC measurement is not necessary and it is possible

to manage the SoC of the energy storage system using only active power measurements.

Moreover, differently from the block-diagram in Fig. 4.45 proposed in literature [165–167],

where the constant KF allows to obtain an off-set frequency correction from SoC variation,

the proposed SOC-feedback method applies a correction to the reference active power

output:

∆PSOC1(s) = KF1 ·∆SOCBESS(s) (4.2)

In such a way, this control limits the active power required by the storage system as the

SoC deviates from the initial value. The control also reestablishes the initial SoC when

the control action of the fast frequency control system ceases. The relationship between

the SoC deviation and the additional reference active power deviation is given in (4.2),

where K f is the coefficient linking them. A graphical reconstruction of the K f ratio and

the control operating margin is shown in Fig. 4.47.

Figure 4.47: Graphical determination of additional reference active power deviation

In this study, the proposed SOC-feedback method is applied to analyze the response of

a hybrid energy storage system during fast regulation actions. The hybrid system consists

of a BESS and a SC that can be controlled separately to provide fast frequency regulation

services.

The overall model of a controlled BESS/SC hybrid energy storage system is shown in

Fig. 4.48. The dynamic response of the two energy storage systems is modeled through first-

order transfer functions. The output active power (∆PBESS and ∆PSC) is used to calculate

the SoC variation (∆SOCBESS and ∆SOCSC) and the active power reference deviation
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(∆PSOC1 and ∆PSOC2). The output active power set-point of the fast frequency controllers

(∆P
′
re f 1 and ∆P

′
re f 2) is the result of the sum of two contributions: the first contribution is

proportional to the frequency deviation while the second contribution is proportional to the

frequency derivative (RoCoF). Coefficients KFFR1, KSI1 and KFFR2, KSI2, used for the fast

frequency controller of BESS and SC, permit to split the control action into two different

contributions. As also proposed in [168], the sum of each pair of coefficients can be set

equal to 1.

Figure 4.48: Proposed SOC-feedback control scheme applied to a Hybrid Energy Storage System

4.4.2 Open-loop test of the proposed controller

The response of the proposed control scheme was tested using as input of the model

in Fig. 4.48 the frequency transient experienced during a real severe contingency. The

transient used in this test, represented in Fig. 4.49 was reconstructed from the frequency

trend described in [169]. In this test, all parameters were set as in Table 4.8.

The rated active power of each energy storage system was assumed to be 0.05 p.u. of
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Figure 4.49: Frequency transient experienced during the Aug. 9th 2019 Great Britain power system
disruption event

Table 4.8: Base parameters of the proposed SOC-feedback control scheme

R1 TBESS KE1 KFFR1 KSI1 KF1
0.05 0.1 180 0.8 0.2 0.167

R2 TSC KE2 KFFR2 KSI2 KF2
0.05 0.04 3 0.2 0.8 0.1

the entire power grid. The rated active represents also the maximum active power deviation

for both devices (∆Pmax
SOC1 = ∆Pmax

SOC2 = 0.05). The energy capacity of BESS and SC, was set

so that, starting from a 100% SoC, the devices can fully discharge at the rated active power

in one hour and one minute, respectively. Coefficients KE1 and KE2 can be calculated

according to (4.1).

A maximum ∆SOCmax
BESS deviation of 30% has been assumed for the BESS, whereas

a ∆SOCmax
SC of 50% was considered for the SC. According to (4.2), coefficients KF1 and

KF2 have been chosen in such a way that the maximum power rate corresponds to the

maximum SoC deviation.

The active power references exiting the fast-frequency controllers, ∆P
′
re f 1 and ∆P

′
re f 2,

are limited by ∆Prmax
BESS and ∆Prmax

SC , respectively. This limit is represented by a saturation

block and is necessary because the power reference actually sent to the device (∆Pre f 1

and ∆Pre f 2), given by the difference between the power reference arriving from the fast-

frequency controller and the additional active power reference, must be able to reach zero

when the SoC of the component has reached the assumed minimum or maximum SoC
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deviation.

Given the higher energy capacity, a greater weight has been set to the contribution

proportional to the frequency deviation (higher KFFR1) than the contribution proportional

to the frequency derivative (lower KSI1) in the fast frequency controller of the BESS. On

the contrary, since the SC is a device capable of providing higher power density, a higher

weight has been set in its fast frequency controller to the contribution proportional to

the RoCoF (higher KSI2) than to the contribution proportional to the frequency deviation

(lower KFFR2).

In Figs. 4.50 and 4.51 are shown the active power response and SoC behaviour of the

two controlled energy storage devices for the frequency event in Fig. 4.49.

Figure 4.50: Active power responses of the HESS model for open-loop response analysis

Figure 4.51: SoC behaviours of the HESS model for open-loop response analysis
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Figure 4.52: BESS active power references for open-loop response analysis

Figure 4.53: SC active power references for open-loop response analysis

As it can be observed in Fig. 4.50, for the BESS fast frequency regulator, the pro-

portional contribution to the frequency deviation is preponderant over the proportional

contribution to the frequency derivative. For this reason, a noticeable active power ab-

sorption of the BESS can be observed in the moments before the failure where a slight

over-frequency was detected. On the other hand, the supercapacitor fast frequency reg-

ulator generates a SI contribution preponderant with respect to the FFR. SC behavior is

slightly affected by the absolute frequency value, where as it is heavily affected by fast

frequency changes and RoCoF.

The SoC responses are shown in Fig. 4.51. The BESS, endowed with a much larger

capacity than the SC, varies its SoC only slightly during the transient. In this case the SoC

feedback control does not affect significantly the BESS response. On the contrary, the SoC
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of the SC varies considerably and, for this reason, the active power contribution is limited

in the interval from about t = 80 s to t = 200 s, as it can be observed in Fig. 4.50. The

effect of the SOC-Feedback Method on the active power reference sent to BESS and SC is

more explicitly recognizable in Figs. 4.52 and 4.53, where it is possible to separate the

frequency regulation from the SOC-Feedback Method (SOCFM) correction.

The values shown in these figures are described in Fig. 4.48. The values shown in these

figures are the output active power reference from the fast frequency regulators (∆P
′
re f 1,

∆P
′
re f 2), the additional output active power reference from the SOC-Feedback Method

(SOCFM)s (∆PrBESS, ∆PrSC) and the resulting active power references sent to the storage

systems (∆Pre f 1, ∆Pre f 2), for the BESS and SC, respectively.

4.4.3 Closed-loop response analysis and controller parameters opti-
mal tuning

In order to test the aforementioned control system performance, further simulation tests

have been carried out. These simulations are aimed to study the behavior of the overall

power system with additional frequency support provided by HESS. An aggregated hybrid

storage system, that includes batteries and supercapacitors, has been integrated into the

power system model, to provide fast frequency regulation. The overall model used is

shown in Fig. 4.54.

Figure 4.54: Power system model with hybrid storage connected

The modeled system involves the simulation of the frequency dynamics in a power

grid when a load variation occurs, considering only the contribution of primary frequency

regulation. The contribution of secondary frequency regulation is not brought into account

because this study is focused on observing the first moments following a load change

and how the contribution to frequency regulation of storage systems changes when the

frequency is held at a value away from the steady state value for an indefinite time.
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In all tests, the system parameters were set as follows: generator droop RG = 5%,

generator time constant TG = 0.2s, turbine time constant TT = 0.3s, total system inertia

H = 2.5s, dumping factor D = 2%.

The coefficients considered in the model have been initially chosen following the

existing literature approaches [167, 168], and from the operating conditions of the devices

assumed in the model. However, the gain coefficients of the fast frequency controllers

(KFFR1, KSI1, KFFR2, KSI2) and the gains KF1 and KF2 can be optimally tuned by means

of a generic optimization algorithm. The problem to be solved minimized a generically

nonlinear function of all system variables

min
u

∫ T
f (x(t),u,d) ·dt (4.3)

subject to the differential set of equations

h(x(t),u,d) = 0 (4.4)

that can be expressed in the form

ẋ = A(u) ·x(t)+B(u) ·d (4.5)

x ∈ X

u ∈ U
(4.6)

where

uT = [KFFR1,KSI1,KFFR2,KSI2,KF1,KF2] (4.7)

xT = [∆Pe(t),∆ f (t),∆Pgov(t),∆PBESS(t),∆PSC(t),∆SOCBESS(t),∆SOCSC(t)] (4.8)

and where d represents the disturbance ∆PL applied at t = 0, X takes into account all

physical constraints and U limits the control variables. In (4.8), ∆Pgov and ∆Pe represent

the active power variation output from the governor and turbine model blocks, respectively.

∆ f represents the change in frequency output from the power grid, ∆PBESS and ∆PSC are
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respectively the changes in active power output from the BESS and SC, and ∆SOCBESS

and ∆SOCSC represent the respective changes in SoC. The formulation of matrices A,B and

C is given below:

A =



−1 0 1 0 0 0 0

1 −D 0 −1 −1 0 0

0 −1 Rg 0 0 0 0

K2
M

K1− D ·K2
M

0 −K2
M

+R1 −K2
M

−R1 ·K f 1 0

K4
M

K3− D ·K4
M

0 −K4
M

−K4
M

+R2 0 −R2 ·K f 2

0 0 0
1

Ke1
0 0 0

0 0 0 0
1

Ke2
0 0



(4.9)

B =

[
0 −1 0 − K2

2H
− K4

2H
0 0

]
(4.10)
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C =



1
TT

0 0 0 0 0 0

0
1

2H
0 0 0 0 0

0 0
1

RGTG
0 0 0 0

0 0 0
1

TBESSR1
0 0 0

0 0 0 0
1

TSCR2
0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1



(4.11)

Through discretization the dynamic problem formulated by eqs. (4.3)-(4.8) can be

converted into a static nonlinear problem in the discrete time domain:

min
u

F(x̂,u,d) (4.12)

subject to

H(x̂,u,d) = 0 (4.13)

x̂ ∈ X

u ∈ U
(4.14)

x̂T = [x̂T
1 , x̂T

2 , ..., x̂T
nstep] (4.15)

x̂T
k = [∆Pk

e ,∆ f k,∆Pk
gov,∆Pk

BESS,∆Pk
SC,∆SOCk

BESS,∆SOCk
SC] (4.16)

where H is the set of discretized differential equations, x̂k represents the state variables

at the kth time step and x̂ is the state variables’ simulated trajectory. The multi-objective
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optimization problem given by (4.12)-(4.16) is a nonlinear problem due to the combination

of u and x̂ in (4.13) and the effect of saturation blocks in (4.14). However, the problem

can be easily solved through any meta-heuristic method or through dynamic programming.

In this study, a Genetic Algorithm (GA) method, where each particle in the population is

represented by a vector with six real components in (4.7), is used to solve the problem. The

function F is a multi-objective function given by a weighted sum of six different objective

functions. The suggested multi-objective function that has been employed to reach the

desired performance is:

F(x̂,u,d) =
6

∑
i=1

αiJi(x̂,u,d) = min
u
(α1J1(u)+α2J2(u)+α3J3(u)+

+α4J4(u)+α5J5(u)+α6J6(u))

(4.17)

The six objective functions in (4.17) have been made explicit in eq. (4.18)-(4.23). The

objective functions have been normalized to have comparable values.

J1 =
1

nstep
·

nstep

∑
k=1

(
f k − f k−1

fn

)2

(4.18)

J2 =

(
max| f k − fn|

fn

)2

(4.19)

J3 =
1

nstep
·

nstep

∑
k=1

(
Pk

BESS ·∆t
EBESS

)2

(4.20)

J4 =
1

nstep
·

nstep

∑
k=1

(
Pk

SC ·∆t
ESC

)2

(4.21)

J5 =
1

nstep
·

nstep

∑
k=1

(
Pk

BESS −Pk−1
BESS

Pmax
BESS

)2

(4.22)

J6 =
1

nstep
·

nstep

∑
k=1

(
Pk

SC −Pk−1
SC

Pmax
SC

)2

(4.23)

where f k represents the system frequency at the kth time step, fn represents the nominal

system frequency, Pk
BESS, EBESS and Pk

SC, ESC represent the active power output at the kth
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time step and the energy capacity of the BESS and the SC, respectively. ∆t is the size of

the adopted time step and nstep is the number of time steps into which the optimization

window has been divided. In this case, a time window of 5 seconds and a time step ∆t

of 0.002 s have been chosen, obtaining a nstep of 2500. Pmax
BESS and Pmax

SC represent the

maximum active power output of the BESS and the SC, respectively.

Eq. (4.18) minimizes the sum of the frequency variations for each time step, while

eq. (4.19) minimizes the maximum deviation of the frequency from the initial value (i.e.

the nadir). These two functions are aimed to improve the system transient behaviour.

Eq. (4.20) and eq. (4.21) take into account the energy provided by the components,

BESS and SC, in relation to their maximum capacity. These equations take into account

the component wear cost, in relation to the energy throughput. Eq. (4.22) and eq. (4.23)

minimize the sum of the active power variations delivered by the BESS and SC, respectively.

Therefore, these functions allow during the optimization, to dampen the active power

variation dynamic required from the batteries, reducing the stress on the component.

4.4.4 Test results

The cases studied and shown below are aimed to optimize the response of the system in

Fig. 4.54 following at a load step variation ∆PL of 0.1 p.u. This load step was chosen equal

to the the available HESS flexibility (0.05+0.05 p.u.), in other to better observe the effects

of the optimization on the HESS response. However, in actual operation, the optimization

could be calculated on-line with respect to updated dynamic parameters (for example a new

estimate of the power system total inertia) and to an assumed worst possible contingency

(for example the loss of the highest generation unit or the sudden disconnection of the

highest load).

Although the functions (4.18)-(4.23) were normalized, the weights α can be chosen

in such a way as to emphasize a specific target. For example, during alert or vulnerable

conditions (for example when inertia is below a specific security threshold), components’

safekeeping can be sacrificed with respect to power system security. The effects of these

choices are presented in the test results. Desirable settings of weights can be obtained

through extensive off-line simulations.
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4.4.4.1 Case 1

In Case 1, the weight α1 was set relatively high (α1 ≫ 1), in order to induce the optimiza-

tion algorithm to choose a set of the parameters u such that the RoCoF is reduced as much

as possible. All other weights have been set to 1.

Figure 4.55: Frequency behaviour with RoCoF optimization

Figure 4.56: Battery active power response with RoCoF optimization

The coefficients set u, resulting from the optimization, is given in (4.24).

uT = [0.463,0.537,0.084,0.916,0.171,0.100] (4.24)

In Fig. 4.55 the frequency behavior in the first seconds after the step load change can

be observed and compared to the case with the non-optimized parameters (i.e. the values
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Figure 4.57: Supercapacitor active power response with RoCoF optimization

Figure 4.58: Battery SoC behaviour with RoCoF optimization

Figure 4.59: Supercapacitor SoC behaviour with RoCoF optimization
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in Table 4.8), and the case without the HESS contribution. In any case, the contribution

provided by the HESS allows a clear improvement in the frequency response of the system.

Compared to the non-optimized case, adopting the optimized set u in (4.24), the frequency

reaches a larger frequency nadir but has a reduced RoCoF.

In Fig. 4.56 and Fig. 4.57, it can be observed that the active power provided by the

BESS during the transient is lower than in the non-optimized case, so that the stress on

the component is reduced. On the other hand, similarly to the non-optimized case, the SC

power capability is exploited at the rated value (0.05 p.u.) in the very first instants following

the disturbance, when maximum RoCoF is experienced. Shortly after this maximum, when

the nadir is approached, the SC active power contribution rapidly decreases.

The SoC of BESS and SC drops only slightly as it can be observed in Figs. 4.58

and 4.59. The effect of the SOC-Feedback Method (SOCFM) is therefore only slightly

noticeable in the represented time window (first 10 seconds) that shows the response of

primary regulation. However, if the storage power capacity is exploited for a longer period,

for example also during secondary regulation, the SOC-Feedback Method (SOCFM)

control can smoothly reduce the contribution required by the storage resources, avoiding a

sudden triggering of storage SOC-based protections.

4.4.4.2 Case 2

In this second case, higher importance is given to preserving BESS lifetime by avoiding

fast active power variations.

Figure 4.60: Frequency behaviour with battery response optimization
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Figure 4.61: Battery active power response with battery response optimization

Figure 4.62: Supercapacitor active power response with battery response optimization

Figure 4.63: Battery SoC behaviour with battery response optimization
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Figure 4.64: Supercapacitor SoC behaviour with battery response optimization

Stress on the battery was limited increasing the weight of function J5. In this test a

α5 ≫ 1 was considered. All other weights were set to 1, obtaining the new solution:

uT = [0.931,0.068,0.742,0.258,0.829,0.101] (4.25)

By assigning a higher weight to J5, the algorithm selected u in such a way as to

reduce the variations in the active power delivered by the BESS without trying to severely

constrain the RoCoF. Indeed, as can be seen in Fig. 4.60, the RoCoF is less contained

compared to the non-optimized case. On the other hand, the frequency nadir is more

contained.

The reason can be observed in Figs. 4.61, where it is shown how the BESS provides

less active power than the optimized Case 1 in the first instants after the contingency, but

provides more active power during the remaining part of the transition. Similarly, even

the power contribution provided by the SC after the nadir is higher than in case 1 and the

non-optimized case.

This effect is due to the higher values of KFFR1 and KFFR2 resulting from this second

optimization. These high values of KFFR1 and KFFR2 are obtained because the weight

assigned to function J1 is no longer predominant with respect to the others. This condition

gives a higher nadir but faster component discharge in cases where the frequency remains

at a value other than the reference value after the disturbance. Indeed, it can be seen from

Figs. 4.63 and 4.64 how the SoC of the two components decreases more than in Case 1.
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4.5 Conclusion

This chapter has presented innovative solutions to optimize and maximize the utilization

of DERs in fast frequency support services, aiming to make the process smoother and

easily implementable in a future energy services market. The proposed approaches mainly

focus on the challenges associated with the increasing integration of DERs, principally

interfaced through grid-following inverters and with no inertia. These solutions represent

improvements over controls recently introduced in the literature.

In Section 4.1, a control law for providing SI through DERs interfaced via grid-

following inverters is introduced. This control enhances the performance of classical SI

control, requiring less energy and reducing stress on the controlled resource. Simultane-

ously, it improves the frequency response compared to using classical SI control. The

proposed SI control includes an additional component compared to classical SI control,

allowing the cancellation of the inertial contribution from the controlled resource when not

needed.

In Section 4.2, the effectiveness of a FFS contribution provided by DERs, specifically

V2G EVs, is thoroughly analyzed within the BLORIN research project framework. The SI

control proposed in Section 4.1 has been considered in the FFS controller used to assess the

impact of V2G vehicles on frequency support during transients on the island of Favignana.

The island’s electrical network was modeled in MATLAB/Simulink and the V2G vehicles

were emulated by a real LiFePO4 battery connected to the modeled grid through a PHIL

test setup. During these analyses, it was demonstrated that the proposed SI control ensured

greater system stability during frequency transients and allowed for a higher penetration of

end-users’ resources enabled for frequency support services on the island.

Analyses were conducted for transients related to a rapid decrease in power produced

by the island’s PV systems and for transients caused by protection interventions leading

to the disconnection of substantial load sections. In both cases, the contribution of V2G

vehicles proved significant, reducing frequency excursion, average RoCoF, and oscillation

amplitude during the transients. In evaluating these contributions in the case of over-

frequency phenomena, various implementations of "Active Power Limitation for Over-

frequency Transients Originating in the Grid" control (i.e. CEI-OFPL), imposed by the

Italian grid code CEI 0-16, were considered.

Section 4.3 explored the idea of using LED public street lighting systems to obtain an

extra grid support in scenarios characterized by very low rotational inertia. The capability
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of providing a very fast active power regulation, without disconnecting the lamps, was

investigated through a real Light-Emitting Diode (LED) lamp connected to a simulated

power grid via Power Hardware-in-the-Loop tests.

First, a simplified single-bus network characterized by low inertia was considered for

PHIL tests, then a more complex and precise network of a typical structure of a small

Italian island, the same reference small island described in Section 1.5.1.

In both cases, the proposed LED lamp control was tested in a scenario characterized by

an extreme reduction of inertia, allowing to prove how a non-negligible contribution to

frequency support can be obtained exploiting these controllable resources.

The support for frequency transients provided by the hypothesized Light-Emitting

Diode (LED) street lighting system in these studies was achieved through two different

controllers, FFR control, and SI control, analyzing the differences in the use of each. In

this application, similar to the analyses conducted in Section 4.2, the SI control used was

based on the SI control proposed in Section 4.1. However, in this case, envisioning a

nocturnal scenario, the lamps could only reduce their power consumption and contribute

to cases of under-frequency transients.

The PHIL tests showed that FFR control, in case of severe contingencies, allows a

more pronounced contribution to enhance the frequency behavior but causes a longer drop

in the illumination flux, which has a higher visual impact. On the other hand, SI control

has the advantage of reducing impacts on illumination levels, due to a shorter activation

time of the dimming control. For this reason, the SI control is preferable with regard to the

use of Light-Emitting Diode (LED) street lighting systems to provide ancillary services. In

both cases, however, the visual impacts due to the control can be considered negligible

and comparable to the same disturbances that can be observed during commonly power

quality events, such as deep voltage sags or transient voltage interruptions, which happen

hundreds of times in a year (more often than frequency events).

In Section 4.4, a SoC-feedback control mechanism is introduced to prevent abrupt

reductions in the SoC and restore the device’s charge to the pre-disturbance condition

following a transient event. This control is designed to alleviate stress on a generic

ESS component (in this study, a Hybrid Energy Storage System (HESS) consisting of a

BESS and a SC was hypothesized) during the delivery of fast frequency support services.

The proposed SoC-feedback control can be applied independently of the implemented

frequency regulation control law, as it modulates the set-point provided by a generic FFS

controller based on the component’s SoC.
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It has been shown how, through targeted optimization of control parameters, it is

possible to derive controller parameters to achieve an improvement in frequency response

and/or avoid excessive component stress. The results demonstrate how giving more weight

to battery protection rather than reducing RoCoF during a disturbance visibly changes the

frequency behaviour. Furthermore, the SoC control permits safeguarding of the state of

charge without limiting the action of the components during frequency transients.
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In this thesis, various tools and methodologies have been proposed to facilitate the im-

plementation of Microgrid (MG)s (MGs) in power systems, with a particular focus on

increasing the hosting capacity of Renewable Energy Sources (RES) in isolated or weakly

connected power systems.

The study addressed the challenges faced by small Italian islands characterized by high

operational costs and heavy dependence on fossil fuels. The elevated fuel costs and fuel

supply expenses not only pose management challenges but also contribute to higher energy

costs for the entire population of a country.

Moreover, achieving decarbonization and reducing greenhouse gas emissions in these

regions is a challenging task. Finding solutions to decarbonize these vulnerabilities in a

country’s electricity system landscape is a significant step forward.

Enabling greater penetration of renewables into these systems is complex. It requires

a comprehensive examination of all aspects of controlling these systems, ensuring that

there are resources that can sustain the low inertia of these systems and sufficient operating

reserves to compensate for unexpected, although frequent, variations in renewable energy

production.

This thesis has proposed technical and methodological advancements across several

aspects of isolated MG management. Firstly, an operational system planning algorithm

was introduced, aiming to minimize operational costs and cuts in load and renewable

production over a time scale ranging from 15 minutes to 24 hours.

Subsequently, a real-time algorithm was suggested, operating on a time scale from 1

minute to 15 minutes, evaluating and managing the real-time operating reserve available in

the system. Its goal is to make the system resilient to sudden load/generation variations.

Finally, advancements were proposed for frequency support during transients, ob-

serving and supporting the network in the earliest moments of a contingency, making the

network dynamically strong enough to withstand significant load and renewable production

231
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oscillations occurring within seconds.

The methodologies presented in this thesis are only a part of the activities conducted

during the doctoral journey, involving in-depth modeling of dynamic networks to study

trends, criticalities, and the impact of the proposed methodologies.

In all aspects and methodologies presented in this thesis, further studies and improve-

ments can be pursued. The effect of the presence and absence of a Battery Energy Storage

System (BESS), as well as its size, in islanded MGs can be analyzed through the ap-

proaches and methodologies discussed in Chapter 2. This will allow us to observe how the

various approaches are sensitive to the size of the BESS. Moreover, these approaches can

also be used to optimally size energy resources of an isolated MG, not only the BESS size

but also the number and the size of the installed Photovoltaic (PV) plants. Further studies

may also be conducted on the real-time algorithm proposed in Chapter 3, by analyzing how

the presence or absence of a Microgrid Controller (MGC) on isolated distribution networks

influences the hosting capacity of these systems, not only conceptually but also analytically,

by deriving the maximum penetration of renewable energy generation on the grid as the

parameters of the MGC change, with and without certain functions of it. Improvements in

the stability of islanded systems due to the innovative methodologies proposed in Chapter 4

can be further analyzed by hypothesizing different control methodologies distributed in

the network and how they influence each other.

Additionally, various activities, including power hardware in the loop and remote power

hardware in the loop experiments, were performed to validate some methodologies. These

activities encompassed the control architecture mentioned in Chapter 3 and the frequency

regulation services remuneration of the tests shown in Chapter 4.2 related to the BLORIN

project.

Furthermore, extensive modeling and testing efforts were undertaken to create com-

putationally lightweight network and electrical load models. These were used during the

tests described in this thesis, allowing real-time simulation of the modeled networks and

the aforementioned power hardware in the loop co-simulations.

Through computationally lightweight load modeling and real-time co-simulations, the

next step in this work emerges. Starting from this research, it will be necessary to consider

all the described methodologies, adapt them to coexist, and test the control structure of

an isolated MG in its entirety. These tools offer the ability to test the complete network

control across all time scales without having to build a prototype on a real island, which is

invasive for residents, as well as expensive, and challenging to get public authorities to
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authorize.

In conclusion, with this work, it is hoped to contribute to the technological advancement

of these themes, facilitating the rapid integration of renewable sources into isolated systems,

thereby reducing energy costs for users and emissions of polluting gases.

By increasing the stability and reliability of MGs operating in island mode, the aim

is to enable the integration of these systems into interconnected grids. Future studies

include a further generalization of the methodologies proposed in this thesis to make

them suitable for interconnected MGs and multi-MG systems. Advancements in these

studies could consider the possibility for nested MGs to communicate with each other

and collectively provide support for the security of the national power system even during

severe contingencies. Among the various contributions that a collection of dispersed

MGs can provide to the main grid, envisioning the re-powering of parts of the system

after a blackout, reducing downtime and improving the quality of electrical service. In a

future power system composed of various interconnected MGs, the resolution of numerous

power system management issues through the use of MG resources is possible. It would

no longer be a stringent constraint to keep the entire grid interconnected, allowing for

solutions to optimal network reconfiguration or optimal power flow problems where parts

of the system are isolated. By increasing the range of possible network management

solutions, a reduction in network management costs can be achieved, resulting in lower

MG implementation costs and lower electric energy costs for end users.
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