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Enabling The Multi Facets of Privacy in Modern Communication Systems via

Cutting-edge Techniques and Protocols

by Ingrid Huso
∗

The rapid advancement of digital communication technologies, accelerated by the conver-

gence of the Internet of Things (IoT), Industrial IoT (IIoT), and 5G networks, has revolu-

tionized information sharing while introducing new privacy and security challenges in areas

such as data privacy, trust management, and secure communications. This work introduces

a privacy-centered approach to tackling emerging security challenges, starting with a novel

fog-enabled Social Internet of Things (SIoT) architecture that integrates Trust Management

Systems (TMS) to enhance service discovery, trustworthiness, and resource efficiency. To

protect data at the network edge, the thesis develops a distributed data dissemination frame-

work that utilizes searchable encryption and edge computing to ensure robust data privacy.

Additionally, it explores the influence of carrier frequency on the resilience of Radio Fre-

quency Fingerprinting (RFF) within Physical Layer Security (PLS), reinforcing device-level

authentication with privacy-preserving elements. Finally, the thesis proposes an end-to-end

cryptographic framework for Lawful Interception (LI) in Beyond 5G networks, aiming to

strike a balance between stringent privacy protections and compliance with regulatory stan-

dards. Together, these contributions offer a multifaceted approach to privacy, blending archi-

tectural innovations, encryption mechanisms, and scalable frameworks for the next generation

of secure communication networks.
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xix

Scientific contribution

This work advances privacy-preserving techniques and security protocols for modern commu-

nication systems, addressing critical challenges in Internet of Things (IoT) and 5G network

integration. By focusing on privacy, scalability, and trust, the research provides a deeper

understanding of secure and efficient data exchange across interconnected ecosystems, fos-

tering robust solutions for next-generation infrastructures. Foundational technologies such

as Software-Defined Networking (SDN), Network Function Virtualization (NFV), Multi-

Access Edge Computing (MEC), and network slicing enable dynamic, low-latency, and high-

bandwidth infrastructures to meet the demands of IoT applications. However, their adoption

introduces new challenges, particularly in securing data, managing trust, and ensuring pri-

vacy. Addressing these challenges requires innovative frameworks to enhance the reliability

and security of modern networks.

To support secure interactions, a multi-layered, fog-enabled Social IoT Social Internet of

Things (SIoT) architecture leverages trust and reputation management systems to evaluate de-

vice behavior and resource trustworthiness [1]. This decentralized approach ensures efficient

service provisioning while reducing overhead and maintaining reliability. Additionally, en-

tity virtualization has the potential to optimize resource orchestration, improving scalability

in increasingly complex IoT environments.

In data-intensive environments, privacy-preserving frameworks based on Searchable En-

cryption (SE) enable secure keyword-based searches on encrypted data. Combined with

a publish-subscribe communication model at the network edge, the proposed solution ad-

dresses critical privacy challenges in edge-computing scenarios, where data is distributed

across resource-constrained and less secure components [2]. Experimental results demon-

strate the efficiency of this approach, highlighting its suitability for lightweight, scalable, and

secure data dissemination [3]. Optimizing edge server placement through advanced algo-

rithms based on traffic load and processing dynamics will further enhance the framework’s

performance.

Moreover, Physical Layer Security (PLS) is explored with a focus on Radio Frequency

Fingerprinting (RFF) for robust device authentication. Extensive experiments described in

[4] and [5] using Software Defined Radio (SDR) validate the effectiveness of RFF-based

techniques under multi-frequency operations and interference. These results demonstrate the

feasibility of PLS as a complementary security layer, enhancing authentication and privacy

directly at the hardware level. Addressing challenges such as interference and scalability will

extend the applicability of PLS to more complex network environments.

In addition, to balance security and regulatory compliance, the work in [6] introduces an

end-to-end encryption framework for Lawful Interception (LI) within modern communication

networks. This cryptographic scheme enables secure data exchange, particularly for Voice

over IP (VoIP) and messaging applications, while ensuring authorized access for regulatory

purposes. The framework provides a balanced approach to privacy and compliance, paving

the way for LI-compliant systems in multi-slice networks and edge-based infrastructures.

In conclusion, the research conducted in this thesis highlights the need for advanced secu-

rity paradigms that integrate software and hardware approaches to address evolving challenges

in privacy, trust, and Lawful Interception.
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Introduction

The rapid evolution of digital communication technologies has transformed how information

is shared, creating unprecedented opportunities and significant privacy challenges. With the

advent of IoT, Industrial Internet of Things (IIoT), and Fifth generation mobile (5G) networks,

communication systems have become increasingly interconnected and complex, facilitating

high-speed data exchange and supporting diverse applications across sectors like healthcare,

automotive, and industry [7]. The integration of IoT and 5G technologies is instrumental in

establishing seamless connectivity among smart devices, forming the cornerstone of next-

generation telecommunications, where key enabling technologies are essential in meeting the

scalability and flexibility demands, thus fortifying the underlying architecture for an intercon-

nected, intelligent network infrastructure [8].

In particular, SDN decouples network management from hardware, supporting programma-

bility and dynamic control over network functions, essential for the scalability needs of IoT-

driven 5G networks [9]. NFV enables traditional network services to be run as software on

general-purpose hardware, reducing costs and accelerating the deployment of new services

[10]. MEC brings computational resources to the network edge, allowing low-latency, data

processing close to users, while isolating traffic from core network resources [11]. Finally,

network slicing leverages virtualization to create multiple, isolated virtual networks over a sin-

gle physical infrastructure, customizing resource allocation, quality of service, and security

to meet the diverse application requirements within 5G environments [10].

However, these advances bring new challenges in protecting sensitive data from potential

breaches and unauthorized access. As communication networks grow increasingly complex,

the development of robust privacy-preserving techniques and protocols is essential to main-

taining trust and security across diverse, interconnected systems [7].

Specifically, in large-scale IoT networks where heterogeneous devices independently es-

tablish social connections enhancing resource and service discoverability, the trustworthiness

management of IoT nodes emerges as a crucial aspect [12]. Herein, the Trust Management

System (TMS) functions as the module tasked with assessing the actions of social entities,

automatically determining and updating their trust levels through systematic processes [13].

Therefore, a distributed IoT architecture ensuring the trustworthiness and availability of re-

sources from service providers within the IoT environments is required.

Moreover, given the susceptibility of IoT devices in unsecured environments, malicious

actors can intercept or compromise confidential data. Consequently, it is essential to secure

data using strong cryptographic methods, directly applied by the data provider, by ensuring

data privacy independently from the stored servers [14]. Thus, this underscores the signifi-

cance of developing new approaches capable of enhancing security within the data dissemi-

nation process.

In addition, next-generation technologies pose the need for new security frameworks that

go beyond traditional cryptographic approaches [10]. In response, PLS provides a range of

innovative techniques, including advanced channel coding, secrecy coding for wiretap chan-

nels, privacy-protective transmission methods, secret key generation from shared random-

ness, physical unclonable functions for device authentication, and RFF for secure identifica-

tion [15]. Specifically, RFF exemplifies a Physical Layer Authentication (PLA) technique that

aims to verify the legitimacy of transmitting devices by examining inherent imperfections in
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their hardware components, which arise during the manufacturing process. These hardware-

induced anomalies are expected to be unique to each device, rendering them exceptionally

difficult for adversaries to imitate. Herein, in scenarios where IoT devices operate across

multiple communication frequencies, it is essential to investigate the robustness of RFF with

respect to variations in carrier frequencies.

Lastly, ensuring secure and reliable communication in modern systems necessitates robust

end-to-end security, particularly for cross-trust-domain interactions in heterogeneous network

environments [16]. In this context, whereas the pervasive adoption of end-to-end encryption

significantly enhances communication security and privacy, it also complicates interception

for authorized entities [17]. Addressing this challenge requires the development of advanced

decryption techniques and the establishment of cooperative frameworks between telecommu-

nications providers and Law Enforcement Agencies (LEAs).

This thesis aims to explore advanced security protocols and techniques designed for mod-

ern communication systems, focusing on their application within IoT and 5G networks. In de-

tail, a brief summary of the thesis chapters is provided below. Chapter 1 introduces to 5G key

enabling technologies and covers topics such as trust management, privacy preservation, phys-

ical layer security, and end-to-end encryption techniques tailored for 5G and beyond networks.

Hence, Chapter 2 introduces an innovative multi-layered, fog-enabled SIoT architecture aimed

at providing rapid service delivery, enhanced scalability, robust fault tolerance, and improved

security. Additionally, Chapter 3 envisages a distributed and privacy-preserving data dissemi-

nation framework based on SE techniques and a publish-subscribe model at the network edge.

Moreover, Chapter 4 investigates, through real experiments and the use of SDRs, (i) the crit-

ical dependence of RFF accuracy on the alignment between training and testing frequencies,

and (ii) the impact of unintentional communication on the RFF accuracy. Then, Chapter 5

introduces an innovative LI framework integrating an end-to-end cryptographic scheme opti-

mized for the interception at the application layer, offering a technological solution aimed at

enhancing the 3rd Generation Partnership Project (3GPP) LI standard. Finally, the findings

of this thesis work are summarized and potential future research directions are suggested.
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Chapter 1

Introduction to Security in Modern

Communication Systems

Integrating IoT technologies with 5G networks has catalyzed innovations across diverse sec-

tors, including smart homes, autonomous vehicles, and critical infrastructure. With high-

speed data transmission, ultra-low latency, and efficient power usage, 5G networks support

billions of interconnected sensors, enabling real-time applications such as industrial automa-

tion and remote healthcare. Key enabling technologies within the 5G and emerging Beyond

5G (B5G) ecosystems (i.e., SDN, NFV, MEC, and network slicing) further enhance this

framework by addressing scalability and flexibility requirements. As the convergence of 5G

and IoT progresses, so does the imperative for robust security protocols to counter vulnera-

bilities in this increasingly complex network ecosystem. Ensuring the privacy and integrity

of transmitted data remains a priority within the 5G-IoT landscape, fostering secure, resilient,

and trustworthy communication.

1.1 Key Enabling Technologies in Modern Communication Net-

works

The proliferation of IoT services has had a profound impact across numerous industries, bene-

fiting fields as varied as industrial systems, remote-controlled surgical equipment, connected

vehicles, and essential infrastructure operations [7]. A key enabler of IoT advancements is

the emergence of 5G networks, which have laid the foundation for connecting billions of sen-

sors globally. Integrating 5G with IoT introduces high-speed data transmission capabilities,

reduced energy consumption for low-power devices, and ultra-low latency (below 2 millisec-

onds), along with the seamless integration of diverse technologies and platforms [7]. Collec-

tively, these features support the connection of billions of heterogeneous devices with sensors,

providing the foundation for advanced services that span diverse applications.

In this rapidly evolving technological landscape, essential drivers within the 5G-IoT ar-

chitecture are paving the way toward a fully connected environment. These technological

advancements cover a broad range, including ultra-low latency communication systems that

enable real-time applications such as autonomous vehicles and industrial automation. Addi-

tionally, energy-efficient designs are crucial to extending the battery life of IoT devices, which

enhances device durability and helps to reduce operational costs over time. At the same time,

the integration of edge computing, Machine Learning (ML), and Artificial Intelligence (AI)

within the 5G-IoT ecosystem represents a paradigm change. Moreover, as the number of IoT

devices expected to be incorporated into 5G networks grows exponentially, robust security

protocols and scalable network structures are essential to protect data and manage this antic-

ipated device influx effectively [7].

To support these advancements, the following key enabling technologies within the 5G

and B5G ecosystem are necessary:
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• Software-Defined Networking provides a centralized abstraction that enables pro-

grammability across the entire network. The primary goal of implementing SDN is

to separate the control plane from network devices, such as switches, enabling an ex-

ternal network controller to dictate network functions and manage forwarding infras-

tructure, including routing and key management processes [9]. By decoupling these

elements, SDN facilitates the deployment of new applications and enhances the flex-

ibility of network management, which is essential for handling the exponential traffic

growth anticipated in future mobile networks. As such, SDN plays a significant role as

an enabler within the 5G-IoT environment [9].

• Network Function Virtualization transforms traditional network services, which his-

torically required specialized hardware, by enabling these services to operate as soft-

ware applications in cloud environments [10]. NFV uses general-purpose hardware,

allowing network functions to be deployed dynamically on demand. This transforma-

tion reduces capital expenses (CAPEX) by minimizing reliance on proprietary devices

and underutilized hardware. Furthermore, NFV accelerates the deployment of new

services, shortening innovation cycles for providers, and supports multi-version and

multi-tenant capabilities for network appliances, allowing a single platform to support

various applications, services, and user groups simultaneously [9], [10].

• Multi-Access Edge Computing within 5G mobile networks enables localized cloud

storage and computing resources at the network edge, facilitating data processing closer

to the end-user [11]. By bringing computing applications, data processing, and analyt-

ics to the edge, MEC enables a network structure focused on data proximity, achieving

extremely low latency, high data throughput, and improved intelligence and control

[18]. Processing data close to the source allows for the exchange of analyzed insights

instead of raw data, significantly reducing traffic and conserving network resources.

Additionally, MEC isolates data traffic from the core network, decreasing the load on

central resources and contributing to overall system efficiency [11].

• Network Slicing is a core feature of 5G networks, using virtualization to enable mul-

tiple logical or virtual networks to operate over a shared physical infrastructure. The

primary purpose of network slicing is to manage physical resources effectively, group-

ing and isolating traffic according to the specific needs of different tenants and optimiz-

ing resources at a high level [19]. Each network slice is customized to support distinct

use cases or operational requirements, and logical slicing divides a single physical net-

work into several end-to-end virtual networks, maintaining strict isolation across each

network in terms of access, transport, device, and core functions [10]. This approach

allows for different service types to be delivered through dedicated virtual networks tai-

lored to each application’s specific requirements, including resource allocation, Quality

of Service (QoS), and security [10].

These enabling technologies drive the capabilities of 5G and B5G networks, empower-

ing the IoT landscape and advancing connectivity on a global scale. By harnessing SDN,

NFV, MEC, and network slicing, the 5G-IoT ecosystem can meet the demands of a highly

connected world, offering real-time, efficient, and secure services across diverse applications

and industries.

1.2 Security Issues and Challenges

The advancement of mobile networks, previously discussed, aims to address the escalating

demands for enhanced performance, portability, flexibility, and energy efficiency in emerging
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network services [7], as previously described. Whereas in earlier generations, security efforts

primarily targeted billing integrity and basic user data protection, in the context of 5G, se-

curity must accommodate a far more complex ecosystem, one with an increasing number of

connected devices and intricate service models [10]. Additionally, the 5G exceptional con-

nectivity and the sensitive nature of IoT applications and mission-critical services in sectors

such as healthcare and automotive heightens the need for robust protocols and data protection

strategies overcoming specific security challenges.[7].

In particular, ensuring the integrity and confidentiality of data, protecting user privacy,

securing network infrastructure, and countering sophisticated cyberattacks are all central con-

cerns. To meet these challenges, robust encryption techniques, secure authentication proto-

cols, and efficient intrusion detection systems are necessary. Furthermore, the exponential

increase in IoT devices connected through 5G complicates efforts to secure an extensive and

diverse array of interconnected devices [7].

Thus, addressing these core security and privacy concerns is essential to building a trust-

worthy and resilient 5G ecosystem capable of delivering on the promises of next-generation

connectivity while upholding stringent privacy and security standards [7].

1.2.1 Trustworthiness Management

The swift growth of IoT applications across various areas has underscored the need to embed

intelligence within IoT frameworks. Herein, it enables devices to make decisions and provide

services autonomously, optimizing functionality and enabling innovative, intelligent services

[20]. These advances, however, bring new security vulnerabilities, as malicious entities in

IoT networks adopt increasingly sophisticated, intelligence-driven attack strategies that are

difficult to detect. To address this, Trust Management (TM) has become an essential security

approach. TM systematically evaluates the behavior of IoT entities over time, assessing their

reliability to reduce potential risks [20].

Specifically, it is a set of techniques, strategies, and frameworks aimed at evaluating the

reliability of IoT nodes [21]. Traditional TM models generally consist of three main stages:

(i) gathering trust parameters, (ii) updating trust, and (iii) inferring trustworthiness [20]. In

the first stage, the TMS collects relevant parameters either through direct assessment or in-

direct observations from neighboring nodes [21]. These parameters are chosen based on the

specific context, such as node characteristics and the particular demands of IoT services. In

the second stage, a trust value is calculated to reflect the node’s reliability, using a predefined

mathematical formula in the trust updating process [20]. This updating process further de-

pends on two critical dimensions related to the: i) TMS architecture and ii) TMS basis. For the

TMS architecture, trust management can be implemented through a centralized model, where

a single node performs the trust evaluation, a distributed model, where nodes self-organize,

or a hybrid model that integrates both centralized and distributed elements[20]. Moreover, for

the TMS basis, trust management can operate on a time-based model, performing updates at

regular intervals, an event-based model, triggered by specific occurrences, or a hybrid model

combining both approaches [20]. Finally, the trust value is used to infer whether a node is

reliable or not. If a node is deemed trustworthy, this result is recorded as part of its historical

data to inform future trust updates [21].

Despite its critical role, existing TM frameworks exhibit limitations, such as continuous

trust evaluation, limited metrics for service-based scenarios, and gaps in counteracting in-

telligent attacks [20]. Improving TM to integrate with service-oriented functions is vital to

monitor trustworthiness at both local and network-wide levels, providing a robust defense

against the rising threat of intelligent intrusions within IoT environments [20].
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1.2.2 Privacy Preservation in Data Distribution

Privacy in 5G networks has become a crucial topic, as this technology is set to redefine ac-

cess to digital services while introducing new challenges in data security, individual rights,

and communication confidentiality [10]. Unlike previous mobile network generations, 5G in-

troduces intricate, service-specific, and structural requirements, calling for rigorous privacy

standards and regulations to foster trust among users and stakeholders [10].

The primary privacy concerns in 5G include data protection, location privacy, and identity

management, each requiring unique protection, especially in sensitive domains like healthcare

[7]. Specifically, the advanced capabilities of 5G enable highly personalized services, which

necessitate different privacy levels depending on the service type. For example, location-

based services continuously track users to enhance convenience but also introduce notable

privacy risks related to real-time location tracking [10]. Thus, effective privacy solutions in

5G networks depend on several factors, such as adaptability, data management proficiency,

and regulatory enforcement [10]. Organizations must conduct impact assessments and con-

sider hybrid approaches—such as storing sensitive data closer to users at the edge cloud while

keeping less critical data in central cloud storage [7].

In the context of 5G networks and IoT ecosystems, privacy is a critical concern due to

shared environments and challenges in maintaining personal data ownership, particularly as

information sharing can intensify data privacy risks [7]. The deployment of 5G supports

shared network infrastructures or virtualized environments heightens the risk of unauthorized

data access and unintended data exchanges, posing questions of accountability in cases of data

loss [7].

Simultaneously, the proliferation of IoT devices has driven the need for secure data man-

agement as these devices generate significant volumes of sensitive data that must be carefully

stored and processed [22]. To protect user privacy in cloud environments—often leveraged

to handle this data, SE and other cryptographic techniques like homomorphic encryption are

employed [22]. SE enables secure searches over encrypted data stored in the cloud, while ho-

momorphic encryption allows computations on encrypted data without exposing its contents

[22].

In particular, SE is a cryptographic technique enabling keyword search functionality di-

rectly over encrypted data, maintaining confidentiality while allowing data retrieval capabil-

ities for authorized users [23]. This approach is critical for scenarios where data needs to

remain secure yet accessible to entities beyond the data owner [23]. SE schemes employ var-

ious encryption techniques, including Symmetric Searchable Encryption (SSE), Public-Key

Searchable Encryption (PKSE), and Attribute-Based Searchable Encryption (ABSE), each

providing unique features and security assurances [24]. These schemes facilitate efficient and

secure data querying in applications where confidentiality is paramount and ensure privacy-

preserving storage and processing, addressing some of the critical security concerns in shared

infrastructures of 5G and IoT ecosystems [22].

1.2.3 Physical Layer Security

The transition to 5G wireless communication, along with the advent of next-generation tech-

nologies, presents new challenges for the PLS community, necessitating security models that

extend beyond conventional cryptographic methods [10]. To address these demands, PLS

offers various innovative techniques, including advanced channel coding, secrecy coding for

wiretap channels, transmission mechanisms that protect the user privacy, secret key gener-

ation from shared randomness, physical unclonable functions for device identification, and

RFF for authentication [15].
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In this context, PLA has garnered significant research attention due to its inherent secu-

rity benefits. PLA allows for swift differentiation between legitimate and rogue transmitters

directly at the physical layer, minimizing computational demands and reducing latency by

bypassing upper-layer processing [25]. PLA is also highly adaptable, functioning effectively

in heterogeneous systems where devices can interpret physical-layer signals even when they

cannot decode each other’s higher-layer data [25]. Importantly, PLA is intended as a com-

plement to rather than a substitute for upper-layer authentication. For example, in two-factor

authentication, PLA can confirm the authenticity of a user’s device, while higher-layer meth-

ods can authenticate the user’s identity—improving security in scenarios with varied device

usage or distributed-antenna configurations [25].

PLA techniques are typically classified as either passive or active [25]. In passive meth-

ods, the receiver authenticates the transmitter by examining physical-layer properties, such as

RF or channel characteristics. Conversely, active methods involve the transmitter embedding

an authentication tag within the transmitted signal using a secret key, which the receiver then

identifies to verify authenticity [25].

In particular, RFF represents a PLA approach that focuses on determining the authentic-

ity of transmitting devices by analyzing unique imperfections in their hardware components,

which are introduced during manufacturing [26]. These hardware-based anomalies are in-

tended to be distinctive for each device, making them extremely challenging for an adversar-

ial entity to replicate. RFF-based PLA can utilize either transient signal characteristics or

stable features derived from the modulated In-Phase Quadrature (IQ) sample pairs [26]. Con-

sequently, extensive research has been dedicated to evaluating the authentication efficacy of

RFF techniques within this domain.

1.2.4 End-to-End Encryption against Lawful Interception

As mobile and wireless communication technologies evolve B5G, modern heterogeneous net-

works are expected to converge through the integration of diverse networking technologies.

This integrated network environment introduces unique security challenges, particularly in

establishing secure key agreements and preventing content theft during inter-domain com-

munications [16]. To maintain secure and reliable communications, end-to-end security is

critical, particularly for cross-trust-domain communications within these heterogeneous net-

work environments [16].

In this context, today modern communication systems increasingly rely on applications

such as Skype, Zoom, Telegram, and WhatsApp, which produce large volumes of multimedia

content, including text, voice, and video. Consequently, the need for effective sensitive data

protection systems has intensified to secure this diverse content. One approach is to implement

an end-to-end encryption system that does not depend on any online services or centralized

infrastructure. Many Voice over IP (VoIP) and Instant Messaging (IM) applications now claim

to provide end-to-end encryption, which ensures that only the sender and designated recipient

can access the contents of a message [27].

Within the scope of secure digital communication and private messaging applications,

the Off-The-Record (OTR) protocol was developed to enable end-to-end encryption [28]. Al-

though the OTR protocol has been available as a plugin for popular IM clients like Pidgin,

its adoption has been limited due to usability challenges [29]. Public awareness around pri-

vacy concerns heightened after the Snowden disclosures, leading to the development of new

encrypted messaging systems that address end-to-end encryption requirements by enhancing

and adopting the OTR protocol [27]. To offer both end-to-end encryption and additional secu-

rity features, such as forward secrecy and future secrecy, Open Whisper Systems introduced

the Signal protocol. This innovative end-to-end encryption protocol supports both real-time

(synchronous) and delayed (asynchronous) communication. The Signal protocol utilizes a
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key-distribution server to manage user identities and temporary keys, facilitating its use in

both synchronous and asynchronous messaging contexts [30].

While the widespread adoption of end-to-end encryption greatly improves the security and

privacy of communications, it also makes intercepting communications significantly more dif-

ficult for authorized entities [17]. In this context, the European Union has observed a marked

increase in the activities of criminal networks engaged in cybercrime, terrorism-related of-

fenses, and illicit trade [31]. To combat these threats, Law Enforcement Agency (LEA) re-

lies extensively on LI tools to prevent, detect, and investigate criminal and terrorist activities.

However, the continuous evolution of network architectures and associated services poses sig-

nificant challenges to the development and implementation of advanced LI technologies. The

advent of converged Beyond 5G network architectures, driven by novel key enabling technolo-

gies and communication paradigms, coupled with the pervasive adoption of robust end-to-end

encryption mechanisms, necessitates innovative scientific and technical solutions [32]. When

end-to-end encryption is employed, intercepted data can appear to LEAs as little more than

a sequence of bits with minimal readable information. Consequently, balancing privacy and

security with the needs of LI becomes critically important. Addressing these challenges effec-

tively requires the development of robust decryption methods and the creation of cooperative

frameworks between telecommunications providers and LEAs.
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Chapter 2

Trusted Service Provisioning in Social

Internet of Things

In the Social Internet of Things paradigm, the Trust Management System computes trust val-

ues of involved social objects, identifies trusted relationships, and selects the most suitable

object able to provide a target service. State-of-the-art mechanisms conceived to address

these tasks generally avoid considering the actual availability of social objects and demand

the implementation of complex algorithms to constrained nodes.

The scientific literature already formulated different methodologies addressing these key

functionalities. Most of the solutions, including those presented in [13], [33]–[37], implement

the service provider selection without considering the availability of the actual resources.

Consequently, requests may be frequently directed to social objects with higher trust val-

ues, favoring network congestion episodes and increasing latencies. Furthermore, some other

valuable contributions expect to implement trust computation and service provider selection

directly in the SIoT nodes [13], [33], [34], [37], [38]. Nevertheless, as explicitly highlighted

[39], this represents an evident drawback for SIoT devices with limited storage and computa-

tion capabilities. Indeed, to the best of the authors’ knowledge, the design of a more effective

SIoT architecture able to jointly address these issues still represents an uncovered research

goal.

To bridge this gap, the work presented herein conceives a novel multi-tiered SIoT archi-

tecture, where key functionalities are properly implemented to guarantee low latency, high

scalability, fault tolerance, and security. Specifically, the lower level of the architecture em-

braces physical objects and their logical abstractions, exposing resources and services. The

TMS entity, hosted at the first fog layer of the architecture, jointly addresses the trustworthi-

ness of service providers under its control and the monitoring of the availability of resources

exposed by related social objects. In this way, it can support an effective service provider

selection without burdening on the constrained capabilities of social objects and preventing

the network from blocks and slowdowns. Blockchain shares available services, relationships,

and trust values across organizations and service domains at the second fog layer of the ar-

chitecture. This allows to securely extend the boundaries of offered novel applications also

at a large scale. The effectiveness of the proposed approach is investigated through computer

simulations in a realistic SIoT scenario. The performance gain with respect to the baseline

solution that does not leverage the conceived enhanced functionalities for the TMS is eval-

uated as well. Obtained results demonstrate that the proposed approach can serve incoming

requests faster while guaranteeing a trusted and scalable service provisioning.

2.1 State of the Art on Trust Management Systems in the SIoT

The SIoT paradigm was recently born thanks to the promising integration of Social Network

capabilities in the IoT domain [40]. By autonomously generating social relationships, smart
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objects can improve resource visibility, object reputation assessment, and service discovery

[12][41]. Specifically, the social relationships are classified through different categories to

promote trustworthy interactions in a service-oriented environment [40] [42]:

• Ownership Object Relationship (OOR): established among objects belonging to the

same owner;

• Parental Object Relationship (POR): established among objects that are part of the

same family and generally produced by the same manufacturer;

• Co-Work Object Relationship (C-WOR): established among objects working together

for a common goal or in the same application;

• Co-Location Object Relationship (C-LOR): established among objects always located

in the same place;

• Social Object Relationship (SOR): established among objects without common at-

tributes or characteristics coming into contact because their owners come in contact

or have a social relationship.

As a result, to generate any form of relationship, each social object must verify some condi-

tions, such as the examination of the owner profile (OOR and POR), the geographical position

(C-LOR), and the operational context (C-WOR and SOR). In a typical SIoT deployment, the

TMS is the logical entity that evaluates the behavior of social objects and dynamically assigns

them trust values through automatic mechanisms. Then, identifying trusted relationships sup-

ports the selection of the most suitable object able to supply a given request [43]. This latter

task is referred to as service provider selection.

A social TMS in charge of evaluating and managing the trustworthiness of social objects

was introduced, for the first time, in [13]. That study investigated a centralized architecture

and identified its main deployment issues (e.g., single point of failure, low scalability). From

now on, the scientific literature proposed many other SIoT system architectures, discussing

the design of recommendation schemes based on the trust evaluation and defining different

strategies aiming to offer an appropriate service provider selection through the TMS.

For example, the paper [33] faces the service provider search among nodes in a distributed

manner with a new approach in a fast and autonomous way. The proposed strategy allows

reaching the suitable provider, considering the energy constraints of nodes to increase the

network lifetime. However, it neglects the aspects of load balancing, storage-saving, and the

management of service requests that offer high scalability to the network. The work proposed

in [34] defines functions and parameters to compute competence and willingness to quantify

a trust value in a SIoT environment. Nevertheless, the entire algorithm computation for trust

value is in charge of the IoT devices, not optimizing the computational loads. The contribution

in [38] provides a scheme of access service recommendation for the SIoT, addressing both load

balancing and network stability aspects. Here, within a distributed architecture, each node

stores the profiles of the other nodes involved in the network. However, the nodes involved may

not have sufficient storage capacity to keep track of the whole set of information needed. The

authors in [35] propose a service-based grouping decentralized architecture for SIoT network

as an approach to reduce the service discovery time. They exploit fog computing technology

to boost the computational system capability. Nonetheless, the proposal does not provide any

secure distributed storage technology for the management of social relationships.

The studies [37] and [36] present a blockchain-based trustful architecture for informa-

tion spreading in SIoT environments. The described models provide a secure and transparent

mechanism for trust evaluation. However, the first proposes efficient interactions to find the

most suitable service provider in the network without considering any factor related to the
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Figure 2.1: The proposed SIoT architecture.

employment of device resources. The latter, instead, presents an algorithm that exploits the

information entropy to increase the system security but turns out to be effective only for spe-

cific time intervals.

Unfortunately, none of the studies discussed so far presents a well-defined paradigm that

jointly embraces all the aspects of efficient resource management, scalability, and reliability

of the Social Network, as well as trustworthiness and resource availability of service providers

in SIoT environments.

2.2 The conceived Multi-tired SIoT architecture

Fig.2.1 depicts the novel SIoT architecture proposed in this work. It leverages a multi-layered

decentralized configuration based on fog computing technology. Such a configuration allows

for improving efficiency, increasing responsiveness, and reducing the computational loads of

the network nodes by exploiting the higher computational capability of the fog nodes.

The lower layer of the architecture, namely SIoT layer, manages object virtualization.

Social objects reproduce the digital counterparts of physical IoT devices while also collecting

social skills not explicitly supported in the real world. The attributes that identify a social

object and characterize its profile are:

• Device ID, which represents a device unique identifier;

• Owner ID, an identifier of the owner of the device;

• Manufacturer ID, useful to define the device manufacturer;

• Context, which indicates the type of task or service that the device can perform. A

device can have more context-related identifier values, depending on the number of

tasks/services it can accomplish.

• Resource capabilities, that indicates the resources a device can employ to provide ser-

vices;
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• Master node list, which indicates the set of master nodes responsible for managing all

information related to the device;

• Friend list, which stores all the relationships identified by a social object within the

Social Network.

Master nodes constitute the first sub-layer of the fog layer, namely fog sub-layer 1. The

primary role of the fog sub-layer 1 is to perform the TMS for the management of service re-

quests. A social object can act either as a service requester or a service provider. Moreover, to

encourage service discovery, they are grouped into service communities according to the ser-

vice they can provide. It is supposed that they can provide more than one type of service, thus

belonging to more than one service community at the same time. In turn, each community is

managed by a master node, which handles the Social Network of providers for the specific ser-

vice, potentially generating a virtual topology for each service community. After establishing

social relationships, a social object communicates to the network its availability to perform

services. Accordingly, it searches an existing community characterized by the services that

it can provide in the master nodes. If it cannot join any of the existing service communities,

it creates a new one. Since the SIoT encompasses several services, a service-based grouping

approach strongly minimizes the latencies in the service discovery procedure [35].

The fog sub-layer 2 interacts with the fog sub-layer 1 below. It deploys the primary nodes,

characterized by high storage capacities, storing all the information related to social object

profiles, social relationships, and reputations on a distributed database. Such information pool

is hosted on a Blockchain, enabling privacy and security for the stored information defining

the SIoT environment. Adopting a Blockchain in this type of framework ensures strong and

secure traceability of the nodes, supporting the identification process of the most suitable

social object to provide a service with a high degree of trustworthiness. Furthermore, such

a hierarchical, distributed, and decentralized approach turns out to be of fundamental im-

portance for the TMS execution since it allows increasing scalability and efficiency. Indeed,

supposing that the information related to the reputation of a service requester is not available

at the master node, it can be anyhow retrieved from the Blockchain on the primary node.

2.3 Overview of the Proposed Trusted Service Provisioning Pro-

cess

The fundamental objective of the proposed architecture is to improve network navigability

and boost the service search process. This is done by carefully considering service commu-

nities and social relationships settling the Social Network of objects. Most scientific works

in this context perform this task by focusing on service providers’ trustworthiness, mainly

associated with evaluating the users’ behavior. Differently, the strategy proposed herein goes

one step further by jointly investigating the service trustworthiness and resource consumption

assessment, thus promoting the service discovery beyond reliability and security.

Figure 2.2 shows the overall service provisioning procedure. A social object issues a

service request and sends it to the closest master node. If the master node does not manage

the related service community, the request is forwarded to the master node able to process

the request. Through this procedure, the suitable service provider identification would not be

restricted to the limited knowledge of the requester or the fog node directly connected to it,

allowing a global view of each service provider’s trustworthiness. Through the trust model

and the resource management functionality (further described below), the TMS determines a

trust ranking of providers among the social objects that can potentially provide the requested

service. Then, the most suitable provider in the ranking is selected for the service execution.
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Figure 2.2: The trusted service provisioning process.

Finally, the service requester provides to the system its degree of satisfaction for the ser-

vice received. The feedback is expressed with a value equal to 1 for service accomplished. A

value equal to 0, instead, is given for a service not correctly completed. Both the fog sub-layers

store the feedback for subsequent evaluations of the trust level.

2.3.1 Conceived Trust model

Given the i-th object requesting a service sk and the j-th object exposing a service, the TMS

calculates the trust value Tsk(i, j). In summary, Tsk(i, j) is defined through two main factors,

which are the sociality factor and reputation.

The sociality factor, Sf (i, j), rates the relationship established between the considered

social objects by describing the degree of confidence in the case of both direct and indirect

friendship (e.g., a friend of friends). In the case of direct friendship, it is set as Sf (i, j) =
SOij , according to the type of social relationship (see Table 2.1). In indirect friendship,

instead, it is evaluated by considering the social objects’ common friends. Precisely, assuming

that the number of i and j common friends is equal to C, Sf (i, j) is computed as: Sf (i, j) =
∑C

c=1
SOjc

C
, where SOjc represents the direct social factor rate between j and its common

friends with i.

On the other hand, the reputation, Rsk(i, j), represents the opinion on the trustworthiness

of a service provider for the service sk, based on past experiences through feedback values

assigned to previous interactions among social objects. It is calculated as a linear combination

of three different contributions:

• the direct feedback∆sk(i, j) describes how the i-th requester evaluated the j-th provider

for the service sk in the past;

Table 2.1: Direct Social Factor rate

Type of relationship POR OOR C-LOR C-WOR SOR

SOij 0.9 0.8 0.7 0.6 0.5
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• the indirect feedback Θsk(i, j) describes how the friends of the i-th requester evaluated

the j-th provider for the service sk in the past. Assuming that the considered requester

has F friends, Θsk(i, j) is computed as:

Θsk(i, j) =
1

F

F∑

f=1

∆sk(f, j), (2.1)

where ∆sk(f, j) is the feedback given by the f -th friend of the i-th requester.

• the indirect non-friend feedback Πsk(i, j) specifies how the other non-friend social

objects evaluated the j-th provider for the service sk. Assuming that the total number

of non-friends that have previously evaluated the provider j is equal to P , Πsk(i, j) is

computed as:

Πsk(i, j) =
1

P

P∑

π=1

∆sk(π, j), (2.2)

Finally, the reputation factor is obtained as:

Rsk(i, j) = α∆sk(i, j) + βΘsk(i, j) + γΠsk(i, j), (2.3)

where α, β, and γ are the weights (0 < α, β, γ < 1 and α + β + γ = 1) that determine the

relevance for each factor considered in the evaluation of the reputation.

To conclude, the trust value associated with the i-th object requesting a service sk and the

j-th object exposing a service is obtained as:

Tsk(i, j) = Sf (i, j) ·Rsk(i, j). (2.4)

2.3.2 Resource management evaluation

Leveraging the trust model, it is possible to recognize trusted social objects, discarding all

providers below a configured threshold from the service provider selection. Moreover, by

determining the trust value for each service provider, the master node obtains a ranking based

on social object reliability.

Besides, the proposed TMS considers a further investigation addressing the resource ca-

pability of social objects. This contribution is restrictive for the trust evaluation, especially

in an environment constituted by nodes with limited resources. In fact, in the case of several

service requests assigned to the same social object, which entertains low resource capability,

it would increase the risk of skipping the execution of the service due to a lack of available

resources. As a matter of fact, its opportunity to provide the requested service decreases,

causing possible congestion in the network. Hence, the master nodes monitor the status of the

social objects and the resources required for the service execution. Precisely, after the ranking

computation, the resource capacity of the candidate provider is monitored to verify the social

object availability for the service execution. If this check fails, the candidate provider is tem-

porarily dropped from the list. The master node updates the ranking and performs the same

investigation on the new candidate until the service provider that meets the required resource

consumption to execute the service is found.
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Table 2.2: Resource Capability Classes [38].

Social object class Resource Capability

Smartphone 0.8

Smart gateway 0.6

Smart camera 0.4

Sensor 0.2

Table 2.3: Services characteristics.

Service ID 1 2 3 4 5 6 7

Resource Consumption 0.3 0.2 0.2 0.1 0.1 0.2 0.1

Execution Time [s] 2 7 3 7 2 8 5

2.4 Performance Evaluation

The performance of the proposed SIoT is investigated herein through computer simulations.

To this end, a MATLAB script is used to model a Social Network with heterogeneous objects,

and various traffic loads, together with all the procedures described in section 2.3.

The proposed scenario considers a fog layer composed of five master nodes coordinated

by a primary node for service request management. The number of social objects ranges from

50 to 300. They are uniformly distributed among four computing classes (smartphones, smart

cameras, sensors, and smart gateways). A social object randomly generates a service request

according to a Poisson distribution with different λ values (from 0.5 to 2 requests/s), to sim-

ulate different traffic loads. According to what is described in Section 2.2, each social object

is characterized by an ID, an owner ID, a manufacturer ID, the geographical position, a list of

services it can provide, and its resource capability. In line with [38], resource capabilities are

set as summarized in Table 2.2. The Social Network is created by considering POR, OOR, and

C-LOR relationships, based on the knowledge of the owner, manufacturer, and geographical

position attributes, respectively.

Seven different types of service communities are configured and distributed among all

the master nodes. Each social object joins the proper service community handled by a master

node, following the procedure explained in Section 2.2. As reported in Table 2.3, each service

is identified by an ID, the resource consumption needed to be accomplished (spanning from

0.1 to 0.3), and the execution time (spanning from 2 s to 8 s).

Finally, the performance of the proposed approach is compared with the baseline archi-

tecture, where the TMS calculates the trustworthiness of social objects by taking into account

relationships and reputation parameters without any resource control.

2.4.1 Simulation results

Figure 2.3 shows the number of queued requests during the time for different traffic loads.

The results are obtained for a single scenario conducted on a social network with 150 social

objects. For each λ, results are obtained over ten simulation runs to account for different

network topologies and service distributions, and are averaged on a five-second time window

sliding by one second. Herein, the network topology refers to the number of SIoT objects in

the network and the service distribution is related to the request per second generated by each

social object. Reported curves highlight the ability of the proposed approach to handle most

of the requests in real-time: service requests are distributed to available trusted objects while

preventing unpleasant queuing phenomena. On the contrary, the baseline approach distributes

the requests without considering resource availability. As a consequence, most requests are
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relegated to a small set of trusted social objects, which monopolize scheduler assignments

and overload their available resources in a short time. Therefore, a service provider selected

to run a service by the TMS may not have sufficient resources, contributing to the formation

of a queue of pending requests and, in turn, to a latency increase.
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Figure 2.3: Queued Requests Evaluation.
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(b) Proposed approach

Figure 2.4: Queued Request increasing traffic load.

In order to generalize the afore-discussed findings, Figure 2.4 shows the average queued

requests for different traffic loads. Resource management allows minimizing the number of

pending requests, thus improving network scalability. On the contrary, in the baseline ap-

proach, the network fails to handle large amounts of traffic, testifying the increase of queued

requests and, consequently, the average delay in accomplishing them all. Moreover, the av-

erage queued requests scheduled in the proposed TMS on the data plane decrease when the

number of nodes increases. It demonstrates the explicit scalability improvement differently

from the baseline approach. Indeed, this allows the network to react effectively to a substantial

traffic increase (i.e., from 0.5 requests/s to 2 requests/s) without overloading the resources of

social objects.
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(b) Proposed approach

Figure 2.5: Average Delay increasing traffic load.

Figure 2.5 depicts the average delay experienced for a request in the proposed and the

baseline approach. Delay does not consider the time needed to exchange control messages or

interactions between master nodes, since it is negligible if compared to the service execution

time. Thanks to the intelligent management of the available resources of the social objects, the

delay performance of the proposed approach is almost the same for high numbers of social

objects, also outperforming the baseline approach, especially for high traffic loads. Unlike

the baseline approach, the proposed test does not reveal any performance decay in terms of

average delay in fulfilling requests. In fact, by increasing the number of nodes and the request

rate λ, the average delay is still constant. The variations between the two approaches are

more visible for most populated configurations. In fact, considering 300 social objects and

an average request rate equal to 2 requests/s, the average delay experienced reduces by up to

60%
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Figure 2.6: Malicious social objects detection.

Finally, to provide further insight, Figure 2.6 shows the evolution over time of the feed-

back aggregation for six service providers. Three of them have been forced to act as malicious

nodes, not accomplishing a service after a request and receiving negative feedback accord-

ingly. Indeed, this result testifies to the capability of the conceived TMS to detect potential

malicious nodes. In fact, after a warm-up period of about 100 s, the identification of malicious

nodes appears unmistakable. Since the proposed model is reputation-based, a trustworthiness

reduction due to negative feedback causes the system to choose only the trustworthy social

objects for the scheduled requests in the service provider selection.
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Chapter 3

Privacy-oriented Data dissemination

With the proliferation of the IoT and IIoT ecosystems, secure and privacy-preserving data

management has become essential. In these environments, seamless connectivity and au-

tonomous management provide numerous societal benefits, yet also introduce critical security

and privacy concerns, particularly regarding sensitive data protection. Given the vulnerabil-

ity of IIoT devices in potentially unsecured environments, there is a substantial risk of data

breaches and unauthorized access [14]. To mitigate these risks, advanced cryptographic tech-

niques like Attribute-Based Encryption (ABE) and SE are crucial in protecting data from

unauthorized access and curious cloud entities that may attempt to view confidential infor-

mation [44].

ABE is widely regarded as an essential technique for access control, as it allows data to be

encrypted in a manner that limits access strictly to authorized users based on specific attributes

[45]. By encrypting data at the source, ABE prevents unauthorized entities—including poten-

tially "honest but curious" clouds—from accessing sensitive information, thus safeguarding

data privacy independently of where the data is stored (e.g., in remote clouds or at the network

edge) [14].

In addition, SE supports data protection while enabling efficient keyword searches over

encrypted data, making it particularly suitable for IIoT applications where data storage and

retrieval must be both secure and functional. SE allows the data owner to encrypt and store

data in the cloud, and authorized users can retrieve specific information by issuing a keyword

query. This keyword-based retrieval process ensures that only relevant encrypted data is de-

livered, while maintaining confidentiality [23]. Together, ABE and SE provide a promising

solution for privacy-preserving data management in IIoT environments by enabling secure ac-

cess and search functionality without exposing sensitive information to unauthorized parties.

However, despite the promise of ABE and SE, most current solutions focus on single

cryptographic operations and primarily rely on cloud-based architectures. These approaches

often overlook the distributed nature of IIoT systems, which involve multiple data producers

and consumers. Existing methods typically centralize data storage and search functions in the

cloud, leading to high computational loads and increased end-to-end communication latency

[46] [47]. Addressing these challenges with privacy-centric, distributed solutions that lever-

age edge computing remains an open research area, with the potential to improve efficiency,

reduce latency, and ensure privacy-preserving data sharing within the IIoT network.

3.1 Background concepts and literature review

This Section presents background concepts and reviews the state-of-the-art on Searchable

Encryption.
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3.1.1 Background concepts

MEC. The hugely powerful performance requirements of 5G and B5G networks motivated the

diffusion of the Multi-access Edge Computing (MEC) concept, which optimizes the spatial

layout of network applications and services by utilizing pervasive computing, communication,

and storage resources at the network edge [48] [49]. According to ETSI-MEC specifications

[50], each MEC host may integrate multiple MEC applications that, by taking advantage of

strong tools and computational resources, are able to process (e.g., data mining and fusion)

heterogeneous data produced by IoT devices as well as to offer cutting-edge and specialized

services closer to the end-users.

Attribute-Based Access Control (ABAC). The National Institute of Standards and Technol-

ogy (NIST) formulates a concrete solution for fine-grained authorization in dynamical IoT

scenarios [51]. The ABAC methodology assumes that any resource is protected via dedicated

access control policies, defined as a combination of access grants and properties. Indeed,

to access a specific resource, an end-user must prove to possess a subset of attributes sat-

isfying the access control policy uniquely associated with the resource. Some noteworthy

cryptographic algorithms directly include ABAC logic into the encryption and decryption

procedures. ABE, Key-Policy Attribute-Based Encryption (KP-ABE) [52], and Ciphertext-

Policy Attribute-Based Encryption (CP-ABE) [53] are among them. Indeed, these strategies

may be used in IoT domain to provide data protection as well as flexible access control.

Searchable Encryption (SE). The growing number of IoT devices creates amounts of data

to be collected and processed by means of computing and storage services (e.g., the Cloud).

Indeed, to ensure privacy, the acquired data are encrypted before being stored in the public

cloud [22]. However, despite the many advantages that cloud storage offers, protecting the

privacy of sensitive data remains a difficult problem since the cloud servers are considered

to be honest but curious [24]. This indicates that, although cloud service providers can be

trusted for their services, they may also be interested in the data of their customers.

In this context, Searchable Encryption (SE) emerges as a preliminary turning point [44]. In

cloud computing environments, SE offers a useful solution for issuing search queries on

encrypted files based on specific keywords. Specifically, SE systems are constructed on a

client/server architecture, in which the data owners and consumers serve as the clients during

storage and retrieval, while the cloud acts as the server [24]. The data owner is responsible

for outsourcing a collection of data and a list of keywords in an encrypted form [24]. The

data user is authorized to retrieve data from the cloud by sending encrypted queries, namely

Trapdoors, to the Cloud. The cloud server saves the documents submitted by the data owner

and also handles search tasks: when a data user submits a Trapdoor, the cloud searches across

the encrypted keywords and returns to the data user the documents that contain that specific

keyword [24]. At the end, the data user can decrypt the received data [24].

3.1.2 Related works on Searchable Encryption in the IIoT

In the IIoT context, recent studies [44] and [54] declare that devices, networks, and appli-

cation vulnerabilities are affecting everyday life and the overall industrial sector, raising the

need to enhance privacy, data security, and access control. This highlights the importance of

providing new methodologies able to improve the security in the data transmission flow.

A concrete solution offering fine-grained authorization, namely Attribute-Based Access

Control (ABAC), has been formulated by the National Institute of Standards and Technology

(NIST) [51]. The ABAC logic assumes that any resource is protected by means of dedicated

access control policies, defined as a combination of properties/access grants. To access a
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specific resource, an end-user must prove the possession of a subset of attributes that satisfies

the access control policy uniquely coupled with the resource. Some interesting cryptographic

mechanisms integrate the ABAC logic directly within encryption and decryption processes.

They include ABE, KP-ABE [55], and CP-ABE [56]. Indeed, these techniques can be used

in the IIoT to jointly offer robust data security and flexible access control.

Regarding data dissemination, most of the available solutions (i.e., proposed in the scien-

tific literature or implemented and ready to be used) leverage cloud-based approaches: data

are distributed via remote clouds [57] [58] [59]. In these cases, however, to correctly deliver

data to legitimate end-users, the server should know something about data sources, service

type, end-users, and so on. If on the one hand, this can be an evident problem from the pri-

vacy perspective, from another hand this methodology is unfeasible in the presence of data

protected with ABE.

SE emerges as a preliminary turning point [44]. In cloud computing environments, SE

offers a useful solution for issuing search queries on encrypted files based on specific key-

words. The work presented in [60] represents the first SSE scheme where the symmetric key

encryption method is used to build the searchable ciphertexts and to allow users to generate

trapdoors through the shared key. Later, the contribution in [61] integrates keyword search-

ing with public key encryption techniques, allowing users to securely recover the requested

files over encrypted data using user-defined keywords. The PKSE works with both public

and private keys enabling data owners and users to do encryption with their public keys and

produce trapdoors with their private keys. Following that, the scientific literature presents

numerous PKSE systems with various capabilities, such as single keyword search [62] [63],

fuzzy keyword search [64], verified keyword search [65], and ranked keyword search[66].

However, the mentioned SE systems do not allow data owners to give end-users fine-

grained search capabilities. Indeed, studies [67] and [68] have recently looked at the inte-

gration of ABE and SE systems. Nevertheless, these approaches can only be utilized to find

a particular keyword, limiting the flexibility and accuracy of data retrieval. Thus, works in

[69], [70], and [71] have also looked into attribute-based multi-keyword search algorithms.

Moreover, [72] suggests an enhanced ABE method with multi-keyword search to facilitate

simultaneous numeric attribute comparison, hence significantly increasing the flexibility of

ABE encryption in a dynamic IoT context.

As far as IoT is concerned, novel lightweight SE approaches are proposed in edge and fog

computing environments since there are considered promising solutions able to bring data

storage and computation capabilities closer to IoT devices [73]. Indeed, [74] envisages a dy-

namical SE process with a multi-keyword search for smart grids in a cloud-edge architecture

where the search algorithm is running through a cooperation between the edge nodes and the

cloud server. While, the studies in [75], [45], and [76] introduce three different SE schemes in

fog-based IoT scenarios, where fog nodes both help the cloud in the searching and forwarding

process and partially decrypt the retrieved documents in order to reduce the computational

workload on IoT devices.

Recently, the work in [47] introduces a distributed SE scheme in the healthcare domain,

demonstrating the capability of fog nodes to decrease the computational workflow with respect

to the cloud environment. Nevertheless, it provides fog nodes with cryptographic capabilities

to partially decrypt and encrypt searched queries.

3.1.3 Literature review on Searchable Encryption in the IoT

Recently, several research works in the field of IoT [77] [78] [79] emphasize how the prolifer-

ation of smart devices results in huge amounts of data being exchanged through the network,
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reducing its security and raising the need to improve privacy and data protection. This under-

lines the significance of introducing new approaches capable of improving data transmission

security.

In this context, the majority of existing solutions, present in the scientific literature, rely on

cloud-based approaches where data is disseminated via remote clouds [59] [58] [57]. Herein,

however, the server needs to be aware of the data sources, service type, end-users, and other

relevant information in order to correctly transmit data to authorized end-users.

Thus, Searchable Encryption (SE) appears as a key enabling technology for providing

privacy preservation, [44]. In cloud computing contexts, SE represents a valuable option for

performing search queries on encrypted files based on specific keywords [22]. The work pro-

vided in [60] constitutes the first SSE system in which the searchable ciphertexts are built

using the symmetric key encryption approach, and users are able to create trapdoors using

the shared key. Later, the contribution in [61] combines keyword searches with public key

encryption methods, enabling users to safely recover the requested files over encrypted data

using user-defined keywords. By utilizing both public and private keys, the PKSE allows data

owners and users to encrypt data with their public keys and create trapdoors with their se-

cret keys. After that, a variety of PKSE schemes with different capabilities are presented in

the scientific literature, including single keyword searches [62], fuzzy [63] [64] and ranked

keyword searches [66] as well as verified ones [65]. Since the aforementioned SE solutions

are not feasible for bringing fine-grained search capabilities to end-users, recent studies [67]–

[72], [80] have recently looked at the integration of ABE schemes and SE techniques, sig-

nificantly boosting ABE adaptability in a dynamic IoT environment. Herein, to guarantee

high efficiency of encrypted data retrieval from cloud servers, the works in [81] [82] intro-

duce a multi-user SE scheme, while, recent several works [83], [84], and [85] propose multi-

owner scenarios. In IoT scenarios, new lightweight SE techniques are offered in edge and fog

computing contexts as potential options for bringing data storage and processing capabilities

closer to IoT devices [22]. Indeed, the studies in [75], [45], [76], and [86] describe four dis-

tinct SE schemes in fog-based IoT scenarios, where fog nodes help the cloud with searching

and forwarding while also partially decrypting the documents that are retrieved to lessen the

computational load on IoT devices. Moreover, [74] and [87] envision dynamical SE schemes

with a multi-keyword search for smart grids in a cloud-edge architecture and edge computing

respectively, where the search algorithm runs in collaboration between the edge nodes and the

cloud server. While, recent works (such as [47] [88], [89], [90], and [91]) offer distributed SE

methods in different IoT domains, proving the possibility of fog and edge nodes to reduce the

computational workload with regard to the cloud environment. Nevertheless, they equip fog

or edge nodes with cryptographic capabilities to partly decode and encrypt searched queries.

Problem Description

The review of related publications reveals that the present scientific literature focuses on the

cryptographic features of the SE schemes, with the main purpose of finding and retrieving

specific encrypted files. Furthermore, from the summary reported in Table 3.1 it is possible

to conclude that:

• Available studies investigate the computational complexity of SE operations as a func-

tion of security parameters (i.e., the number of attributes forming the access policy)

and the number of files (i.e., the encrypted data) to be processed. Thus, none of them

evaluate SE in realistic scenarios where coexist heterogeneous data producers and end-

users.
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• Most of the existing works leverage a cloud-based approach, where search and dissem-

ination tasks are directly implemented by the remote cloud. In recent works, compu-

tational capabilities at the network edge have been used to implement encryption and

decryption operations, thus limiting the complexity expected for constrained devices.

However, the chance of performing SE operations directly at the edge of the network

has not yet been investigated.

• No contributions envisage the opportunity of sharing and disseminating data through

the network, and in particular at the network edge, in a distributed, efficient, and privacy-

preserved manner by using SE schemes and publish-subscribe model.

3.2 Distributed and Privacy-Preserving Data Dissemination at the

Network Edge via Attribute-Based Searchable Encryption

As well known, the IoT paradigm allows seamless connectivity and autonomous management

in heterogeneous environments (without human interaction) and provides several important

societal services via completely intelligent and automated systems [92]. The IIoT, also known

as Industry 4.0, further improves user experiences and promises to develop new profit streams

by leveraging IoT device capabilities and data processing/analytics in the industrial domain.

At the time of this writing, IIoT allows to connect smart devices and sensors to construct

autonomous systems that gather, exchange, and analyze real-time data, while delivering im-

portant insights to enhance efficiency, security, and energy usage in the industry [57].

In conjunction with its development, IIoT is facing several security problems. The first one

refers to the privacy protection issue. Due to the vulnerability of IIoT devices in an unsecured

environment, malicious users can steal or breach sensitive data. Therefore, data must be pro-

tected through robust cryptographic techniques, directly implemented by the data provider.

In this way, privacy can be guaranteed independently from the part of the network where such

data will be stored (e.g., remote cloud or network edge) [14]. Secondly, the flexibility in the

access control represents a critical point in data sharing because IIoT systems are no longer

limited to one-to-one authorization [58]. To reduce the danger of unauthorized actions, flexi-

ble access policies are needed to regulate the accessibility and usability of services. Thirdly,

differently from conventional cloud-based storage systems, upcoming IIoT deployment should

deeply leverage the potentials of edge computing and the possibility to store data at the net-

work edge (i.e., very close to the data consumers), for providing customized complex services

to actuators, robots, mobile agents, controlled devices, and human workers [93].

Very promising and data-centric solutions include ABE schemes and SE algorithms [44].

ABE is essential in access control because it protects data from unauthorized users [45]. SE

technology is a cryptographic function able to encrypt data in a searchable manner: it allows

retrieving the specific encrypted data by searching related keywords, while ensuring confi-

dentiality [23]. Recently scientific literature presents several cryptographic schemes, where

the above-mentioned techniques are combined in order to guarantee privacy-preserving solu-

tions in file storage servers. Most of the solutions, including the ones in the IoT field proposed

in [94] and [95], introduce ABSE schemes in cloud environments where IoT devices upload

encrypted documents to cloud servers and authorized users can retrieve and read them by sub-

mitting a query to the cloud, which in turn performs the search algorithm to find the required

document.

Anyway, from the study of the state of the art (see Section 3.2 for more details) it emerges

that available solutions generally focus the attention on single cryptographic operations and

propose cloud-based approaches (sometimes supported by a lightweight scheme [58] [59] or

exploiting edge/fog nodes implementing part of security tasks [46] and [47]). Nevertheless,
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Figure 3.1: The reference distributed network architecture.

no works investigate the adoption of these techniques in scenarios with multiple data produc-

ers and end-users. Also, to the best of the authors’ knowledge, the chance of sharing and

disseminating data through the IIoT network in a distributed, effective, and privacy-oriented

way by exploiting SE solutions represents an uncovered research goal.

To bridge this gap, this work envisages a novel methodology offering an efficient, scalable,

and privacy-preserving data distribution at the network edge, by applying SE.

The reference architecture embraces heterogeneous data producers attached to a distributed

network infrastructure through Network Attachment Point, MEC servers hosting applications,

and Edge Servers. More specifically, MEC applications express the interest to receive specific

data by sending Trapdoors to Edge Servers, data producers protect their contents through ABE

and send them to Edge Servers, which implement SE to disseminate received contents only

to MEC nodes hosting the applications that generated valid Trapdoors. The resulting scheme

is privacy-preserving because Edge Servers are not endowed with cryptographic material.

Moreover, it registers lower dissemination delays with respect to cloud-based solutions.

3.2.1 The Conceived Data Dissemination Scheme

Fig. 3.1 depicts the distributed network architecture considered in this work. Here, hetero-

geneous Network Attachment Points offer wireless or wired connectivity to groups of IIoT

agents (i.e., sensors, wearables, fixed robotic arms, mobile robots, drones, and industrial pro-

cesses). MEC hosts and Edge Servers are deployed at the edge of the network. According

to ETSI-MEC specifications [50], each MEC host may integrate multiple MEC applications

that, by exploiting powerful tools and computational resources, are able to process (e.g, data

mining and fusion) heterogeneous data generated by IIoT agents, as well as to provide ad-

vanced and specialized services close to the end-users. On the other hand, Edge Servers are

in charge of processing the received traffic flow while routing and forwarding data at the net-

work edge. Without loss of generality, it is assumed that beyond each Network Attachment

Point are available one Edge Server (ES) and one MEC host (handling many MEC applica-

tions). As anticipated in the introduction, data dissemination is autonomously handled by the

ES, via ABSE.

Design Principles

The conceived approach leverages the following design principles.
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First of all, security is enforced by an Authority that is a fully trusted third party responsi-

ble for the system setup. Specifically, it deals with system security initialization parameters,

key material generation, attribute management, and policy enforcement.

MEC applications, which are in possession of a precise set of attributes (generated and re-

leased by the aforementioned trusted Authority), request data identified with a set of keywords.

For example, a monitoring application can be interested in knowing the variables measured by

all the available sensors, an AR/VR application is interested in retrieving all the data associ-

ated with a given industrial process, an indoor navigation process needs to know the location

of robots and packages, and so on. According to the ABSE scheme (whose technical details

are presented in the next sub-section), each request is encoded via search Trapdoors, based

on the selected keywords and attributes. Each MEC host collects the Trapdoors generated by

its MEC applications and shares them with all the available Edge Servers. Since Trapdoors

hide the search keywords and attributes through cryptographic operations, Edge Servers can

not retrieve any information about application interests and related access capabilities (i.e.,

privacy-oriented approach).

IIoT agents generate data (e.g., multimedia contents, time-series values, and so on) and

outsource them to the closest ES. In other words, they represent the data producers. To

this end, they select the specific keywords associated with the generated data, encrypt both

keywords and data through ABE, and deliver the overall output to the closest ES.

Each ES handles a Trapdoor table, which jointly stores application requests and refer-

ences the MEC host. Note that the Trapdoor table is a completely new entity envisaged in this

contribution, and properly used to distribute data directly at the network edge, in an effective,

distributed, and privacy-oriented way. Edge Servers have a twofold contribution: i) running

the search algorithm over encrypted data, and ii) disseminating data towards specific MEC

hosts. Therefore, when new data is received, ES scrolls the Trapdoor table in order to find the

Trapdoors that match the keywords and the policies defined in the encrypted data. The search

procedure returns the list of MEC hosts that previously sent valid MEC applications trapdoors

that match both keywords and policies of data producers. Also in this case, it is worth men-

tioning that the search procedure does not provide any meaningful information on the search

content to Edge Servers. Accordingly, the resulting approach ensures a privacy-preserving be-

havior: elements at the network edge receive and distribute data without revealing the related

contents, since SE is used.

Technical details about the data dissemination workflow

This subsection formalizes both search and data dissemination processes, by providing techni-

cal details about security operations to be implemented. It is very important to remark that this

contribution does not propose a novel ABSE algorithm, but it aims at integrating one of the

techniques already provided in the current scientific literature for supporting fast and privacy-

oriented data dissemination at the network edge. As a consequence, any ABSE mechanism

can be integrated within the overall data dissemination workflow discussed herein. However,

without loss of generality, the ABSE algorithm presented in [94] is taken as a reference exam-

ple since it has been found to be less computationally expensive than others, and the overall

complexity remains constant even as the number of users’ attributes increases.

The overall data dissemination workflow is divided into five distinct phases, illustrated in

Fig. 3.2 and detailed below.

Phase 1: system setup.

The selected ABSE scheme considers two groups of order p, G and GT , and a bilinear

map e : G × G → GT . At first, the trusted Authority randomly selects α, γ ∈ Zp and

g, h1, h2 ∈ G, and considers three hash functionsH1, H2, H3 : {0, 1} → {0, 1}logp . Then, it

generates the master secret key, which is Mk, and the public parameters, which are Pb, as in
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Figure 3.2: Data dissemination workflow.

what follows:
{

Mk = (α, γ)

Pb = (g, gα, gγ , h1, h2).
(3.1)

The master secret key, which is used to create users’ secret keys, is kept private. The public

parameters, instead, are published by the Authority.

Moreover, by exploiting an AND-gate access structure based on n attributes and assuming

that each attribute can assume different values, the Authority generates MEC applications at-

tributes set and data producers policies respectively denoted by: X = (x1, x2, ..., xn) and A =
(a1, a2, ..., al).

After receiving a set of attributes from the MEC application, the Authority produces the

secret key for that application. Basically, a MEC application that joins the industrial network

sends its set of attributes X = (x1, x2, ..., xn) to the Authority. Then, the Authority chooses
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a random r ∈ Zp and implements the key generation algorithm:







ρ1 = (h1g
−r)

1
α−

∑n
i=1

H1(xi)

ρ2 = (h2g
−r)

1
γ−

∑n
i=1

H1(xi) .

Accordingly, the secret key of the MEC application, Sk, is computed as:

Sk = (r, ρ1, ρ2),

and shared with the reference application.

Phase 2: trapdoor generation and forwarding. During this phase, the MEC application

generates the search Trapdoor, that is tΦ. Specifically, starting from its secret key Sk, the set of

k keywords Φ = (φ1, φ2, ..., φk) of its interest, and a random number zp ∈ Z
∗

p, the Trapdoor

is calculated as:

tΦ = (td1, td2, td3), (3.2)

where td1 = ρ
zp·

∑k
i=1H2(φi)

2 , td2 = r · zp ·
∑k

i=1H2(φi), and td3 = h
zp
2 .

As anticipated in the previous sub-section, the Trapdoor is shared with all the Edge Servers

in the system.

Phase 3: encryption and outsourcing. Let M be the data to encrypt and outsource

to the ES. Ψ = (ψ1, ψ2, ..., ψz) denotes the list of z keywords associated with that data.

Moreover, A = (a1, a2, ..., al) represents the list of attributes forming the access policy used

to protect the data against unauthorized users. The encryption algorithms consider in input

the public parameters Pb, the dataM , the set of keywords Ψ, and the access policyA. Indeed,

by extracting a random s ∈ Z
∗

p, the ciphertext is obtained as:

ct = (C1, C2, C3, v, C4, C5, C6) , (3.3)

where:


















































C1 = gαs · g−s·
∑l

i=1H1(ai)

C2 = e(g, g)s

C3 =M · e(g, h1)
−s

v = H3(C1, C2, C3)

C4 = gγv · g−v·
∑l

i=1H1(ai)

C5 = e(g, g)v

C6 = gv·
∑z

i=1H2(ψi)

Finally, the data producer sends the ciphertext ct to the reference ES.

Phase 4: search and data forwarding. This phase involves the ES, which performs

the search algorithm to determine whether the received encrypted data matches one or more

queries stored into the Trapdoor table. Differently from the current scientific literature, the

procedure proposed herein operates in a scenario with multiple IIoT agents and multiple MEC

applications.

In details, for each received data ct and for each stored Trapdoor tΦ, the ES verifies that

the following equation holds:

e(C4, td1) · C
td2
5 = e(C6, td3). (3.4)

The validity of the equation proves that i) the set of keywords Ψ in ct contains the keywords Φ
retrieved from tΦ and ii) the set of attributes S belonging to the MEC application matches the
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access policyA used to protect the considered data. In case of matching, the search algorithm

produces in output 0, otherwise it returns 1.

During the search algorithm, all the Trapdoors are processed. However, if multiple Trap-

doors received from the same MEC host produce a match, the ES delivers the encrypted data

to that MEC host only once, denoting the list of interested MEC applications. In this way, the

proposed approach also ensures a reduction in bandwidth consumption.

For the sake of clarity, search and data forward operations are defined in the Algorithm 1.

Algorithm 1 The proposed search and data forwarding phase

Each MEC application sends tφ,i = (td1, td2, td3) to the MEC host

The MEC host forwards tφ,i to ESs

Each ES stores tφ,i in its Trapdoor table

The ES receives ct = (C1, C2, C3, v, C4, C5, C6)
from a data producer

For each MEC host registered into the ES Trapdoor table

while Search(ct, tφ,i) = 0 do

if e(C4, td1) · C
td2
5 = e(C6, td3) then

Search(ct,tφ,i) = 1
if ct has not been sent to the MEC host then

the ES forwards ct to the MEC host

The ES records that ct is sent to the MEC host

end if

else

Search(ct,tφ,i) = 0
end if

end while

Phase 5: decryption. This phase allows the MEC application to decrypt the received

cyphertext ct, by using its sk = (r, ρ1, ρ2) :

M = C3 · e(C1, ρ1) · C
r
2 . (3.5)

Running Example

This section presents a running example willing to better explain operations and the interac-

tions to be performed. The use case scenario considers 3 Network Attachment Points equipped

with a MEC host and an ES. Moreover, as illustrated in Fig. 3.3, each ES has a Trapdoor table

where all receiving Trapdoors are stored and listed with respect to the referred MEC host. The

example use case considers an AR/VR application and a sensing control as MEC applications

and a mobile robot with an integrated camera as a data producer. Specifically, the MEC host

1, holds two MEC applications: an AR/VR application and a sensing control one. These two

generate query Trapdoors and the MEC host 1 forwards them to all the Edge Servers. Let’s

assume that both Trapdoors contain "AR", "video", and "robot" as query keywords and that

they are asking for a video stream flow outsourced from a mobile robot with an integrated

camera, which is attached at the ES 2. When the mobile robot outsources the data to the ES 2,

this one checks within its Trapdoor table by comparing the encrypted data with the encrypted

query keywords. As soon as it finds the matching Trapdoor (i.e., the one of the AR/VR ap-

plication) it sends the data to the MEC host 1 and records that the data has been sent to that

MEC host. In this way, when the Trapdoor referred to the sensing control application matches

the ciphertext, the ES 2 does not re-send the same data to the same MEC host.
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Figure 3.3: Running example.

Table 3.2: Computational cost of cryptographic operations.

Cryptographic operation Execution time [ms]

Pairing in G (P ) 27.98

Exponentiation in G (E) 18.62

Exponentiation in Zp (Ez) 0.759

Multiplicative in Zp (Mz) 0.0058385

Search Time TSE = 1 ∗ E + 2 ∗ P =
= 74.58

Encryption Tenc = 3 ∗ P + 8 ∗ E + 2nMz =
= 232.9 + 2 ∗ n ∗ 0.0058385

Decryption Tdec = 1 ∗ P + 1 ∗ E + 2 ∗Mz =
= 46.61

3.2.2 Analytical evaluation

To demonstrate the great potential of the conceived privacy-preserving data dissemination

scheme, this section presents a numerical investigation conducted in different scenarios. To

this end, a MATLAB script has been developed to model a distributed IIoT environment. The

investigated KPIs include: i) the average search time, defined as the amount of time the node

implementing the Searchable Encryption algorithm takes to check the received data with all

the available Trapdoors, and ii) the average delivery delay, expressed as the average amount

of time needed to deliver the generated data to the MEC applications that issued the right

Trapdoors. Specifically, the average search time is evaluated as the time taken to execute the

number of cryptographic operations needed. Results are compared against those registered

by a baseline approach, where data and Trapdoors are managed by a remote cloud (which

performs, in a centralized way, searching and delivery tasks).

The study considers a network with a variable number of Network Attachment Points,

ranging from 2 to 10. Indeed, the number of MEC hosts and Edge Servers available in the

considered network infrastructure range from 2 to 10, as well. Let NES be the number of
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available ES.

A variable number of data producers,NDP , are randomly and uniformly distributed among

network cells served by the aforementioned Network Attachment Points. Specifically, NDP

is set to 10, 50, or 100. Without loss of generality, it is assumed that these devices gener-

ate data for S different services. Therefore, these data are protected according to the access

policies configured for the type of service they belong to. Each test randomly maps a data

producer to one of the available service types. Moreover, the access policy is defined through

a combination of n attributes.

On the other hand, a total number of MEC applications,Napp, are randomly and uniformly

distributed among the available MEC hosts. In line with the previous assumptions, each test

randomly maps an MEC application to one of the available service types. Thus, each MEC

application is configured to request (via Trapdoors and according to the protocol discussed

in the previous Section) all the data belonging to a given service type. The number of MEC

applications is chosen in the range from 20 to 100.

Analysis of the average search time

The study was conducted by using a Windows system with an Intel Core i7 CPU at 2.60GHz.

According to [94], the computational cost associated with a single search operation in the

ABSE scheme considers one pairing in G (P ), one Exponentiation in G (E), and one Multi-

plicative in Zp (Mz). The resulting search time, namely TSE is reported in table 3.2.

The scientific literature also demonstrated that the amount of time to perform multiple

search operations linearly increases with the number of generated data or Trapdoors to be

checked (see [96] for example). Indeed, given the number of MEC applications Napp, the

number of data producers managed by the i− th ESN i
DP , and by assuming that all these data

producers generate data within the same observation time interval (worst case), the resulting

search time is equal to:

ˆTSE

∣

∣

∣

∣

∣

proposal

= TSE + β(N i
DPNapp − 1). (3.6)

Indeed, when a single data producer (e.g.,N i
DP = 1) and one MEC application (e.g.,Napp =

1) are considered, the search time results in:

ˆTSE

∣

∣

∣

∣

∣

proposal

= TSE .

Now, considering that the average number of data producers managed by the i − th ES is

equal to N̄DP = E[N i
DP ] = NDP /NES , the average search time achievable by each single

ES is equal to:

T̄SE

∣

∣

∣

∣

∣

proposal

= E[ ˆTSE ] = TSE + β

(

NDPNapp

NSE

− 1

)

. (3.7)

A different story is experienced for the cloud-based approach. In this case, the search

operation is performed only in a single node of the network. Therefore, given the number of

MEC applications Napp, the total number of data producers NDP , and by assuming that all

these data producers generate data within the same observation time interval (worst case), the
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Figure 3.4: Average search time vs number of MEC applications.

resulting average search time is equal to:

T̄SE

∣

∣

∣

∣

∣

cloud

= TSE + β(NDPNapp − 1). (3.8)

The analysis of the state of the art suggests settingβ = 1.75 [96]. Based on these premises,

the average search time achievable in different scenarios is reported in Fig. 3.4. Reported

results demonstrate that the average search time of both approaches increases with the number

of data producers and MEC applications. The proposed approach, by distributing the search

procedure on different Edge Servers on the edge of the network, permits obtaining a shorter

search process time.

Indeed, by considering the scenario with 100 data producers and 10 MEC applications, the

average search time is reduced by about 81.6% with 6 Edge Servers and about 88.2% with 10

Edge Servers. In the same way, by introducing 100 data producers and 100 MEC applications,

the search time decreases by about 83% with 6 Edge Servers and about 89.6% with 10 Edge

Servers. Finally, focusing the attention on 100 data producers, it could be noticed how passing
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Table 3.3: Average Communication delays

Communication Average RTT [ms] Delay [ms] Number of

type hops [#]

T̄radio 1.309 0.6545 1

T̄edge 16.594 8.297 1

T̄cloud 42.08 21.04 22

from 10 to 100 MEC applications the average search time increases by 14 seconds for the cloud

and 1.4 seconds for the proposed approach with 10 Edge Servers.

Analysis of the average delivery delay

In order to estimate the average delivery delay, it is necessary to introduce the following vari-

ables: i) T̄radio, that represents the delivery delay in the radio interface, ii) T̄edge, that repre-

sents the delivery delay at the network edge, and iii) T̄cloud, that represents the delivery delay

experienced when a remote cloud is contacted. These variables have been evaluated through

Ping and Trace Route tests. In particular, by using a computer connected to the network of

Politecnico di Bari, for each test the average RTT on 103 consecutive pings has been consid-

ered. First, a test on a remote Amazon server has been made to estimate the communication

delay between a data producer and the remote cloud server (i.e., T̄cloud). The second test has

been done to evaluate the average communication delay experienced for contacting the clos-

est Network Attachment Point (i.e., T̄radio). Finally, a test on another device connected to the

same network at the Politecnico di Bari has been done to estimate the communication time

at the edge (i.e., T̄edge). Results, used to evaluate the average delivery delay, are reported in

Table 3.3.

The analysis of the average delivery delay should also consider the amount of time re-

quired to encrypt and decrypt data, denoted with Tenc and Tdec, respectively. Their values are

reported in Table 3.2.

Regarding the methodology proposed in this work, the average delivery delay can be eval-

uated as:

T̄del

∣

∣

∣

∣

∣

proposal

= Tenc + T̄radio+

+

[

TSE + β

(

NDPNapp

NSE

− 1

)

]

+

+ T̄edge + Tdec.

(3.9)

Differently, in the cloud-based solution, the average delivery delay can be evaluated as:

T̄del

∣

∣

∣

∣

∣

cloud

= Tenc + 2T̄cloud+

+

[

TSE + β

(

NDPNapp − 1

)

]

+

+ Tdec,

(3.10)

where, 2T̄cloud is the sum of the time needed to send the data to the cloud server and the time

required to deliver the searched ciphertext back to the MEC host.

Fig. 3.5 shows the average delivery delay as a function of the number of MEC applica-

tions and Edge Servers. The three sub-figures refer to scenarios with different numbers of data
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(b) Scenario with 50 active data producers.
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Figure 3.5: Average delivery delay vs number of MEC applications.

producers. Results highlight how distributing search operations on the edge of the network

allows for decreasing the amount of time needed for retrieving the query data flow. Indeed,

as the number of data producers increases, the distance between the average delivery delay

of the cloud-based approach and the proposed one increases, passing from a difference of a



3.2. Distributed and Privacy-Preserving Data Dissemination at the Network Edge via

Attribute-Based Searchable Encryption
37

few seconds with 10 data producers to a difference of about 10 seconds with 100 data produc-

ers. Thus, the deployment of search operation directly on the edge of the network allows for

reducing the average delivery delay up to 45% with respect to the baseline approach.
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Figure 3.6: Average delivery delay vs numbers of attributes.

Finally, since table 3.2 shows that the number of attributes affects the encryption time, Fig.

3.6 reports the evaluation of the average delivery delay with different attributes. In line with

[94], it can be noticed that, by fixing the number of data producers to 100, the variation of the

number of attributes causes a marginal change in the average delivery delay, while increasing

the number of MEC applications.
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3.3 Privacy-preserving data dissemination scheme based on Search-

able Encryption, publish-subscribe model, and edge comput-

ing

Today, security and privacy are considered fundamental requirements for the communication

infrastructures used in any application domain [22] [97]. For this reason, many national and

international regulations (like the General Data Protection Regulation in Europe [98]) impose

the adoption of sophisticated mechanisms and tools ensuring confidentiality, data protection,

access control, and other privacy-oriented security services. Moreover, to efficiently achieve

this goal, some cryptographic algorithms, such as Attribute-based Encryption (ABE), have

been conceived to natively enforce security directly on the data and prevent unauthorized

entities (including honest but curious clouds [14]) accessing confidential information.

In this context, Searchable Encryption (SE) is emerging as a highly promising technique

supporting data protection and keyword search over encrypted data [44]. Typically integrated

into cloud-based applications, it assumes that [23]: i) the data owner (also referred to as

data producer) encrypts and uploads the data in the cloud, ii) the authorized data users (also

referred to as data consumer) issues a cryptographic keyword query to the cloud, and iii) the

cloud delivers specific encrypted data to the requester only in case of search matching.

Recently, the scientific literature investigated the usage of SE in Internet of Things (IoT)

scenarios [94] [77] [78]. Moreover, given the high computational complexity of SE crypto-

graphic operations, some contributions formulated lightweight techniques [58] [59] or pro-

posed to offload some security tasks to edge/fog nodes [46] [47] [77].

Nevertheless, despite these very valuable studies, available approaches still consider the

remote cloud the only entity able to store data, manage keyword search over encrypted data,

and deliver them to requesting users. Accordingly, the heavy computational load generated

in scenarios with multiple data producers and data consumers (never studied yet) and larger

end-to-end communication latencies inevitably compromise system performance.

Based on these premises, to achieve an important step forward in this direction, this work

proposes a novel methodology offering a privacy-oriented data dissemination at the network

edge. It is important to note that this contribution does not propose a new SE algorithm.

Instead, it investigates the adoption of any SE algorithms within a novel service architecture

handling the data dissemination process in a distributed manner and without the help of remote

clouds. Differently from the current state of the art, this work provides the following main

scientific contributions:

• First, it designs a novel service architecture supporting a scalable, efficient, and privacy-

oriented data dissemination by combining attribute-based SE approaches, a publish-

subscribe communication model, and edge computing capabilities. The reference ar-

chitecture includes heterogeneous data producers and data consumers served by B5G

base stations and some Edge Servers deployed at the network edge. The former group of

users generates and encrypts data via attribute-based SE and publishes them to the clos-

est Edge Server. While the second group issues encrypted subscription requests (that

are encrypted queries, namely Trapdoors) and share them with all the available Edge

Servers. The keyword search over encrypted data is implemented at the network edge,

e.g., by the Edge Servers, in a distributed manner. Indeed, once new data is published,

the reference Edge Server delivers the encrypted data to the consumers who issued a

valid Trapdoor.

• Second, it presents an implementation of the aforementioned service architecture mod-

eling the most significant functions of an Edge Server and its interactions with data

producers and other remote Edge Servers (including the receiving of data published by
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Figure 3.7: The reference distributed service architecture.

data producers on the Edge Server via a memory-less Poisson process, the execution on

the Edge Server of the cryptographic operations, and the resulting data dissemination

tasks). Here, communication latencies between logical nodes are enforced according

to the values proposed in the literature.

• Third, it experimentally evaluates the performance of the proposed approach in realis-

tic scenarios where coexist heterogeneous data producers and end-users. Note that the

conducted study does not only investigate the computational complexity of SE opera-

tions as a function of security parameters (which represents the main objective of all

the contributions available in the current scientific literature). Nevertheless, it explores

the impact of network settings (i.e., number of Edge Servers) and loads (i.e., num-

ber of data consumers and various number of publications over time, modeled through

Poisson-distributed rates) to these three Key Performance Indicators (KPIs): latencies

associated with both cryptographic operations and the overall dissemination process,

as well as the consumed energy. The obtained results demonstrate the unique ability

of the proposed solution to achieve shorter delays and less energy consumption values

compared to cloud-based alternatives.

3.3.1 The Conceived Data Dissemination Scheme

Given the problem description presented in Section 3.1.3, this work presents a novel de-

centralized service architecture that provides privacy-preserving data distribution by com-

bining Attribute-Based Searchable Encryption algorithms, publish-subscribe communication

paradigm, and edge computing capabilities.

The reference architecture, shown in Fig. 3.7, is a typical B5G network, where base

stations offer wireless connectivity to mobile agents and the edge network hosts computing

platforms.

Here, mobile agents are divided into two specific groups: data consumers and data produc-

ers, properly distributed among different cells. Their interaction follows the publish-subscribe

model.
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Data consumers issue their service requests by generating SE Trapdoors and share them

across all the available servers, placed at the network edge. While, data producers encrypt

data (e.g., AR/VR video stream, temperature or humidity data, and healthcare information

from wearable sensors) via an Attribute-Based SE algorithm and publish them at the edge of

the network.

Customized Edge Servers, deployed at the network edge, interact with each other and with

data producers and data consumers to implement the following tasks: i) collect subscription

requests into a Trapdoor table, ii) receive encrypted data published by data producers iii)

implement keyword search over encrypted data through SE cryptography, and iv) deliver en-

crypted data only to authorized consumers. To this end, each Edge Server embraces a Data

Collector and a Privacy-Oriented Search Engine (POSE). These entities can be seen as two

separate MEC applications running into the same MEC host, deployed close to the B5G base

station, as depicted in Fig. 3.7. For the sake of completeness, it is important to remark that

the Data Collector entity is in charge of receiving the encrypted data published by data pro-

ducers, while the POSE entity runs all the other main functionalities. Moreover, to guarantee

a privacy-oriented approach each Edge Server is unable to retrieve any information from the

requests since Trapdoors hide required service keywords using cryptographic schemes.

Differently from conventional and cloud-based architectures, the proposed service archi-

tecture implements SE operations at the network edge in a distributed way. The term "decen-

tralized" refers to the possibility of distributing search operations at the network edge rather

than assigning all to one single remote entity (i.e., in the cloud).

In summary, the following benefits are achieved:

• each Edge Server, and specifically each POSE entity, can implement keyword search

operations only on encrypted data generated by the mobile agents served by a specific

base station. This ensures a reduction of the overall computational burn with respect

to cloud-based approaches and guarantees high levels of scalability in distributed envi-

ronments;

• data dissemination managed at the network edge reduces communication latencies with

respect to cloud-based approaches;

• the POSE entity implements the aforementioned keyword search over encrypted data

by considering the list of subscriptions stored within the Trapdoor table. By storing in

the Trapdoor table the details about the location of data consumers, it can be possible

to deliver only once the encrypted data towards the base station serving consumers

interested in the same data. This aspect ensures bandwidth and energy reduction.

Data dissemination workflow

This section describes both the search and data dissemination procedures by giving technical

specifics concerning general security measures to be conducted.

It is noteworthy to mention that this contribution does not present a new SE method, but

it rather tries to integrate one of the strategies currently available in the scientific literature

to enable faster and privacy-oriented data dissemination at the network edge. As a result,

any SE technique may be included into the entire data distribution procedure detailed here.

Furthermore, to provide concrete examples, the technical details related to the SE algorithms

presented in [94] and [88] and their integration in the proposed data dissemination scheme

are reported in Appendix A and Appendix B, respectively.

The conceived data transmission procedure is organized into five different stages, as shown

in Fig. 3.8 and explained below.
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Figure 3.8: General Data dissemination Scheme.

For the sake of clarity, it is important to remark that the interaction between the trusted

authority, data producers and consumers, and the POSE entity is protected via the Transport

Layer Security (TLS) protocol.

Phase 1: system initialization.

Phase 1 includes three different steps: initialization of public key cryptography, setup of

the access control policies, and attributes processing.

This phase involves a Trusted Authority which is responsible for enforcing system security.

It is a completely trusted third party in charge of system configuration by addressing system

security setups, key material creation, attribute management, and policy enforcement.

Firstly, during this first phase, a private-public key pair is given to each entity in the net-

work. Public keys are stored in trusted X.509 certificates. This will help achieving peer

authentication within the following phases.

Secondly, depending on the encryption algorithm, the Authority generates the master se-

cret key and public parameters. The master secret key is kept secret by the Authority and it

is used to create secret keys for data producers and consumers. Instead, the public parame-

ters are exposed by the Authority to all the data producers in the network that use it and their

attributes to generate their access control policies.



42 Chapter 3. Privacy-oriented Data dissemination

Thirdly, each data consumer needs to obtain its attributes and its secret key. Token-based

standard data structures, are used to send secret keys and associated attributes to data con-

sumers.

A token is commonly used in literature as a container for security-related information, al-

lowing to transfer authentication/authorization information among different communication

entities. Basically, the token is a straightforward method that successfully implements the

decoupling between authentication and authorization processes [99]. The conceived solution

employs the JSON Web Tokens technology (JWT) [100]. In particular, a JWT connects any

type of information chosen by the token author (i.e., claims) to the identity of the data con-

sumer for which the token was produced. Moreover, all the information within the token is

encrypted [101]. Few standardized claims are already present in a JWT, such as the issuer

(i.e., token generator), subject (i.e., token receiver), timestamp, and expiration date [100].

While the secret key and a human-readable string of the attribute set are added. Finally, the

sign field is annexed to the end of the container to guarantee the integrity and validity of the

token.

Thus, the Authority sends a JWT to each data consumer that will be in possession of a

series of attributes and the related cryptographic material.

Phase 2: service subscription. This phase leads data consumers to generate and pub-

lish search Trapdoors. Specifically, when a data subscriber needs to retrieve specific data, it

chooses a set of keywords, takes its attributes and its secret key, and calculates the Trapdoor

by encrypting it with attribute-based encryption.

Then, it asks for its certificate to the Trusted Authority and it generates a trusted and

authentic service request message, namely Mreq, as follows:

Mreq = Certdc || Trapdoor || Proof(Trapdoor) , (3.11)

where Certdc is the data consumer certificate, Trapdoor is the above-created Trapdoor, and

Proof(Trapdoor) is the digital signature of the Trapdoor created by using the private key

associated with the public key stored in the certificate. Finally, as previously described, the

data consumer subscribes the service request message to all the POSE entities in the network.

Phase 3: data publication. Herein, before publishing data on the closest pose entity, a

data producer selects specific keywords associated with the data flow and encrypts them with

the attribute-based encryption algorithm. It takes as input the data, the keyword, the secret

key, and the access policy, while it gives as output the ciphertext.

Additionally, the data producer retrieves its certificate from the Trusted Authority and

creates a trusted and authentic message, namely Mdata, as follows:

Mdata = Certdp || ciphertext || Proof(ciphertext) , (3.12)

where Certdp is the data producer certificate, ciphertext is the published data (protected

with the ABE cryptosystem), andProof(ciphertext) is the digital signature of the ciphertext

obtained with the private key linked to the public key stored in the certificate. Subsequently,

the message is published on the referenced POSE entity.

Phase 4: keyword search and data dissemination. This phase involves the POSE entity,

which runs the search algorithm to verify whether the published encrypted data matches one

or more subscriptions stored in the Trapdoor table. Herein, differently from the current scien-

tific literature, the proposed methodology addresses a scenario with multiple data producers

and data consumers. In detail, for each received data, the search procedure progressively han-

dles each subscribed Trapdoor. Thus, the POSE entity verifies their equality through specific

equations depending on the cryptographic algorithm. The equation’s validity demonstrates

that i) the set of keywords in the ciphertext contains the keywords of a subscribed request,
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Each data consumer subscribes its 

Trapdoor to the available POSE 

entities

Each POSE entity stores the Trapdoors in its 

Trapdoor Table

The POSE receives the published ciphertext 

ct from a data producer

For each subscription in the Trapdoor table

Search(ct, trapdoor) = 0 FALSE

TRUE

ct == trapdoor
FALSE

Search(ct, trapdoor) = 1

TRUE

ct has not been sent to 

the reference Edge 

Server

TRUE FALSE

The POSE entity forwards ct

to the reference Edge Server Search(ct, trapdoor) = 1

Figure 3.9: Flowchart of the proposed search and data dissemination phase.

and ii) the data consumer attributes match the data producer access policy. The search algo-

rithm returns 0 in case of mismatching, or 1 otherwise.
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However, subscriptions of different data consumers connected to the same base station may

result in a match. In this context, to guarantee energy efficiency at the network edge, the

POSE entity disseminates only once the encrypted data towards the base station by listing all

matched data consumers.

For the sake of clarity, search and data dissemination operations are defined in the flow chart

in Fig. 3.9.

Phase 5: decryption. Finally, the last phase allows the data consumer to decrypt the

received cyphertext with the decryption algorithm taking as input the secret key and retrieving

the data.

3.3.2 Security Proof

This section formulates a security proof for the proposed service architecture, by jointly con-

sidering cryptographic operations and communication protocols.

Regarding cryptographic operations, it is significant to note that many works in the scien-

tific literature proposing SE algorithms analyze the cryptographic security of their conceived

technique. For example, the two algorithms integrated and evaluated in the proposed service

architecture, respectively presented in [94] and [88], have been proven to be robust against

both Chosen Keyword Attack (CKA) and Chosen Plaintext Attack (CPA). As a result, our

envisioned solution is secured by design against the aforementioned cryptographic threats.

Regarding the security analysis of the rest of the service architecture, the designed solu-

tion leverages well-known security building blocks (such as TLS, X.509 certificates, and ABE

cryptosystems). These remain independently constructed, and their security has been previ-

ously established and formally described in the reference contributions listed below. Thus the

security analysis of each used functionality is proved as follows:

• Secure end-to-end communication. The proposed distributed service architecture,

by using TLS (i.e., TLS version 1.3) protocol, guarantees the establishment of a secure

end-to-end channel communication between each involved entity of the network (e.g.,

Trusted Authority, Data Producer, Data consumer, and POSE entity). Specifically, it

helps providing data confidentiality and mutual authentication. Moreover, this makes

the communication network resilient against Man-In-The-Middle (MITM) attacks. TLS

is a well-known and extremely widespread security protocol, thus, its security proof has

already been explored in [102], [103], and [104].

• Peer and data authentication. Independently from the usage of TLS, the service archi-

tecture presented in this work must ensure that submission requests and published data

are generated by trusted entities. Therefore, data and peer authentication is achieved by

using X.509 certificates and digital signatures. In fact, the digital signature is a crucial

aspect of the exchange of messages in the "service subscription" and "data publication"

phases, as it serves to verify the authenticity and integrity of the message. This signa-

ture is generated using the private key associated with the public key included in the

X.509 certificate, and is added to the message along with the mobile agent certificate

and the Trapdoor or ciphertext (as shown in Eq. 3.11 and Eq. 3.12). Indeed, the ro-

bustness of the cryptographic technique used to generate the digital signature greatly

affects the security of X.509 certificates. While classical algorithms such as ECDSA

and RSA are commonly used and have been demonstrated to be secure in previous stud-

ies, [105] and [106] respectively. Newer quantum-resistant signature schemes such as

CRYSTALS-Dilithium [107] and SPHINCS+ [108] may also be used to ensure the se-

curity of the digital signature. Additionally, the security of the used standardized data

structure determines the security of the cryptographic data associated with each data

consumer (i.e., attributes and secret key). The security of the encrypted JWT token
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depends on the public-key cryptography algorithm used to create the digital sign. RSA

and ECDSA techniques can be applied in this situation as well. Their security has been

proven in [106] and [105], respectively. Thus, the peer and data authentication proce-

dure helps the conceived methodology being resilient to collusion and replay attacks.

• Access control. The "data publication" and "decryption" phases make use of ABE

cryptographic techniques (i.e., CP-ABE[53]) for guaranteeing data protection and flex-

ible access control. In this context, the Trapdoor matches guarantee that data consumers

asking for a specific resource prove to be in possession of a subset of attributes that sat-

isfies the access control policy uniquely coupled with the resource and chosen by the

data producers. This ensures that only authorized mobile agents access to the protected

data.

• Network traffic monitoring. Intrusion Detection Systems (IDSs), as a unique net-

work security approach, are an important defense solution [109]. Specifically, the IDS

collects network traffic, and security logs, and determines whether or not the network

has been compromised by examining some indicators [109]. Thus, in line with recent

scientific literature [110],[111], and [112], the proposed service architecture can inte-

grate IDSs at the network edge to ensure resistance to Denial of Service (DoS) and

Distributed Denial of Service (DDoS) attacks. Here, IDSs may be placed between the

Edge Servers and the mobile agents, to filter and analyze encrypted traffic generated by

data producers and received by data consumers. In this context, however, note that this

contribution does not carefully investigate the behavior of IDS, which will be studied

in future research activities.

3.3.3 Performance evaluation

To illustrate the significant potential of the proposed privacy-preserving data dissemination

strategy in realistic scenarios, this Section investigates its performance through experimental

tests.

The followed Methodology

Differently from our preliminary numerical analysis presented in [2], the cryptographic op-

eration expected for the two state-of-the-art SE algorithms proposed in [94] and [88] and

presented in Appendix A and Appendix B, respectively, have been implemented through the

Pairing Based Cryptography (PBC) library and executed within a proper experimental com-

puting test environment modeling the conceived data dissemination process.

Conducted tests consider a network with a variable number of base stations (i.e., 4 and

8 cells). Herein, from 10 to 50 data consumers are uniformly distributed. Moreover, the

study assumes to consider some data producers, uniformly attached to the base stations. Data

producers may need to examine their data stream and publish new data because the network

requirements are subject to change. To properly handle with this specification, the reviewed

data publications related to the data producers are modeled via Poisson at different rates (i.e.,

from 40 to 320 new publications/s) during a total time of 180 seconds. Specifically, tests

make use of the Message Queuing Telemetry Transport (MQTT) protocol which is based on

a publish/subscribe communication mechanism. Publishers are clients who send messages,

while subscribers are the ones who receive them. Their interaction is promoted by a cen-

tral point (i.e., broker) that receives the messages from the publisher and delivers them to

the subscribers [113]. Thus, the proposed methodology deploys MQTT to publish new data

at different rates and to subscribe for receiving specific data. The impact of i) the number

of service subscriptions (equivalent to the number of Trapdoors generated by data consumer
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Figure 3.10: Testbed setup
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/request/search_encryption/10

Figure 3.11: System emulation scheme.

and stored within each single Trapdoor table), ii) the average amount of data publications

over time, and iii) the number of Edge Servers involved into the privacy-preserving data dis-

semination strategy has been carefully studied by measuring three main Key Performance

Indexes (KPIs). The first one is the average search time, defined as the average amount of

time needed to complete the execution of the Searchable Encryption algorithm over all the

service subscriptions stored within the Trapdoor table. The second one refers to the average

delivery delay, computed as the average amount of time required to deliver published data to

the subscriber. While the average search time highlights the computational impact of both the

number of Trapdoors and network load on the implementation of the SE function, the average

delivery delay extends the previous KPI by also reporting the impact of delivery delays of

data across the distributed network. Finally, the third KPI regards the energy consumption.

In particular, the consumed energy to run SE operations is examined as a function of both the

number of subscriptions and the number of new publications changed. The analysis of these

KPIs highlights the significant performance gain the proposed architecture achieves against a

conventional cloud-based approach. Indeed, it demonstrates the benefits of distributing ser-

vice subscriptions, collection of published data, SE tasks, and data delivery at the edge of the

network rather than deploying a centralized and remote application available in the cloud.
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Table 3.4: Average Communication Latencies [114] [115].

Network End-Points Average Communication Latency [s]

Radio interface 0.0036

Network Edge 0.0052

Remote Cloud 0.015

Table 3.5: Computational cost of cryptographic operations.

Cryptographic operation
Average execution time [s]

SE algorithm

presented in [94]

SE algorithm

presented in [88]

Encryption 0.02694 0.03264

Decryption 0.02568 0.03339

Search Algorithm 0.02954 0.03233

System setup description

Experimental tests have been carried out on a workstation running the Ubuntu 22.04.1 LTS

operating system, with an Intel Xeon Bronze 3106 @1.70GHz processor, 96 GB of RAM and

180 Watt of consumed peak power.

Specifically, the workstation models the most important functionalities of an Edge Server

and its interaction with respect to data publishers and other remote Edge Servers. Here, two

lightweight networked containers are built by using Docker to model the Data Collector and

the POSE entity (see Fig. 3.10).

The Data Collector is in charge of collecting all data published by data producers served

by a specific base station. Furthermore, it delivers the collected data to the POSE entity. As

depicted in Fig. 3.10, these two tasks are executed by the Publish Engine entity and MQTT

Broker, respectively.

On the other hand, the POSE entity hosts the Trapdoor table and implements the SE algo-

rithm. Moreover, the interaction between the Data Collector and POSE entity is implemented

through a client-server application, established by using the MQTT protocol version 3.1.1. In

particular:

• The Publish Engine uses a C++ script to emulate the reception of data published by IoT

agents. Here, data are generated according to a memory-less Poisson process, where

the average number of new data published over time in a single cell varies from 40 to

320 new publications/s.

• As soon as a new data is published, the Publish Engine in the Data Collector forwards

MQTT Publish messages to the MQTT Broker (i.e., Eclipse Mosquitto message broker
∗), by using the Paho MQTT C library. Then, the MQTT Broker sends a MQTT Sub-

scribe message to the POSE entity, previously registered to receive MQTT messages

on a specific topic (e.g., /request/search_encryption/trapdoor_number).

• The POSE entity receives the MQTT Subscribe messages via the Flask API framework

and runs the search algorithm by executing a binary file containing the cryptographic

operations. Herein, to properly configure the scheme of the two attribute-based SE

algorithms (i.e., [94] and [88]), which number of attributes is set to 5, Type A pairings

are constructed on the curve y2 = x3+x over the fieldZP . Additionally, the dimensions

of the G and GT group elements are set to 1024 bits and to 160 bits for the ZP ones.

∗https://mosquitto.org/
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In addition, the implemented experimental setup also emulates communication latencies

on the various network segments to measure the average delivery delay. Table 3.3 shows

latency values taken from the scientific literature [114] [115].

Analysis of cryptographic operations

This section evaluates the computational cost of cryptographic operations and measures sta-

tistical information on search algorithm execution time.

Firstly, by adopting the above-described simulation setup and running 102 tests, the av-

erage execution time of encryption and decryption operations, as well as the single search

accomplishment are calculated and reported in table 3.5. It shows that the algorithm in [94]

is less computationally intensive than the algorithm in [88].

Secondly, with respect to the conceived methodology presented in Section 3.2.1, the av-

erage search time is evaluated and defined as the amount of time needed for each POSE entity

to execute sequentially the number of subscribed trapdoors. Fig. 3.12 depicts the statistical

information of the search time execution run over 102 tests. For both the algorithms, the 25th,

50th, and 75th percentiles as well as the lowest value and maximum values, are reported.

In addition, the respective average search time value is also shown. Thus, differently from

the preliminary numerical results presented in our previous work [2], here the empirical re-

sults prove that the search execution time linearly increases with the number of subscriptions.

Specifically, Fig. 3.12 demonstrates that the algorithm presented in [94] performs better than

the one described in [88]. While, both algorithms highlight a double average search time in

the execution of 10 sequentially Trapdoors with respect to the single execution. The results

prove that when subscriptions pass from 10 to 50, the average search time triples in [94] and

quadruples in [88].

Impact of the Network Load on the Search Time

This section analyzes the impact of network load on the search time execution, employing

the simulation setup described in Section 3.3.3. Since POSE entities and cloud servers both

have finite processing capability, herein it is proved that by gradually increasing the number

of newly published data, the number of queued search executions increases, exposing a longer

average search time execution.
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Figure 3.13: Average Delivery Delay with 4 Edge Servers
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Figure 3.14: Average Delivery Delay with 8 Edge Servers

Table 5.2 displays the average search time execution, calculated as the average value of

all single search executions performed on the newly published data (generated with a spe-

cific Poisson distribution rate). Specifically, it shows the average search time execution of

both considered algorithms (i.e., [94] and [88]) as a function of number of both submitted

Trapdoors and network cells.

It emphasizes how moving search operations at the network edge would boost search op-

erations on newly published data. Indeed, considering the algorithm in [94] with 10 subscrip-

tions, by passing from 40 to 320 publications/s, the average search time execution within the

proposed architecture increases by just a few milliseconds (22 ms and 70 ms with 4 and 8

Edge Servers, respectively). While augments of 43 seconds with the Cloud-based approach.

Similarly, the average search time execution for the suggested architecture rises to 53 seconds

and 100 milliseconds with 4 and 8 Edge Servers, respectively. While, it increases by 200

seconds in the Cloud-based scenario using the algorithm in [88] with 40 subscribers.

As a result, since the needed search time is not negligible, a technique that distributes

tasks at the edge of the network might result in significant advantages.

Average Delivery Delay

By referring to the simulation setup specified in Section 3.3.3, this section compares the av-

erage delivery delay in the cloud-based and proposed scenario.

To properly evaluate the average delivery delay, the average communication latencies dis-

played in table 3.3, the average time required to encrypt and decrypt data recorded in table

3.5, and the average search time execution reported in table 5.2 have been considered. On one

hand, the average cloud-based delivery delay is evaluated as the sum of cryptographic opera-

tions and latencies due to reach the cloud server. On the other hand, following the proposed

architecture, it is calculated as the sum of the following three contributions: cryptographic

operations, latency in the radio interface, and latency experienced at the edge of the network.

Supposing to evaluate a scenario (e.g., monitoring and control applications) where the max-

imum acceptable delay is 1 s, Fig. 3.13 and Fig. 3.14 depicts the average delivery delay,
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Figure 3.15: SE energy consumption with 4 Edge Servers
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Figure 3.16: SE energy consumption with 8 Edge Servers

respectively in a 4 and 8 cells network, as a function of new published data rates. Specifically,

only below threshold values are displayed. In line with the search time execution, the algo-

rithm in [94] achieves shorter delivery delays than the algorithm in [88]. Moreover, results of

both 10 and 40 subscriptions highlight how distributing search operations at the network edge

allows obtaining a higher tolerable data publishing rate. Indeed, Fig. 3.13 shows that by pass-

ing from 10 to 40 subscriptions and using the algorithm in [7], the acceptable new published

data rate for the proposed approach is not reduced, differently for the cloud-based one where

it reduces by 60%. While, by exploiting the algorithm in [88], a maximum tolerated delivery

delay is obtained reducing the new published data rate up to 10% for the proposed approach

and 70% for the cloud-based one. Similarly, this happens in an 8-cell network depicted in

Fig. 3.14. By comparing the two figures, it is possible to understand that by increasing the

number of cells and the new publication rates, the average delivery delay slightly varies in a

scenario with 10 subscriptions for both the Cloud-based and proposed approaches. While it

significantly differs by increasing the subscription number to 40. Indeed, on the one hand, the

proposed service architecture allows to maintain a delivery delay lower than the threshold.

On the other hand, the Cloud-based approach allows both algorithms to suddenly reach the

threshold value.

Energy Consumption

The SE algorithms require a significant and not negligible amount of time and energy to run,

both on Edge Servers and in remote clouds.

To measure the energy consumption due to the execution of SE tasks, conducted tests

tracked the number of active and pending SE operations over time. Indeed, by dividing

the time into small intervals ∆T (e.g., 1 ms each), the energy consumed during each in-

terval is calculated using the percentage of peak power P (nSE), based on the number of

active/pending SE operations (i.e., nSE), and each time slot ∆T . This allows evaluating the
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energy consumption E as:

E =
∑

n∆T

P (nSE) · ∆T, (3.13)

where, n∆T is the total number of observed time slots. In this context, n∆T is the amount of

time needed to run all the SE operations in a specific scenario.

Fig. 3.15 and Fig. 3.16 illustrate the consumed energy in the function of the number of

subscriptions, publication rates, and Edge Servers as well as the time needed to run the SE

tasks. These figures confirm that the algorithm presented in [88] consumes more energy than

the algorithm in [94]. This is due to the higher computational cost required by the algorithm

in [88] to perform SE operations. Moreover, in a scenario with 4 Edge Servers and 10 sub-

scriptions (Fig. 3.15a), the proposed solution permits keeping low energy values, ranging

from 5 kJ to 20 kJ. Differently, the usage of the cloud-based method results in a higher energy

consumption passing from 10 kJ to 100 kJ. In addition, in a scenario with 8 Edge Servers and

10 subscriptions (Fig. 3.16a), the consumed energy only increases by 8 kJ, passing from 40

to 320 publications/s within the proposed service architecture. Instead, with the cloud-based

method, it increases by 90 kJ. The same pattern occurs in a network with 8 Edge Servers and

40 subscriptions (Fig. 3.16b). Here, the energy consumption values are lower than 20 kJ

with the proposed approach, while it rises by a factor of ten, passing from 40 to 320 publica-

tions/s within the cloud-based one. By comparing the two figures, it is clear that the energy

consumption resulting from the execution of SE operations in a scenario with 10 subscribers,

for both the Cloud-based and proposed approach, marginally varies by increasing the number

of cells and the new publishing rates. While it considerably differs by raising the number of

subscriptions to 40, especially for the cloud-based methods.
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Chapter 4

Radio Frequency Fingerprinting

Wireless networks are foundational to IoT applications but remain vulnerable to multiple se-

curity threats due to the open nature of the wireless communication channel. This openness

exposes devices to unauthorized access and privacy violations [116]. Thus, ensuring authen-

ticity within wireless networks is a major challenge, as traditional cryptographic methods,

while effective, often demand significant computational resources and require modifications

to devices’ firmware and software [117].

Within this context, PLA has emerged as a promising solution, leveraging unique physical

layer characteristics from transmitted signals to verify a device’s identity [117]. These inher-

ent attributes do not require changes or computational overhead at the transmitting device,

and thus act as unique identifiers [117]. RFF, in particular, harnesses the specific hardware

traits of a transmitter, which are inadvertently embedded in the transmitted signal. These

characteristics allow a passive receiver to uniquely identify the transmitting device [118].

Components such as oscillators, amplifiers, and modulators introduce unique variations in

the signal’s phase and frequency, without affecting its quality [119]. By analyzing these

characteristics, RFF can uniquely identify—or fingerprint—a device, much like a biometric

identifier for humans. This process involves collecting Radio Frequency (RF) emissions at a

receiver, extracting relevant features, and training a model to recognize specific transmitters

in the wild [119].

Wireless channel conditions, however, pose a substantial challenge for RFF-based device

identification, particularly in wideband communication systems [120]. Traditional RFF ap-

proaches extract features based on both device-specific hardware impairments and channel

conditions, with channel variations frequently overshadowing the intended device-specific

signal markers [121]. Consequently, RFF accuracy diminishes with channel fluctuations,

introducing high location-dependency [121]. Recent research indicates that deep learning

(DL)–based, image-inspired RFF models can achieve more consistent performance than tra-

ditional models by mitigating the multipath effects induced by the wireless channel [122].

This approach preprocesses physical layer data (I-Q samples) into image-like representations

for input into image classification algorithms such as Convolutional Neural Networks (CNNs).

Due to their robustness, image-based RFF models have been widely adopted in various wire-

less environments [123][124][125].

4.1 Background and Related Works

In this section, preliminary concepts that will be useful for later sections, i.e., digital modu-

lation techniques and CNNs are introduced.

4.1.1 Digital Modulation

Wireless communication systems use digital modulation techniques to convert baseband to

high-frequency signals suitable for transmission over the wireless channel [126]. In detail, a
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digital modulation scheme generates a modulated signal characterized by an in-phase (I) and a

quadrature (Q) component, commonly represented as complex IQ values I+ jQ, where I and

Q denote the real and imaginary parts, respectively. The transmitter maps a bit sequence into

symbols and then I-Q samples using a specific modulation scheme. The receiver decodes

the original bit sequence from the received I-Q samples, by associating to the received IQ

value the symbol characterized by the minimum error, under the assumption that the noise

affecting the received signal is minimum. In the remainder of this work, the Binary Phase-

Shift Keying (BPSK) modulation scheme is considered, according to which, the bit values

{0, 1} are mapped into the symbols +1,−1. It is worth noting that BPSK requires only the

in-phase component (I = ±1) while the quadrature component is set to zero Q = 0.

4.1.2 Deep Learning

Deep Learning (DL) techniques have been recently adapted to the wireless communication

and image recovery domains [127]. In this context, CNN models demonstrate to achieve

better performances, especially for image processing tasks [128]. Indeed, by exploiting their

ability to learn and extract features, CNNs are deployed into a wide range of scenarios, includ-

ing image classification [129]. Specifically, CNNs are a widely used DL architecture mostly

adopted in computer vision applications [127] and image processing [129]. In this context, by

using images or labeled data, CNNs learn to generate hierarchical representations of the data,

which can then be used effectively for accurate and reliable target classification [130] reach-

ing high accuracy [128]. CNNs consist of three types of layers, i.e., convolutional, pooling,

and fully-connected layers, where neurons perform convolutional operations and enhance the

performance of the model through a process of iterative learning [131]. Convolutional layers

primarily handle feature extraction by applying convolutional filters to the input data, pro-

ducing a corresponding feature map. Subsequently, the pooling layers are used to reduce

computational overhead by downsampling the spatial dimensions of the feature map. Finally,

fully connected layers are responsible for high-level feature processing and for making final

predictions [131]. CNNs have gained popularity in the literature mainly for their remarkable

performance in classifying images.

4.1.3 Related Works on Image-based RFF

RFF have recently gained popularity in the scientific community as a novel approach for au-

thenticating RF devices by analyzing their unique Physical (PHY)-layer signal characteris-

tics [117]. Overall, scientific approaches dealing with transmitter identification from PHY-

layers signals can be divided into two primary categories: i) traditional methods based on

statistical analysis, and ii) approaches leveraging DL algorithms [118]. Traditional RF finger-

printing methods relying on customized features often face challenges in generalizing to real-

world environments [132]. In contrast, DL automatically extracts complex features by directly

using as input values the raw I-Q data, enhancing accuracy and adaptability [133]. While ef-

fective in many scenarios, this strategy produces sensitive fingerprint models, that struggle

to adapt to varying channel conditions, mobility, and power cycling of RF devices [122]. In

this context, image-based RFF systems, converting raw I-Q samples into 2-D or 3-D images,

have demonstrated superior identification performance over previous techniques under chal-

lenging channel conditions and across power cycles of the devices [122], [134]. Image-based

RFF systems have been recently used also for the detection of several attacks in wireless sce-

narios, e.g., Adversarial Machine Learning (AML) [135] and jamming [124]. To mention a

few relevant works using image-based RFF, Papangelo et al. [135] investigate the effectiveness

of AML techniques in attacking and improving the robustness of image-based RFF systems,

demonstrating that adversarial training enhances system resilience against attacks like Fast
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Gradient Signed Method (FGSM) and Generative Adversarial Networks (GAN) with a minor

impact on classification accuracy. Alhazbi et al. [123] propose a solution for early jamming

detection and identification in mobile scenarios, leveraging DL to analyze image transformed

I-Q samples at the PHY layer and accurately detect and classify jamming types, including

Gaussian noise and tone jamming. Along the same line, Sciancalepore et al. [124] perform

jamming detection by focusing on an indoor scenario and extending the work in [123] with

different modulation techniques, enhanced adversary models, and sparse autoencoders on im-

age transformed I-Q samples. Moreover, Irfan et al. [125] present an approach for detecting

jamming signals in Power Line Communication (PLC) systems by converting PHY-layer I-Q

samples into images and applying CNN for classification.

Overall, although image-based RFF approaches have gained popularity in the PHY-layer

security domain, current research primarily focuses on detecting jamming attacks, while the

impact of interferences (intentional or not) on the accuracy of RFF remains unexplored. More-

over, none of these works analyzes the impact of an out-of-band interference on the perfor-

mance of RFF. Indeed, although the Bit Error Rate (BER) is minimally impacted when jam-

ming occurs in close channels, RFF is much more fragile, and can be potentially corrupted

even when interference does not occur on the same channel and bandwidth of the main com-

munication.

4.2 Frequency Matters: On the Impact of Carrier Frequency on

Privacy in Radio Fingerprinting

On one hand, RFF presents a compelling solution for ensuring authenticity in wireless com-

munications; on the other hand, it raises privacy concerns, particularly regarding data security.

Devices operating on a particular frequency generate RF emissions that are captured by a ded-

icated receiver, which then creates radio fingerprints and stores them on a server, such as a

database within a security service [136]. Unauthorized access to such servers could lead to

significant data leakage [137]. Since each device has a unique fingerprint, any leakage of the

RFF model—or portions of it—may allow adversaries to infer individuals’ locations, behav-

iors, and even social interactions, thereby facilitating surveillance and infringing on personal

privacy [138].

Despite these risks, there has been little evaluation of how partial leakage of the RFF

model might impact devices’ anonymity and privacy. Assuming an adversary gains access to

an RFF model, no research has yet assessed RFF performance when there is no information

about the carrier frequency on which the model was trained. Existing studies commonly

assume that a device’s RFF model is unique and remains unaffected by operational factors,

such as the frequency at which the receiver collects RF emissions. However, the literature has

not sufficiently investigated two critical aspects: (i) the consistency of a device’s RFF model

across various carrier frequencies, and (ii) the effectiveness of tracking attacks conducted via

RFF when there is a mismatch between the carrier frequency used for training and that used

during testing—a common scenario in cases of partial RFF model leakage.

The work presented herein explores the impact of partial leakage of an RFF model on the

overall RFF process. Through a series of controlled experiments utilizing SDRs and state-of-

the-art image-based RFF models, it is demonstrated that an RF device’s RFF model is highly

dependent on the carrier frequency used in communications. While RFF models generated

at closely related frequencies often display similarity, significant discrepancies arise as fre-

quency differences increase. When attackers attempt to utilize a leaked RFF model without

knowledge of the original carrier frequency, these discrepancies lead to notable declines in

RFF accuracy, potentially reducing performance to random guessing, even when only a small

number of devices are present in the network.
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Figure 4.1: Reference scenario: the transmitter communicates with the re-

ceiver on a pseudo-random channel through encrypted communication.

Figure 4.2: Adversary model: the adversary is challenged to identify the

transmitter by resorting to RFF while exploiting (leaked) information associ-

ated with the DL-based RFF model of the transmitter on channel cx.

This analysis shows, for the first time, that lack of knowledge about the training frequency

renders a leaked RFF model nearly unusable for attackers, compelling them to develop a new

device profile, which incurs both time and cost. Frequency hopping is thus proposed as a

viable approach for RF devices to counteract RFF-based tracking attacks, potentially preserv-

ing anonymity and location privacy. To encourage reproducibility and further exploration of

these findings, all related data is released as open-source at [139].

4.2.1 Reference Scenario and Adversary Model

Reference Scenario

Fig. 4.1 depicts the reference scenario, including one or more RF transmitters and one RF

receiver. The RF devices communicate wirelessly on a pseudo-random channel c(t) chosen

by the transmitter and the receiver as a function of previously established secrets. The main

objective of a transmitter is to stay anonymous to all devices in the network except to the re-

ceiver, which in turn performs the transmitter’s physical-layer authentication via RFF. To this

aim, the receiver resorts to a dataset of pre-trained models M = {M1, . . . ,MN} constituted

by N RFF models, each of them referring to a specific channel, which is stored on a server.

Therefore, the receiver tunes to the pre-defined channel cx, select Mx, with x ∈ [1, N ], ini-

tiates the reception of the signals from the transmitter, and finally validates the transmitter

applying Mx. Specifically, in line with the contribution in [135], the receiver deploys image-

based RFF techniques using CNN pre-trained DL models for image classification achieving

robustness against channel fluctuations and mobility.
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Adversary model

Fig. 4.2 shows the adversary model. It is assumed that one of the RFF modelsMa ∈ {M1, . . . ,

MN} with a ∈ [1, N ] has been leaked to the adversary, as a result of the adversary gaining

unauthorized access to the server where the RFF model is stored. Specifically, the adversary

is aware of the RFF model, but they do not know which channels are associated with that

specific RFF model. Thus, the adversary aims to identify the transmitter (i.e., fingerprint)

by leveraging the leaked model Ma. Note that, given the high-security constraints, i.e., a

random selection of the communication channel, transmitter anonymity, and unawareness of

the association of a model to a particular channel, the adversary task is particularly challeng-

ing. In this work, the impact of Ma leakage on transmitter anonymity and the influencing

configuration parameters are investigated.

4.2.2 Deployed Methodology

This section reports the methodology used by both the legitimate receiver and the adversary

to assess the impact of partial leakage of the RFF model and carrier frequency on the RFF.

The deployed approach involves converting raw samples of the signal taken from the radio

spectrum into images [122], [123], [134], [140], [141] due to its remarkable robustness to

noise and other side effects. In line with such a methodology, the RFF problem is transformed

into an image classification problem. The main steps involve: (i) IQ sample collection, (ii)

images generation, and finally (iii) multi-class classification.

IQ sample collection

The IQ samples are collected by tuning both the transmitter and the receiver on the same

channel. The BPSK modulation scheme is considered, where the in-phase component as-

sumes as a value either -1 or +1, while the quadrature component is always zero. By mapping

the I component and the Q component to the real and imaginary parts of a complex number,

respectively, the BPSK decoding process follows Eq. 4.1:

x(t) =

{

−1 cos(2πf0t), if b = 0,

+1 cos(2πf0t), if b = 1,
(4.1)

where x(t) is the transmitted modulated signal, f0 is the carrier frequency, and b is the bit

value. Thus, given a carrier frequency f0, the couples [-1, 0] and [1, 0] represent the theoreti-

cal position of the received IQ samples in the IQ plane. However, due to radio imperfections,

the collected IQ samples are distributed in the IQ plane, generating a specific pattern that

identifies the device’s fingerprint.

Image Generation

The image generation phase processes the collected raw IQ samples and generates gray-scale

images following the baseline procedure described in [122]. Specifically, the procedure in-

volves collectingK IQ samples and then dividing the IQ plane and the clouds of points created

by such IQ samples into N × M tiles, with the values of N and M determining the image

dimensions. Afterward, for each tile (m,n), the IQ samples that fall in the tile (bivariate

histogram) are counted. To guarantee that such value maps to a correct pixel value in the

generated image, if the count exceeds 255 (i.e., the maximum possible value of the pixel of an

image), the value is truncated to 255. To this aim, it is fundamental to calibrate the number

of IQ samples per image to minimize the loss of information, i.e., too many tiles exceeding

255 samples.
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Receiver Transmitter

Figure 4.3: Experimental testbed setup.

Multi-class Classification

This task involves classifying images generated during the previous phase. Specifically, in line

with the adversary model described earlier, the aim of the proposed multi-class classification

problem is to identify the transmitter device. Firstly, the collected IQ samples are divided

into three subsets, i.e., training, validation, and testing, Secondly, state-of-the-art CNNs pre-

trained on the ImageNet database [142] are considered, i.e., Alexnet, Resnet-18, Resnet-50,

Resnet-101, Inceptionv3. The procedure used their implementation in MatLab2023b, where

the input and output layers are adapted to fit the classification problem. Specifically, the input

layers are re-sized to fit the size of the images generated from raw IQ samples, while the output

layers are re-designed to accommodate the number of classes in the specific experiment.

Investigated Key Performance Indicators

Two main experiments are considered. Firstly, the impact of the carrier frequency on the RFF

model of a device is investigated. Specifically, it aims to assess to what extent the fingerprint

of a particular device changes when changing the carrier frequency. Thus, a multi-class clas-

sification task is performed where the number of classes is coincidental with the number of

tested channels. Secondly, the impact of partial information leakage of the RFF model is eval-

uated by analyzing the mismatch in the training and testing channel used for the RFF, in line

with the adversary model discussed in Sec. 4.2.1. Herein, a multi-class classification problem

where the number of classes is coincidental with the number of distinct devices in the setup

is performed. For each test and device, the RFF model is trained on the IQ samples acquired

at a specific channel, and it is tested using the IQ samples acquired at a different channel.

Thus, it is denoted δ as the absolute value of the difference between the channel considered

for training and the one used for testing, i.e., δ = |chtrain − chtest|, and the performance of

the RFF models for increasing values of δ is evaluated.

4.2.3 Performance Evaluation

Experimental Testbed

The experimental testbed used to collect the IQ samples resorts to four LimeSDRs devices.

The considered SDRs feature the LMS7002M RF Transceiver, capable of running any wireless

standard and mobile communication, including WiFi and 4G [143]. The SDRs are connected

to a Ubuntu 22.04 workstation, equipped with a 12th Gen Intel(R) Core(TM) i7 @2.70 GHz



4.2. Frequency Matters: On the Impact of Carrier Frequency on Privacy in Radio

Fingerprinting
59

processor. The conducted experiments utilize a direct wired connection between the trans-

mitter and the receiver. In fact, investigating the impact of carrier frequency mismatch on

RFF performance is challenging due to various factors that influence the RFF accuracy in

real-world environments, such as multipath propagation, shadowing, and interference. The

use of the wired connection minimizes the impact of such noise sources and allows to focus

on the specific effect of carrier frequency on the RFF, enabling a more reliable analysis of

its influence on system performance. At the same time, note that this setup constitutes an

extreme advantage for the adversary: indeed, as a legitimate receiver, the adversary can also

focus only on the RFF task, without worrying about the mentioned noise figures.

To drive the behavior of the SDR, the GNU Radio 3.10 software is used, offering the

possibility to configure the radios with the desired communication parameters. Thus, the

transmitter and the receiver gain are set to 50 dB and 70 dB, respectively. The communication

frequencies and channels defined by the IEEE 802.15.4 communication technology [144]

and used by devices compliant with the Zigbee specification [145] are considered. Thus, 16

channels in the frequency range 2405−2480MHz are used, each characterized by a bandwidth

of 2 MHz and an inter-channel spacing of 5 MHz, according to the IEEE 802.15.4 standard

specification. The transmission chain defined on GNURadio consists of four blocks: i) a

File Source, used to generate a message consisting of a string of 256 bytes with incremental

values; ii) a Constellation Modulator, configured to handle the BPSK modulation scheme;

iii) a Multiply Constant, used to adjust the amplitude of the signal to avoid saturation, and iv)

the LimeSuite Sink, where the radio signals are up-converted to the selected carrier frequency,

with a sample rate of 256K samples per second. On the receiver, six main blocks are defined:

i) the LimeSDR Source, used to receive the radio signal at the selected carrier frequency; ii) a

Rational Resampler, acting as a filter; iii) an AGC, used for mitigating channel fluctuations;

iv) a Symbol Sync, in charge of decoding the digital signal; v) a Costas Loop, deployed for

phase and frequency mitigation offsets, and vi) a File Sink, storing the output of the whole

reception chain into a ".iq" file.

Specifically, a selected LimeSDR is deployed as the receiver while the other three radios

are connected alternately to act as transmitters (as depicted in Fig. 4.3). For the sake of clarity,

to avoid the influence of power cycling on the RFF [122], the data collection campaign is

conducted without switching off the receiver LimeSDR. Overall, 60 tests lasting 90 seconds

are run for each of the 16 channels on each transmitter. Subsequently, all the collected data

are uploaded to a centralized server for running the tests. The collected data are available

open-source at [139]. For the data analysis, the High-Performance Computing (HPC) cluster

available at TU/e in Eindhoven (NL), providing 2 GPUs Tesla V1000 with 256 GB of RAM

is used. Moreover, K = 106 IQ samples per image are utilized and images of size M ×
N = 225 × 225 are obtained, in line with the size of the images of the ImageNet database

in MATLAB2023b. For the classification procedure, the 60%, 20%, and 20% of the data

for training, validation, and testing, respectively are used, and due to the tested number of

channels, the performance of the various RFF models are tested by considering values of δ in

the interval δ = [0, 15].

Fingerprint Robustness to Carrier Frequency

This section investigates the performance of a model trained on a specific channel when ap-

plied to data from other channels. The analysis begins with a preliminary example using

one device and a single CNN model, specifically AlexNet. A model was trained on images

generated from all 16 available channels, and then tested on images from each individual

channel. The training set consists of 84 minutes of measurements per channel, while the test

set includes 6 minutes, totaling 560 images for training and 40 images for testing per channel.

Figure 4.4 displays the resulting confusion matrix.
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Figure 4.4: Alexnet accuracy confusion chart. Alexnet is trained and tested

on 16 channels (one measurement per channel), using a test set of 40 images

per channel. The confusion chart shows high accuracy when the test set is

coming from the same channel as the training set (diagonal).

The results indicate that classification accuracy is highest when the test set data originates

from the same channel as the training set data. Furthermore, the confusion matrix reveals that

misclassifications typically occur with adjacent channels; for instance, channel 13 is predicted

as channels 11, 12, and 13 in 20%, 40%, and 40% of cases, respectively. Similarly, channel 7

achieves an accuracy of about 47% on the same channel, while the remaining 53% of predic-

tions are distributed over channels 5, 6, 9, and 10. This pattern holds consistently across all

channels, with non-diagonal cells only showing notable accuracy when close to the diagonal,

suggesting that neighboring channels retain similar feature representations for the model.

Minor fluctuations in classifier accuracy are observed, likely attributable to unpredictable

real-world variations in channel conditions. Despite these fluctuations, the overall classifica-

tion trend remains consistent across channels. After training a model on a specific channel,

device fingerprinting classification errors predominantly occur with adjacent channels, while

misclassifications on distant channels are rare. Notably, mispredictions happen when features

from a transmitter on one channel resemble those on another channel, making a model as-

sociated with a particular channel (Ma) capable of identifying a transmitter on an adjacent

channel. Some exceptions are observed, such as channel 6 being predicted as channel 15, a

phenomenon that warrants further investigation.

The analysis also examines the maximum offset between the training and testing chan-

nels that leads to mispredictions. For example, as seen in Fig. 4.4, channels 1, 2, and 6 show

maximum offsets of 2, 0, and 9, respectively. This analysis considers the maximum offset

independently of the misprediction error, following a conservative approach where most mis-

predictions are characterized by low accuracy.

For comparison, multiple CNNs were evaluated, including AlexNet, Inceptionv3, ResNet-

18, ResNet-101, and ResNet-50. Figure 4.5 presents the maximum channel offset that yields

a misprediction greater than zero as a function of the reference channel. This figure con-

firms that only adjacent channels tend to retain transmitter features effectively, with the gray-

shaded area primarily concentrated within a range of ±5 (maximum offset). Some exceptions

are notable, such as channels 5 and 14, which experience larger offsets across all networks.

Importantly, this analysis follows a conservative assumption of considering mispredictions

greater than zero regardless of their values. For instance, channel 6 has a maximum offset of
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Figure 4.5: Maximum channel offset with misprediction greater than zero,

considering various CNN.

Figure 4.6: RFF Accuracy at various channel distances δ ∈ [0, 15], using

various CNN.

9 (channel 15) with only a 2.5% misprediction rate.

Overall, the findings confirm that features extracted from signals on a specific channel

can be effectively used to test a model on the same or neighboring channels, albeit with lower

accuracy on adjacent channels.

Tracking Attacks

The focus is on tracking attacks, specifically identifying a device from its leaked profile across

various channels during the training and testing phases. In this setup, three transmitting de-

vices and one receiver are used. The configuration follows the previous test approach, with

a training set comprising 252 minutes (84 minutes per device) of measurements per channel

across 16 channels, and a test set containing 18 minutes (6 minutes per device) of measure-

ments per channel.
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Various CNNs models are trained on measurements from a single transmitter on a specific

channel, and subsequently evaluated by identifying the same transmitter among others using

test measurements obtained on channels at varying distances, denoted as δ ∈ [0, 15].
Fig. 4.6 illustrates the accuracy of the CNN in correctly identifying the transmitter, rep-

resented as a function of the offset δ between the training and testing channels. The optimal

scenario occurs when δ = 0, where testing is conducted on the same channel as training,

resulting in a high likelihood of correct identification, with accuracy exceeding 0.95 across

all CNNs considered. At an offset of δ = 2, average accuracy (represented by dashed lines)

for different networks remains above 0.9, though with increased variance (0.5 to 1). However,

accuracy declines as the offset increases, eventually approaching random guess levels (0.33)

at an offset of approximately 11.

These findings confirm that models trained on RF device data are effective in identifying

devices primarily around the carrier frequency at which data was collected, with diminishing

utility on more distant carrier frequencies. Conversely, RF devices could maintain anonymity

more effectively by hopping between available channels, thereby increasing the time required

to build a reliable profile for RFF.

4.3 Jamming Echoes: On the Impact of Out-of-Band Interfer-

ence on Radio Frequency Fingerprinting

The vast majority of the literature on RFF suggests performing RFF when the quality of the

link between the transmitter and the receiver is high (low BER), in order to minimize the effect

of the multipath fading. However, to the best of the authors’ knowledge, no research has yet

explored the effect of (intentional) jamming or (unintentional) interfering signals active near

the communication bandwidth of the transmitter-receiver link.

This work systematically investigates the impact of out-of-band interference on the accu-

racy and robustness of RFF systems. Using extensive controlled real-world experiments with

Software-Defined Radios (SDRs) and state-of-the-art image-based RFF models, this study

evaluates the effects of an interfering source (or jammer) on RFF. Results demonstrate that

out-of-band interfering signals, while only marginally affecting the BER of the communica-

tion link, significantly degrade RFF performance, reducing system accuracy to random chance

levels. This analysis highlights out-of-band interference as an additional challenge for achiev-

ing reliable device identification from PHY-layer data in practical deployments.

4.3.1 Reference Scenario

The reference scenario considers N devices transmitting RF signals over the air to commu-

nicate with one another. For ease of discussion, signals are assumed to be modulated accord-

ing to the BPSK modulation scheme, although the considerations apply independently of the

specific digital modulation technique. The analysis does not consider any specific carrier fre-

quency used for communication for an analysis of the impact of the carrier frequency on these

findings.

Additionally, an RF receiver is deployed specifically to collect the signals emitted on the

wireless spectrum. As part of the network, the receiver always knows the frequency at which

a specific communication may occur, enabling it to collect the raw PHY-layer information (IQ

samples) corresponding to such transmissions. Consequently, the receiver gathers IQ samples

corresponding to valid received packets and delivers them to a central processing unit, which is

responsible for classifying the device emitting such packets using RFF. This scenario exploits

state-of-the-art image-based RFF models, similar to the one adopted in [134], chosen for

its enhanced robustness to channel variation and real-world effects characterizing embedded
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systems, such as radio reboot [122] and firmware reload [146]. Moreover, given that the RFF

system knows the RF profile of all devices capable of transmitting on the wireless channel, it

employs multi-class classification via CNNs to classify the device(s) that emit signals.

In alignment with standard RFF research, the assumption is that RF profiles are generated

using wireless signals collected before deployment in a controlled, interference-free environ-

ment. However, at runtime during testing, wireless interference may occur both in-band, i.e.,

on the same channel(s) as the regular communications, and out-of-band, i.e., on frequencies

close but not coinciding with those within the bandwidth of the regular communication chan-

nel. Throughout this paper, these interferences are referred to as jamming, irrespective of the

nature of the interference, which could be unintentional (benign) or intentional (malicious).

The impact of such out-of-band interference on the accuracy of image-based RFF is examined

in the following sections.

4.3.2 RFF Methodology

This section describes the methodology used to assess the impact of out-of-band interfer-

ence on the RFF. The considered approach transforms I-Q samples into images, in line

with state-of-the-art methods relying on image-based RFF [122], [123], [134], [140], [141].

Image-based RFF provides considerable resilience against multi-path and other disturbances.

Furthermore, utilizing state-of-the-art tools for RFF aligns with the main objective of this

research, namely, demonstrating the impact that out-of-band interference has on RFF.

In accordance with this methodology, the RFF problem is reformulated as an image recog-

nition problem. The methodology involves three main steps: (i) Data Collection, (ii) Image

Generation, and (iii) Multi-class Classification.

Data Collection

Raw PHY-layer data is collected in the form of IQ samples from the wireless channel by

aligning both the transmitter and receiver to the same frequency channel. The BPSK modu-

lation technique is employed, where the in-phase component takes on values of either -1 or

+1, while the quadrature component is zero. The I and Q components are mapped to the real

and imaginary parts of a complex number, respectively, as outlined in Eq. 4.2.

s(t) =

{

−1 cos (2πfct), if b = 0,

+1 cos (2πfct), if b = 1,
(4.2)

Here, s(t) represents the transmitted signal, fc denotes the carrier frequency, and b indi-

cates the bit value. For a given carrier frequency fc, the pairs [-1, 0] and [1, 0] correspond to

the theoretical positions of the transmitted I-Q samples on the I-Q plane. However, due to im-

perfections in radio hardware and fluctuations in wireless propagation, the actual received I-Q

samples are dispersed across the IQ plane, forming a pattern that embeds a unique fingerprint

for the device.

Image Generation

This step involves processing the acquired raw I-Q samples to produce Red-Green-Blue (RGB)

images, in accordance with the baseline procedure outlined in [122]. The process entails slic-

ing the received IQ samples into chunks of K = 105 IQ samples and dividing the IQ plane,

along with the corresponding point clouds produced by the IQ samples, into Y ×J tiles. The

parameters Y and J determine the dimensions of the final image. For each tile iy,j , the quan-

tity of IQ samples contained within the tile is determined, generating a bivariate histogram.
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TRANSMITTER RECEIVER JAMMER

BladeRF xA9 NI USRP X410 Ettus USRP X310

Workstation

Figure 4.7: Experimental Testbed—hardware and software components of

the considered measurement setup.

More in detail, an image is represented as a matrix of dimensions [Y ×J×3], where each

color is one layer, and each pixel value in the range of 0 to 255 is assigned based on the tile

value, according to the following scheme:

• If 0 ≤ nT < 255, then pR = 0, pG = 0, and pB = nT ,

• If 256 ≤ nT < 511, then pR = 0, pG = nT − 255, and pB = 255,

• If nT > 511, then pR = nT − 510, pG = 255, and pB = 255,

where nT represents the tile value derived from the bivariate histogram, and pR, pG, and pB
correspond to the red, green, and blue pixel values, respectively.

To ensure that the value corresponds to a valid pixel intensity in the generated image,

if the count exceeds 255 (the maximum allowable pixel value), such values are truncated to

255. It is crucial to adjust the number of IQ samples per image to minimize information loss,

particularly from having too many tiles with a sample count exceeding 255.

Multi-class Classification

This phase allows performing RFF by correctly classifying the images generated in the pre-

vious step. In accordance with the scenario illustrated in Section 4.3.1, the objective of the

proposed multi-class classification problem is to identify the transmitting device in a pool of

N transmitters. To achieve this, the collected dataset of I-Q samples is split into three sub-

sets: training, validation, and testing. Moreover, several state-of-the-art CNNs pre-trained on

the ImageNet database [142], specifically ResNet-18, are considered. The implementation of

these models provided by MATLAB 2024a is utilized, with modifications made to the input

and output layers to suit the specific classification task. The input layers are resized to match

the dimensions of the images generated from raw IQ samples, while the output layers are re-

structured to account for the number of classes in the experiments, based on the number of

transmitters.

4.3.3 Experimental Measurements and Analysis

Experimental Testbed

Figure 4.7 illustrates the implemented experimental testbed used for the real-world tests. The

testbed includes seven SDRs, with five of them working alternatively as transmitters, one
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Table 4.1: Communication settings parameters.

Parameter Value

Reference Frequencies (Tx-Rx)

1GHz
2.4GHz
3GHz

Communication Bandwidth 2MHz

Roll-off factor (α) 0.35

Sample per symbol (Sps) 4

Sample rate 5.8Msps

Jammer Carrier Frequencies

0.995-1.005 GHz

2.395-2.405 GHz

2.995-3.005 GHz

Jamming Bandwidth 2MHz

working as jammer and one working as the receiver. Specifically, the testbed is composed of

the following devices:

i) Five BladeRF 2.0 micro xA9 devices, used as transmitters, equipped with LMS6002D

RF transceivers capable of supporting various wireless standards and mobile com-

munication protocols. These devices can transmit wireless signals in the bandwidth

[47− 6, 000] MHz, with a gain up to 66 dB.

ii) One NI Ettus USRP X410, used as the receiver, providing four independent transmit

and receive channels, each supporting up to 400MHz of instantaneous bandwidth, and

covering frequencies from 1MHz to 7.2GHz using a two-stage superheterodyne archi-

tecture.

iii) One Ettus Research USRP X310, employed as a jammer, supporting frequency coverage

from DC to 6GHz, with a maximum baseband bandwidth of 160MHz.

The receiver is connected to a workstation running Linux Ubuntu 24.04 and equipped with

an AMD Ryzen Threadripper PRO 5965WX @3.28 GHz processor and an NVIDIA GeForce

RTX 4070 Ti, responsible for running RFF.

The software development toolkit GNU Radio, version 3.10, is used to control the opera-

tion of the SDRs and to customize the RF behavior with the required communication settings,

as defined in Table 4.1. In this context, the GNU Radio transmitter chain used on the Blade

RF devices consists of three main blocks: i) a File Source, used to generate a (repeating) mes-

sage made up of a string of 256 bytes with incremental values; ii) a Constellation Modulator,

featuring a Root Raised Cosine (RRC)-filter, configured for the BPSK modulation scheme;

and iii) a Soapy BladeRF Sink, which takes complex data as input and streams them to the

BladeRF process unit to be then transmitted over the air.

The receiver chain exploits the following five main blocks: i) a UHD Source, which ac-

quires the I-Q samples from the USRP and streams them for further processing in the signal

chain; ii) a Rational Resampler, which changes the sample rate of the received I-Q samples;

iii) an AGC, which dynamically adjusts the gain of the signal to maintain a constant output am-

plitude, despite fluctuations in the channel; and finally, iv) a Symbol Sync, which is utilized to

perform clock recovery by synchronizing with the symbols in the digital signal, subsequently

decoding the digital signals; and v) a Costas Loop, which locks onto the center frequency.

Finally, as for the jammer, a Gaussian Noise Source generator is connected directly to

UHD Sink block, configured with a sample rate of 2Msps, so to obtain an interference signal

characterized by a nominal bandwidth of 2MHz.
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Figure 4.8: BER (top) and Accuracy of RFF (bottom) as a function of the

jammer frequency, with communication frequency at 1GHz and jammer

sweeping between 990MHz and 1010MHz.

During the real-world tests, to minimize the impact of FPGA reload [146] and power

cycling on the RFF [122], executed data collection is executed without turning off the receiver

and the jammer, while alternatively using the five BladeRF as transmitters. Three bandwidths

are considered, i.e., [990, 1010] MHz, [2395, 2405] MHz, and [2995, 3005] MHz, where the

five signal transmitters are let to emit signals of bandwidth 2 MHz on the carrier frequencies

1000MHz, 2400MHz and 3000MHz, respectively. For each of such carrier frequencies, two

distinct experiments are conducted. First, in an interference-free scenario, 10 data acquisition

sessions per communication frequency on each transmitter are performed, with each session

lasting 25 seconds. Then, the jammer is activated, injecting interference with bandwidth

2MHz on all frequencies in the bandwidth of interest with a step of 1MHz, and executed 5

data collection sessions per communication frequency on each transmitter for each jammer

carrier frequency.

After data collection, for RFF, images using K = 105 IQ samples are generated, with

image dimensions set to 225×225×3, aligning with the image size in the ImageNet database

in MATLAB 2024a. Then, for the multi-class classification, the dataset is split into 60% for

training, 20% for validation, and 20% for testing, and the CNN resnet18 is employed for the

classification, in line with recent relevant scientific contributions on RFF [135], [134].

Results

In the following, the results of the investigation are presented by resorting to two metrics, i.e.,

the average BER of the communication link and the average accuracy of the considered RFF

technique. Firstly, the five (5) transmitters are considered in an interference-free environment,

so to assess the (best) performance of the considered RFF technique. Table 4.2 shows the av-

erage accuracy of the CNN ResNet-18, denoting the capability of the RFF system to identify
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Figure 4.9: BER (top) and Accuracy of RFF (bottom) as a function of the

jammer frequency, with communication frequency at 2.4GHz and jammer

sweeping between 2395MHz and 2405MHz.
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Figure 4.10: BER (top) and Accuracy of RFF (bottom) as a function of

the jammer frequency, with communication frequency at 3GHz and jammer

sweeping between 2995MHz and 3005MHz.
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Table 4.2: Accuracy of RFF in interference-free scenarios.

Reference

Frequencies
RFF Accuracy

1GHz 0.9831

2.4GHz 0.9921

3GHz 0.9692

each of the 5 radios in the pool when such radios transmit on three different reference frequen-

cies, i.e., 1 GHz, 2.4 GHz, and 3 GHz. It is observable that the accuracy is always higher than

0.96. Thus, the considered RFF technique can detect and identify each of the transmitters in

the radio spectrum from PHY-layer data.

Figures 4.8, 4.9, and 4.10 show the results of the analysis for the three reference frequen-

cies considered in this work, i.e., 1 GHz, 2.4 GHz, and 3 GHz, respectively. These results are

obtained in each figure by setting the communication frequency between the transmitter and

the receiver to the reference frequency, and then by sweeping the frequency of the jammer

as indicated in the x-axis of the figures. Firstly, can be seen that a Gaussian noise jammer

featuring a baseband of 2 MHz affects the quality of the communication link (on average) in

the range [−3,+3] MHz with respect to the reference frequency. Thus, the modulated noise

signal is characterized by a passband of about 6MHz —this phenomenon being the result of

the side lobes of the modulated noise signal.

In such an area, the BER is equal to 1, and communication between the transmitter and the

receiver is prevented. Outside that frequency range, when BER is equal to zero, the accuracy

of the RFF is always between 0.8 and 1. This represents this work ground truth and confirms

that the RFF system works effectively.

It is important to notice that the actual behavior of the interference in the RF domain

(bandwidth amplitude being equal to 6 MHz) is out of the scope of this work, while focusing

on the analysis of the edges. Indeed, the most interesting phenomenon occurs at the edge of

the range previously discussed when the BER changes from 0 to 1 and vice versa. Notably,

there are frequencies where both the BER and the RFF accuracy are low. A few examples are

996MHz and 1004MHz (1GHz, Fig. 4.8), 2396MHz and 2403MHz (2.4GHz, Fig. 4.9),

and finally, 3004MHz (3GHz, Fig. 4.10). At such frequencies, the high quality of the link

(low BER) is not a sufficient condition to justify the performance of the RFF. Therefore,

through these results, is possible to claim that low BER is a necessary but not sufficient con-

dition to perform successful RFF.
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Chapter 5

Design and implementation of a

Looking-Forward Lawful

Interception Architecture for Future

Mobile Communication Systems

The European Union (EU) has witnessed a significant increment of criminal networks in-

volved in cybercrime, terrorism-related offenses, and outlawed trades [31]. The most recent

report on police-recorded offenses within the EU presents statistical insights spanning the

years from 2016 to 2021 [147]. It encompasses various criminal activities across EU member

states, defining occurrences such as acts against computer systems with approximately 110k

cybercrime events recorded in 2021, participation in organized criminal activities, reflecting

around 7.5k registered activities during the same year, and unlawful acts involving controlled

drugs or preceding, accounting for over 1150k events in 2021. Moreover, it emerges an in-

creasing level of participation by EU member states in these initiatives. For instance, the

number of cybercrimes doubled across major European countries between 2018 and 2021.

Therefore, LEAs are seeking innovative and efficient LI tools that are compatible with the

evolving 5G and Beyond 5G network architectures and are capable of preventing, detecting,

and investigating criminal and terrorist activities.

In contrast to the conventional technologies, the 5G and Beyond 5G networks provide

incomparable data rates, high channel capacity, and low latency by introducing a highly dy-

namic and distributed architecture with the use of emerging technologies such as SDN, NFV,

network slicing, and Edge Computing [148]. To date, this technology integration is required

to cope massive increase of data generated by IoT devices and applications where the majority

of the data may be encrypted or in plaintext. These emerging technologies enable efficient

resource allocation and on-demand network customization, making it challenging to iden-

tify precise interception points and employ advanced analytic tools for real-time interception,

processing, and analysis of data within the future network infrastructure [32].

Furthermore, 5G networks use new security protocols such as enhanced encryption and

random mobile identifiers [148]. Therefore, if in the past radio monitoring techniques (e.g.,

IMSI-catchers [149]) were used to intercept network identifiers, in the new 5G Core Net-

work (5GCN) it is no longer feasible since the International Mobile Subscriber Identity (IMSI)

is transmitted in a concealed form to protect their privacy [150]. Moreover, new-generation

mobile systems are increasingly dependent on IM and VoIP platforms (e.g., Telegram and

WhatsApp), allowing, by the privacy-by-design paradigm, real-time communication and se-

cure sharing of private information through the usage of end-to-end encryption [27]. It is a

secure communication mechanism that permits only the parties involved to correctly send and

receive messages since the encryption keys are only accessible to each participant and not to

the service provider [151] [17].
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Nevertheless, while this represents a significant achievement in communication security,

it makes conventional LI techniques, based on existing 3GPP specifications, largely ineffective

[152]. Despite this, the LEAs can still intercept communication flows but the encrypted data

remains fully unintelligible [153]. This introduces significant challenges for the advancement

of LI methodologies, thus requiring the design and the investigation of novel technical solu-

tions [32]. It is important to note that this challenge has gained attention from the European

Commission, researchers, and security specialists [32], [152], and [153].

Recent position papers such as [154] and [155], highlight the importance of addressing

the management of LI in Beyond 5G and 6G systems and standardizing legal requirements

[156]. However, it should be noted that their primary goal is not to provide any original or

effective methodology for solving this problem. Meanwhile, a machine learning-based LI

architecture, as described in [157], has been designed to analyze and classify audio and video

content. Nonetheless, it does not offer the possibility to decrypt the multimedia flows, as

well as to deliver them to LEAs. As a result, the usage of end-to-end encryption in an ever

larger amount of applications highlights the importance of introducing more sophisticated

techniques supporting effective LI features.

To bridge this fundamental gap, the work∗ presented herein provides the following main

scientific contributions:

• This work present a novel LI framework offering new interception capabilities on top

of the existing 3GPP standardized architecture. The proposed LI framework leverages

a secure configuration and usage of an inspection-friendly end-to-end cryptography

scheme (i.e., Key Escrow algorithm) at the application layer and allows authorized

LEAs to decipher end-to-end encrypted data intercepted (via conventional LI proce-

dures) in the core network. Here, data privacy is guaranteed against the mobile oper-

ator, which is still unable to guess intercepted contents because encrypted. Moreover,

the security proof study demonstrates the ability of the proposed LI framework to resist

two adversarial scenarios.

• A proof-of-concept implementation of the proposed LI framework is presented, based

on the Linux-based Docker containers, emulating a 5G network via Open5Gs and UER-

ANSIM environments. Herein, the OpenLI software is used to ensure the standard-

compliant LI implementation by employing four containers representing the entities of

the LI framework. The implementation, using Python scripts and its cryptographic li-

braries, demonstrates functionalities such as end-to-end encrypted data exchange, data

interception, and decryption through Key Escrow mechanisms at the application layer.

• The performances of the proposed approach are evaluated by considering two differ-

ent use cases: an end-to-end data exchange (i.e., encrypted end-to-end file exchange)

and a cloud-based deployment (i.e., VoIP service). The obtained results validate the

effectiveness and reveal the real-time-like latency performances and scalability of the

proposed LI framework.

5.1 Background and Motivation

This Section explains the technicalities of the standardized 3GPP LI architecture, presents

background concepts on End-to-End encryption techniques, and describes the state of the art

on Key Escrow schemes.

∗This work represents a substantial extension of a preliminary contribution previously presented by the same

author in a recent conference paper [158].
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Figure 5.1: 5G 3GPP Lawful Interception architecture.

5.1.1 Lawful Interception

The LI refers to the technological methods employed by Communications Service Providers

(CSPs) to collect, retain, and transmit communication data to law enforcement databases

[159]. The 3GPP Technical Specifications on LI provides: i) LI requirements in TS 33.126

[159], ii) LI architecture and functions in TS 33.127 [160], and iii) LI protocol and procedures

in TS 33.128 [161].

Fig. 5.1 illustrates a high-level description of the 5G 3GPP LI architecture, highlighting

LI nodes and interfaces. Within this illustration, the communication paths proceed through

five main steps, which are as follows:

• Step 1. Given a targeted User Equipment (UE) which needs to be intercepted, the LEA

submits a valid warrant to the CSP through the LI_HI1 interface, which in turn starts

all the required standard procedures [159].

• Step 2. Herein, in accordance with [160], the Administration Function (ADMF), by

exploiting the LI_ADMF and all LI_X1 interfaces are responsible for the admin-

istrative and management functions of the LI capability within the CSP. These func-

tions encompass the provisioning, modification, and deactivation of Point of Intercep-

tion (POI), Triggering Function (TF), and Mediation and Delivery Functions (MDFs).

Specifically, the ADMF comprises two main logical sub-functions, communicating via

the LI_ADMF interface.

First, the Lawful Interception Control Function (LICF) manages the entire life cycle

of a warrant while acting as the central repository for all sensitive information and LI

configuration data. Additionally, it holds the ultimate responsibility for all decisions

made within the LI system.

Second, the Lawful Interception Provisioning Function (LIPF) serves as a secure inter-

mediary that enables the LICF to interact with the LI modules that are necessary for
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the CSP network to function. Indeed, it is in charge of interacting with the System In-

formation Retrieval Function (SIRF), which gives interface system-related information

via the LI_SI , so that the latter may carry out the steps required to set up and sustain

interception of the target service.

Indeed, the LIPF performs a passive function during this step. By routing LI_X1
communications from and to the LICF, or an active function by receiving triggering

information and passing the trigger to the relevant POI.

• Step 3. This step begins when the relevant POI, located in the User Plane Function

(UPF), is triggered via the LI_T3 interface enabling it to i) detect the target communi-

cation, ii) extract Intercept Related Information (IRI) or Communication Content (CC)

from the target, and iii) deliver the output to the MDF [161].

• Step 4. In this step, the architecture provides multiple POIs distinguished into two

groups based on the type of information they transmit to the MDF, which comprises

two modules (i.e., MDF2 and MDF3). Therefore, the IRI-POI delivers IRI information

through the LI_X2 interface to the MDF2, while the CC-POI delivers CC data over

the LI_X3 to the MDF3.

• Step 5. At this point, the MDF generates the IRI and CC messages from the MDF2 and

MDF3 and delivers them, via the LI_HI2 and LI_HI3 interfaces, respectively, to the

Law Enforcement Monitoring Facility (LEMF) [161]. Finally, the LEA easily accesses

the intercepted traffic.

5.1.2 End-to-End Encryption

As previously anticipated in the Section 2.1, one of the most relevant challenges regards en-

cryption and privacy. The widespread implementation of encryption mechanisms in 5G and

Beyond 5G networks poses substantial obstacles to the LI process. People increasingly depend

on applications such as Skype, Zoom, Telegram, WhatsApp, or similar applications, which

generate extensive multimedia content, including text, voice, and video. Consequently, the

demand for robust sensitive data protection systems has risen to protect this vast multime-

dia content. One way to achieve this is to put in place an end-to-end encryption system that

doesn’t rely on any online services or centralized infrastructure. Indeed, more VoIP and IM

applications claim to support end-to-end encryption which guarantees that only the sender

and the intended receiver can decipher the contents of a message [27].

In the realm of secure online communication systems and private chat applications, the

off-the-record (OTR) protocol emerged to facilitate end-to-end encryption [28]. Despite be-

ing integrated as a plugin for widely used IM clients such as Pidgin, its limited adoption can be

attributed to usability issues [29]. Increased consciousness of privacy concerns emerged after

the Snowden revelations. As a result, new encrypted messaging systems have evolved to ad-

dress end-to-end encryption problems by expanding and adopting the OTR protocol [27]. To

provide both end-to-end encryption and advanced security features, such as forward secrecy

and future secrecy, Open Whisper Systems introduced Signal, a groundbreaking end-to-end

encryption protocol that supports both synchronous and asynchronous communication set-

tings. The Signal protocol requires a key-distribution server to maintain user identities and

ephemeral keys, as it functions in synchronous and asynchronous messaging situations [30].

Currently, the majority of end-to-end encryption applications either employ the Signal

protocol (e.g., Signal and WhatsApp) or use Signal-like proprietary protocols (e.g., Telegram

and Zoom) [27]. For example, the WhatsApp end-to-end encryption requires a user to initiate

a voice or video connection by creating encrypted sessions with each of the receiver devices,
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and after the call is initiated, Secure Real-time Transport Protocol (SRTP) is used to protect

it by using master secret keys created for each receiver device [162]. Whereas, the Telegram

end-to-end encryption functionality is implemented in one-to-one chats and calls using its

proprietary protocol, known as the MTProto protocol. In this protocol the cryptographic keys

are exchanged via the Diffie-Hellman protocol and the participating devices exchange these

keys after establishing a Secret Chat [163].

Even if the adoption of end-to-end encryption significantly enhances the security and

privacy of communications, it simultaneously renders the interception of the communica-

tion more challenging [17]. In case of end-to-end encryption, in fact, the intercepted traffic

can be interpreted by LEAs just as a string of bits with limited information. In this context,

effectively managing the trade-off between privacy or security and the requirements of au-

thorized interception becomes crucial. Therefore, the mitigation of these challenges demands

the development of resilient decryption capabilities and the establishment of collaborative

frameworks between telecommunication service providers and LEA.

5.1.3 Key Escrow

Generally speaking, Key Escrow represents a technique that helps in recovering the secret

key used for application encryption and, when specific criteria are met, assists the authorized

entities (e.g., the LEA in the considered case) in decrypting the ciphertext [164].

The Clipper Chip was proposed by the United States government in the 1990s as an initial

effort to build a key escrow system [165]. Herein, the Skipjack symmetric encryption was

employed and the encryption keys were partitioned into distinct components and securely

entrusted to various government entities [166]. Nonetheless, the Clipper Chip faced intense

criticism and censure owing to concerns about its susceptibility to security flaws and the inher-

ent hazards of unauthorized access to the escrowed keys, weakening its usefulness and public

trust [167]. To overcome the previous issues and strike a balance between enabling lawful

interception and mitigating the potential for unauthorized access, an alternative strategy for

Key Escrow entails the engagement of a trusted third-party entity responsible for preserving

the decryption keys on behalf of users [168]. To facilitate this form of Key Escrow, various

protocols have been suggested, including the ones in [164], [169], and [170], which aim to

provide the necessary framework for effective implementation and management.

Apart from these contributions, the adoption of Key Escrow techniques in the context

of LI has not received the deserved attention in recent years. The main reason refers to the

native design principle of the related interception approach: the introduction of the General

Data Protection Regulation (GDPR) led to the prohibition of previous Key Escrow schemes

that operated on SIM private keys, as users were unaware of the voluntary backdoors [171].

Remarkably, to the best of the authors’ knowledge, there has been no attempt to employ a Key

Escrow system at the application level for LI purposes.

In contrast, it is noteworthy to notice that Key Escrow schemes, applied to end-to-end

cryptography, may achieve a compromise between the need for individual privacy and the

lawful requirements of government agencies to conduct surveillance or interception activities

for criminal investigations [167].

Indeed, it underscores the need for further research and development in addressing the

evolving landscape of privacy regulations and technological advancements and offering valu-

able insights into the potential integration of Key Escrow mechanisms within application

frameworks for enhanced LI capabilities.
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5.2 The proposed methodology

This Section aims to propose a feasible technical solution that fosters further discussions

on defining inspection-friendly end-to-end encryption schemes to address the LI challenges.

It introduces a novel LI framework that enhances interception capabilities by adding new

features on top of the conventional 3GPP standardized architecture. This enhancement is

achieved through the secure configuration and utilization of a Key Escrow cryptographic

scheme at the application layer, thereby enabling LEAs to decrypt end-to-end encrypted data

intercepted in the core network.

5.2.1 Design Principles

The proposed LI framework, illustrated in Fig. 5.2 has been designed starting from the fol-

lowing two main hypotheses.

1) Standard-compliant hypothesis. In accordance with the guidelines provided by 3GPP

[160], the mobile network infrastructure consists of the Next Generation Node B (gnB) that

facilitates wireless connectivity for UEs through the 5G New Radio (5GNR) interface, as

well as the 5GCN. The mobile network operator possesses control over the network infras-

tructure, enabling the end-user’s identification through the International Mobile Subscriber

Identity (IMSI) and determining the corresponding UPF within the 5GCN. Notably, the UPF

also serves as the hosting entity for the POI, which owns the capability to intercept specific

communications as elaborated upon below.

2) High level definition of the proposed LI framework. The traffic generated or received

by the UE results in encrypted application data, meaning that the intercepted CC potentially

comprises a series of encrypted data. Thus, the technical approach assumes that the end-

to-end application traffic is secured through a Key Escrow system, which assists authorized

entities such as the LEAs in decrypting the ciphertext [168].

Indeed, the conceived LI framework is defined on top of the conventional 3GPP scheme

reported in Fig. 5.1. Specifically, it does not require new 3GPP entities and it considers the

following four main entities:

• Subscribers. Two users (i.e., UE A and UE B) enabling secure communication via

end-to-end encryption.

• Law Enforcement Agency (LEA). An authorized enforcement entity that, under the

legislation, requests the content of the communication and gets IRI and CC from the

CSP.

• Authentication Server Function (AUSF). A responsible component of the 5GCN for

subscribers’ identity verification. In response to the LEA request, it sends to the LEA

the appropriate decryption material and interception-related information and provides

the application encryption material to the subscribers.

• Trusted Key Authority (TKA). A fully trusted third party that requests and provides

encryption keys for communication sessions to the AUSF, LEA, and subscribers.

Without loss of generality, the proposed solution leverages the Key Escrow algorithm pre-

sented in [168], constructed on an ID-based Cryptosystem (IDBC), and investigates, for the

first time, its adoption on LI tasks within Beyond 5G systems. Specifically, the proposed LI

framework builds upon the conventional 3GPP LI architecture [160] by introducing a new

entity, namely TKA. This entity, acting as a fully trusted third party with the same degree

of trustworthiness as a Certification Authority (CA), assumes system configuration respon-

sibility by addressing both application security setups and application session key material
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Figure 5.2: Technical workflow.

generation. It is necessary to emphasize that the TKA only retains its secret master key and

does not store the keypairs of any registered user.

Moreover, it is important to highlight that the conceived LI framework requires an end-

to-end encrypted application provider to agree on the specifically defined algorithm as a key-

exchange solution.

To ensure clarity, the conceived LI framework outlines above the standardized 3GPP LI

architecture [160], which independently manages the aspects related to mobility behavior. In

particular, in line with the standard [160], each piece of mobility information (e.g., location

and cell IDs) is stored within the IRI content. Firstly, when a target UE connects to the 5G

network in the registration procedure, the IRI-POI in the Access and Mobility Management

Function (AMF) creates the registration xIRI, which contains information on the registration

mobility update. Subsequently, the location update xIRI is produced each time the IRI-POI in

the AMF determines that the targeted UE’s location has changed due to UE mobility or when

the AMF sees target UE location data while performing a service operation. Furthermore, if

the information in the AMF includes one or more cell IDs, all of them must be transmitted to

the LEMF whenever location reporting is activated at the AMF.

5.2.2 Technical Details

This section better describes the conceived LI framework as depicted in the Fig. 5.2. To ensure

clear understanding, it is important to note that the interaction between the TKA and 5GCN

or 5GNR nodes is protected via the Transport Layer Security (TLS) protocol.

Moreover, based on the two premises introduced in the Section 5.2.1, system configuration

and interception operations can be described through three main phases: key negotiation,

interception, and decryption.

1. Key Negotiation Phase: This phase relies on the involvement of both the mobile op-

erator and TKA. In this context, the formulated LI framework performs most of the

application-level cryptographic operations by introducing hash functions, bilinear pair-

ings, and derivative functions denoted as H(·), e(·), and η respectively. The TKA

owns a master secret key and computes the UEs public/private key pairs based on their
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unique identity. Moreover, based on the Key Escrow algorithm presented in [168],

since pre-shared keys are distributed between the AUSF and two UEs, the AUSF se-

curely transmits and receives nonces to the UEs. Thus, the two UEs are equipped to

independently compute the derivation functions, obtain the application session key, and

protect the communication using end-to-end encryption at the application layer (i.e.,

kAB = e(η ·MH(IDA),H(IDB)) and kBA = e(H(IDA), η ·MH(IDB))). At the

same time, the AUSF calculates the derivation function and shares it with the TKA,

which, in turn, forwards it to the authorized LEA. Thus, the LEA owns the crypto-

graphic material for deriving the same application session key while ensuring that users

remain unaware of lawful interception activity. Fig. 5.2 presents the detailed crypto-

graphic operations. Please refer to the Appendix C and to [168] for in-depth details

about the summarized cryptographic scheme.

2. Interception Phase: During this phase, the LEA issues a valid interception warrant

to the ADMF. The ADMF validates the warrant and subsequently grants permission

to commence the interception procedure. Herein, the POI decapsulates and filters the

targeted GTP data. Specifically, after the ADMF validates the warrant, the POI investi-

gates the traffic passing through the UPF. In line with the Standard-compliant hypoth-

esis, the packets containing the data exchanged between the two UEs in the end-to-end

encrypted communication are encapsulated according to the following protocol struc-

ture: IP over GTP over TCP over IP. Indeed, the POI performs a decapsulation operation

on each packet to obtain the raw end-to-encrypted application data. Subsequently, the

LEMF entity collaborates with the MDF to collect precise information about the tar-

geted communication from POI, including IRI and encrypted CC.

3. Decryption Phase: During this phase, the LEA gains the ability to decrypt the previ-

ously received encrypted CC. This decryption process involves the utilization of the

application session key, denoted as kAB = e(η ·MH(IDA),H(IDB)).

To ensure clarity, the conceived LI framework is established on the existing 3GPP ar-

chitecture and does not modify the established 5G security protocol. The above-described

cryptographic procedures are meant to be done at the application layer and do not involve the

UE SIM, which has limited computing capabilities. Moreover, it is important to remark that

since the application session key is derived from random numbers exchanged in every new

negotiated communication, the LEA cannot reuse the same key material for intercepting other

communication sessions.

5.2.3 Security proof and threat analysis

This Section provides the security proof for the designed LI framework, considering the se-

curity requirements related to the communication protocols and cryptographic techniques. It

is important to note that [168] examines the security proof of the selected Key Escrow tech-

nique in terms of cryptographic operations. Concerning the protocol security analysis for the

proposed framework, the developed LI framework incorporates a widely recognized security

building block known as TLS. Its security has been previously established and fully defined

in the reference contributions given below, and it remains independently created. As a result,

the following proves the security of each employed security requirement:

• Secure End-to-End Communication: Through the use of the TLS (i.e., TLS version

1.3) protocol, the proposed LI framework ensures the establishment of a secure end-to-

end channel communication between each non-5G entity and 5G standardized network

architecture. In particular, it facilitates mutual authentication and data secrecy. Further-

more, it allows the communication network to be resistant against Man-in-the-Middle
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(MITM) attacks. Since TLS is a well-known and widely used security protocol, [102],

[103], and [104] have already investigated its security proof.

• Subscriber Non-Engagement: This security requirement ensures that subscribers can-

not determine whether their communication is being monitored since they do not take

part in key escrowing which mainly involves the TKA and the AUSF. The work in

[168] provides formal proof of it.

• Warrant Validity: This security requirement relates to the failure of an interception in

an unauthorized session and to the prevention of a replay attack. Specifically, as detailed

in Appendix C, the LEA receives from the TKA the cryptographic material (i.e., τ2)

for calculating the session key after verifying the previously submitted specific warrant.

Moreover, since the Key Escrow algorithm selects nonces rA and rB randomly in each

session and the application session key is derived from a function involving these nonces

(i.e., η = devf(rA, rB)), each application session will introduce a different session key

not managed from the submitted warrant, as demonstrated by [168].

• Key Escrow Effectiveness: The generic PKI-based Key Escrow models need the TKA

to store a large number of public key pairs, while the proposed LI framework only

requires the storage of the master key, which is always kept secure and never delivered,

in line with [168].

Moreover, to ensure the compliance with LI specifications and standards (i.e., [159],

[160], and [161]) which allow only authorized LEA with a valid warrant to intercept the

communication, this Section aims at studying the security of the proposed LI framework un-

der two attack scenarios involving the presence of a malicious user (i.e., unauthorized LEA)

trying to eavesdrop the secure communication, in line with [168].

Adversarial scenario 1: absence of a valid warrant. Let UE A and UE B be the sub-

scribers willing to initiate an end-to-end encrypted communication and let the eavesdropper

E be the malicious user trying to intercept the encrypted communication. The procedure

pursues the following steps in line with the algorithm described in Appendix C:

1. The UE A sends the chosen random number rA and its signature signA(rA) to the

AUSF.

2. The AUSF verifies rA and the signature signA(rA) of UE A and forwards them to the

UE B.

3. UE B, in turn, verifies the UE A signature, generates its random number rB , and delivers

it together with its signature signB(rB) to the AUSF.

4. The AUSF proves rB and the signature signB(rB) of UE B and forwards them to the

UE A.

5. The two subscribers now compute their application session key kAB = e(devf(rA, rB)·
PA, pB) and kBA = e(pA, devf(rA, rB) · PB), respectively, and start their end-to-end

encrypted communication (please refer to Appendix C for detailed description.).

6. The eavesdropper E tries to intercept the communication, but it does not have any re-

lated cryptographic material from which to retrieve the application session key because

it didn’t present any warrant to let the TKA generate and forward it. Specifically, it does

not have any information about the derivation function and fails to compute any correct

application session key for decrypting the communication between UE A and UE B.
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Adversarial scenario 2: expired session. Let UE A and UE B be the subscribers that

already had an end-to-end encrypted session correctly intercepted by an authorized LEA, and

let the eavesdropper E be the malicious user capturing the application session key used for

the above communication session (i.e., kAB = e(devf(rA, rB) · PA, pB)). Assuming now

that UE A and UE B start a new communication session, they compute the new application

session key as follows:

1. The UE A forwards the chosen random number r′
A

and its signature signA(r
′

A
) to the

AUSF.

2. The AUSF verifies r′
A

and the signature signA(r
′

A
) of UE A and sends them to the UE

B.

3. UE B, in turn, proves the UE A signature and generates its random number r′
B

and

delivers it together with its signature signB(r
′

B
) to the AUSF.

4. The AUSF verifies r′
B

and the signature signB(r
′

B
) of UE B and onwards them to the

UE A.

5. The two subscribers calculate their application session key k′
AB

= e(devf(r′
A
, r′

B
) ·

PA, pB) and k′
BA

= e(pA, devf(r′
A
, r′

B
) · PB), respectively, and start their end-to-end

encrypted communication (please refer to Appendix C for detailed description.).

6. The eavesdropper E attempts to capture the communication, but it has the wrong appli-

cation session key derived from rA and rB , which is different from the newly defined

one and fails to decrypt the communication between UE A and UE B. Specifically,

even having a previous session key and considering PA = MH(IDA), retrieving the

value of devf(r′
A
, r′

B
) from devf(r′

A
, r′

B
) ·MH(IDA) is not possible due to the com-

putational infeasibility of the Elliptic Curve Discrete Logarithm Problem (ECDLP), as

proved in [172].

5.3 Proof-of-Concept Implementation

This Section presents a proof-of-concept of the proposed LI framework which is implemented

for end-to-end data exchanges (i.e., encrypted end-to-end file exchange) and cloud-based de-

ployments (i.e., VoIP services) to prove the effectiveness of the proposed solution. Precisely,

the implemented LI framework offers the opportunity to achieve the following functionalities:

• Enabling two UE devices to exchange end-to-end encrypted data across the 5GCN

• Allowing the LEAs to intercept and access downlink end-to-end encrypted data.

• Facilitating decryption of the application intercepted data through Key Escrow mecha-

nisms.

The testbed is deployed on a workstation with an Intel(R) Core(TM) i5-9400 CPU @

2.90GHz processor and 16 GB of RAM. It hosts Linux-based Docker containers (i.e., Ubuntu

20.04), with a dedicated container for each 5G entity network. For emulating the 5GNR

and the communication between UEs and the gnB, UERANSIM is installed. Simultaneously,

Open5gs is configured to emulate the 5GCN. The OpenLI framework is deployed into a

Docker-based environment to ensure a standard-compliant LI implementation. More specifi-

cally, four containers such as Provisioner, Collector, Mediator, and Agency are used to emulate

the ADMF, POI, MDF, and LEMF.
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Figure 5.3: VoIP services implementation setup.

To effectively meet the requirements of each involved node, this work designs and con-

figures the network architectures illustrated in Fig. 5.3 and Fig. 5.4. This process includes

executing individual environments, assigning dedicated network interfaces, and establishing

their interactions. To enhance clarity, the Python scripts, by using the libraries listed in the

Table 5.1, implement the main functionalities of each participating entity as well as the LI

framework cryptographic operations.

Table 5.1: List of software and tools.

5G network and Lawful Interception Software

Access Network UERANSIM

5G Core Network Open5gs

Lawful Interception OpenLI

End-to-end communication Netcat

VoIP services Asterisk server and PJSIP library

Cryptographic Operation Adopted libraries

Hash function Hashlib, libnum

Key derivation function PyCryptodome

Encryption, decryption PyCryptodome

Bilinear paring Tate_bilinear_pairing

Post-processing step Software

Interception OpenLI and libtrace

Packet decapsulation Scapy

Reassembly TCPReassembly

Upon the establishment of the 5G network, the testing process begins with the exchange of

cryptographic material between the AUSF and TKA using the ausf.py script. Subsequently,

the tka.py script forwards this cryptographic material to the LEA for the session key com-

putation. Once the key-negotiation phase is completed, the first deployment of the proposed

framework involves the implementation of VoIP services implementation using the Asterisk
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Figure 5.4: End-to-end file exchange implementation setup.

server, as depicted in the Fig. 5.3. Without loss of generality, the implemented proof-of-

concept leverages on a key-exchange solution agreement between the VoIP provider and the

designed LI framework. Specifically, the two users equipment (i.e., UE A and UE B) are reg-

istered through the pjsip library by starting a TLS session into the server to make or receive

VoIP calls. In this way, the VoIP call will be encrypted using SRTP/Session Description Pro-

tocol Security Descriptions (SDES) as a key-exchange solution. After the TLS handshake,

encrypted Session Initiation Protocol (SIP) messages traverse the network while the SRTP

stream is encrypted by the algorithm selected during the SRTP/SDES key exchange system.

Consequently, the UE A, through the call_tls.py script, utilizes the obtained session key

to encrypt and authenticate the initial SRTP stream. Meanwhile, the UE B, employing the

receive_tls.py script, can respond or terminate the incoming call.

Alternatively, a second scenario, illustrated in the Fig. 5.4, involves the implementation of

encrypted end-to-end file exchange. Herein, the first UE encrypts a file containing plaintext

media content using the encr_ueA.py script and obtains the ciphertext file. The latter is

then forwarded to the second UE using the exchange_data.py script, employing the netcat

package.

Meanwhile, the interception phase starts when the LEA sends a warrant containing all

the interception requirements for the downlink interception. In detail, HTTP requests with

JSON files are sent to the Provisioner via the REST API. The main JSON file defines some

of the warrant characteristics (e.g., LEA ID, LEA IP and ports, interception ID, targeted UE

IP, targeted UE mobile operator, and session ID). Thus, the Provisioner can accept the in-

terception request and activate the Collector to start the interception by letting it access the

above-described JSON file. During the downlink phase, GTP-encapsulated SRTP data and

encrypted data traverse the 5GCN in the first and second deployments, respectively. Herein,

using the decapsulating.py script, which utilizes Scapy library, the collector filters and

decapsulates the GTP traffic and obtains the encrypted TCP payload. Categorically, it per-

forms a decapsulation operation on each packet to read the destination IP address of the GTP

payload. If there is a match between the IP address of the analyzed GTP payload and the target

IP address specified in the warrant. Moreover, the captured GTP payload is transmitted to the

Collector by adding an appropriate Ethernet 802.3 header. Thus, the Collector captures the

whole traffic, and by using OpenLI services it identifies the encrypted target data and forwards
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(a) IRI. (b) CC.

Figure 5.5: Intercepted Data.

all corresponding packets to the Mediator. The Mediator receives and uses the packet-level

tracing environments such as tracepktdump and tracesplit and splits encrypted targeted

data in IRI and CC payload (see detailed packet inspection in the Fig. 5.5). Later it forwards

them to the Agency within the standardized interfaces (i.e., HI2 and HI3). Finally, during

the decryption phase, by running the lea.py script and its decryption function, the LEA can

decode the SRTP flow or decipher the target traffic and acquire the clear VoIP conversation

or obtain the plaintext media file, respectively.

5.4 Performance Evaluation

This Section investigates the significant potential of the proposed LI framework through ex-

perimental tests. Specifically, it analyzes the impact of i) several processed packets, ii) the

durations of VoIP call and the sizes of media files by measuring the latency involved in the

LI procedure, and iii) the deployment of the proposed LI framework on the experienced user

QoS. For this reason, four KPIs are considered for the real-time LI latency and one KPI for

the experienced user QoS, as follows:

1. UPF Acquisition Latency: it defines the starting point of the interception procedure,

and it specifies the time duration for each packet to arrive at the UPF.

2. POI Capturing Latency: it specifies the time duration required for each packet to be

captured by the Collector.

3. LEMF Collecting Latency: it is the time duration in which each targeted packet is

delivered to the Agency.

4. End-to-end LI Latency: it is the time required to process each packet during the in-

terception process. It is considered as the sum of the above three metrics.

5. End-to-end User Latency: it defines the end-to-end delay experienced by each packet

delivered by UE A in reaching UE B.
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Figure 5.6: Packet latency across the different LI stages of a 30 seconds VoIP

call.

5.4.1 LI for Real-Time VoIP Call

Tests examine four VoIP call conversations of varying time durations (15, 30, 45, and 60

seconds). The used VoIP simulation setup is described in the Section 5.3. Each run is repeated

102 times over multiple seeds, with an average of the KPI measurements.

The initial evaluation assesses the impact on the number of processed packets. Fig. 5.6,

displays for each SRTP packet, the average latency into the four phases within 30 Sec VoIP

call (i.e., 1550 SRTP packets). Herein, it is important to highlight that the mean latency expe-

rienced by each packet between the UPF Acquisition Latency and LEMF Collecting Latency is

of a microsecond order, emphasizing the potential of processing real-time interception activi-

ties. Additionally, the UPF Acquisition Latency, POI Capturing Latency, and LEMF Collect-

ing Latency consistently hover around 20 ms, where only the 1% of packets reach higher la-

tency times (i.e., between 30 ms and 40 ms). Moreover, analyzing the End-to-end LI Latency,

each targeted SRTP packet reaches the LEA in less than 0.07 s, demonstrating the capacity to

manage real-time interceptions even during real-time VoIP calls.

Secondly, the influence of VoIP call duration on the entire interception procedure is ana-

lyzed. Fig. 5.7 shows the average and the statistics information of the End-to-end LI Latency

per packet for the four different VoIP call durations. Specifically, it illustrates the 25th, 50th,

and 75th percentiles, as well as the lowest and highest values of the End-to-end LI Latency,

reached by each packet during the LI framework tests and it envisages how there is not any

notable difference between the four VoIP call durations. In reality, the End-to-end LI Latency

for each packet is typically between 55 ms and 65 ms. Furthermore, it also shows that the av-

erage End-to-end LI Latency per packet stays within 60 ms during the four VoIP calls, proving

the scalability of the proposed methodology.

5.4.2 LI for End-to-end File Exchange

By exploiting the end-to-end file exchange implementation setup presented in the Section 5.3,

tests consider four media files of different sizes (i.e., 10 KB, 102 KB, 103 KB, and 104 KB),
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Figure 5.7: Statistics of the End-to-end LI latency phase per packet for the

four different VoIP call durations.

where each run is repeated 102 times over multiple seeds and average KPI measurements are

collected.

The initial test evaluates the impact on the number of processed packets. Fig. 5.8 reveals

the average latency for each packet across the four phases within a specific number of packets

(i.e., 7000 packets). The comprehensive results show that the differences between the main

three phases are negligible, as no single phase significantly affects the End-to-end LI Latency

more than the others.

In detail, the End-to-end LI Latency for each packet consistently hovers around 0.25 ms,

with a small percentage of packets reaching latency times of 0.5 ms. However, it is evident

that each targeted packet arrives at the LEA mostly in less than 0.5 ms by highlighting the

opportunity and ability of the proposed solution to process real-time interceptions during

end-to-end file exchanges.

Secondly, the influence of the exchanged file sizes on the entire duration of the end-to-end

file exchange interception is evaluated. Fig. 5.9 shows the statistical data of the End-to-end

LI Latency phase per packet as a function of the four file sizes. Herein, the average End-to-

end LI latency per packet and the lowest and highest values are displayed, together with the

25th, 50th, and 75th percentiles. It should be noted that the minimum and maximum latencies

reached by each packet are strongly dependent on the file size. Indeed, in small files (i.e.,

10 KB) the latency varies between 0.12 ms and 0.14 ms, while in the heavier ones, it ranges

between 0.08 ms and 0.5 ms. Additionally, the packet average End-to-end LI Latency verifies

a dependency on the file size since it grows as the size of the exchanged file increases. In

detail, when passing from a file size of 10 KB to 104 KB, the average latency exhibits an

increase of two orders of magnitude. Nevertheless, Fig. 5.9 displays that even with a media

file of 104 KB, the average packet End-to-end LI Latency at the LEA side is just over 0.25 ms

by ensuring that each packet is averagely processed in real-time by the LEA.
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Figure 5.8: Packet latency across the different LI stages of a 103 KB ex-

changed file.
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Figure 5.9: Statistics of the End-to-end LI latency phase per packet as a

function of the four file sizes.

5.4.3 LI impact on the user QoS

This section aims to evaluate how the deployment of the proposed LI framework affects the

experienced user QoS by studying the behavior of the proposed LI framework proof of concept

by activating and deactivating the LI services in both real-time VoIP calls and file exchange

scenarios.

Specifically, the tests examine four VoIP call conversations of different time durations

(15, 30, 45, and 60 seconds) and four media files of different sizes (i.e., 10 KB, 102 KB,
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Figure 5.10: Packet End-to-End Latency of a 30 seconds VoIP call.
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Figure 5.11: Packet End-to-End Latency of a 103 KB exchanged file.

103 KB, and 104 KB). The VoIP and file exchange simulation setups used are described in

Section 5.3. Each run is repeated 102 times over multiple seeds, with an average of the KPI

measurements.

In particular, Fig. 5.10 illustrates the end-to-end user latency experienced by each packet

delivered from UE A to UE B during a 30-second VoIP call. It is noticeable that there is not

a significant variation in the end-to-end user latency in terms of delay generated within the

proposed LI framework. Indeed, for almost all packets, the time each packet takes to reach

the UE B device when LI services are not going on is equivalent to the time it takes when the

proposed LI framework is active. In detail, by adding LI services, each packet encounters an



86
Chapter 5. Design and implementation of a Looking-Forward Lawful Interception

Architecture for Future Mobile Communication Systems

Table 5.2: Average delay difference experienced by each packet by deploying

or not the proposed LI framework.

VoIP call

Call Duration [s]
Average delay difference experienced

by a single packet [ms]

15 0.077452

30 0.038487

45 0.033085

60 0.049420

File exchange

File Size [KB]
Average delay difference experienced

by a single packet [ms]

10 0.000012

102 0.000017

103 0.000031

104 0.000035

average delay of around 38 microseconds. The reality is that although the proof-of-concept

employs exclusive containers, the tests run on a single workstation, which may have influenced

and caused the above-mentioned minor delay.

Meanwhile, Fig. 5.11 depicts the end-to-end latency experienced by each packet deliv-

ered from UE A to UE B for transmitting a 103 KB exchanged file. Here, the suggested LI

framework implementation results in a slight increase in the packets’ end-to-end latency. In

particular, using LI services, each packet experiences an average delay difference of around

0.031 microseconds, which still allows the proposed LI framework to effectively work in real-

time scenarios. The truth is that even though the proof-of-concept uses exclusive containers,

it is executed on a single workstation, which may have affected and caused the aforementioned

slight delay.

In conclusion, it is important to emphasize that the deployment of the proposed LI frame-

work has no significant impact on the user QoS in both end-to-end file exchange and real-time

VoIP call use cases.

5.4.4 Comparison: VoIP vs. File Exchange

In terms of packet latency, both scenarios demonstrate the LI framework’s capability to achieve

real-time processing. In real-time VoIP calls, the End-to-end LI Latency per packet is consis-

tently around 60 ms, allowing for efficient interception even in short-duration VoIP calls. On

the other hand, file exchange interception exhibits a slightly lower latency, with an average

End-to-end LI Latency per packet of around 0.25 ms. This implies that the LI framework can

handle real-time interception for both scenarios, with a more granular efficiency observed in

file exchanges. This difference arises because, when implementing the VoIP call, all crypto-

graphic operations are performed at the same time as sending each SRTP packet, resulting in

a higher packet End-to-end LI Latency.

Secondly, the impact of different parameters is noteworthy. In real-time VoIP calls, the

call duration does not significantly affect the End-to-end LI Latency, maintaining a constant

range across various VoIP call durations. In contrast, in file exchange, the file size has a more

pronounced effect on the End-to-end LI latency, with larger files leading to increased average

latency, suggesting that the LI framework performance in file exchange is more influenced by

the processed packet data size.

Thirdly, by evaluating the packet End-to-End user Latency of both a 30s VoIP call and a

103 KB file exchange, it is evident that the packet size influences the user-experienced latency
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when the LI framework is active. It is not true, however, that the suggested LI framework ap-

pears to have a more significant influence on end-to-end file exchange performances. Indeed,

Table 5.2 displays the average delay difference experienced by each packet by deploying or

not deploying the proposed LI framework. Here, it is evident that, in the case of VoIP con-

versations, the difference is three orders of magnitude more than that of the file exchange

scenario.

Lastly, it is noteworthy to highlight that for both real-time VoIP call and end-to-end file

exchange scenarios, the impact on the QoS experienced by the user introduced by deploying

the proposed LI framework is negligible.

In summary, the scalability of the proposed LI framework becomes apparent in both

scenarios. The ability to handle diverse scenarios with minimal impact on latency perfor-

mance underscores the robustness and adaptability of the proposed LI framework, making it

a promising solution for multiple interception applications, ranging from VoIP calls to end-

to-end file exchanges.
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Conclusions and Future Works

In conclusion, this thesis has examined advanced privacy-preserving techniques and security

protocols within modern communication systems, underscoring the imperative role of privacy

and trust in the rapidly evolving landscape of IoT and 5G networks. The integration of these

networks is transforming various sectors, creating highly interconnected ecosystems where

secure and efficient data exchange is essential. Each chapter has contributed to this theme by

addressing specific technological challenges and proposing solutions that promote privacy,

scalability, and trustworthiness across complex network environments.

Chapter 1 introduced and described the foundational technologies and enablers crucial to

support the integration of IoT in 5G architectures, SDN, NFV, MEC, and network slicing.

Together, these technologies create a dynamic infrastructure capable of meeting the high de-

mands of IoT applications, enabling low-latency, high-bandwidth, and energy-efficient data

transmission. As these enabling technologies become more prevalent, they have transformed

information sharing but have also introduced significant privacy and security challenges, par-

ticularly in areas like data protection, trust management, and secure communications.

In response to the need for secure interactions in SIoT environments, Chapter 2 introduced

an innovative multi-layered, fog-enabled SIoT architecture that leverages trust and reputation

management to secure IoT services. This architecture integrates TMS to assess the behavior

and reliability of devices, effectively balancing resource demands and ensuring service provi-

sion from the most trusted sources. The conceived architecture has been shown to enhance the

reliability of SIoT environments, providing a decentralized, secure, and scalable model for fu-

ture IoT networks. Upcoming research activities on this topic will delve deeper into enabling

sophisticated services within the IoT ecosystem by utilizing entity virtualization, facilitating

enhanced orchestrations within increasingly intricate network infrastructures.

Building upon the need for privacy in data-intensive environments, Chapter 3 introduced

a privacy-preserving data dissemination framework based on SE combined with a publish-

subscribe model at the network edge. SE allows for efficient keyword-based searches on en-

crypted data, addressing one of the core privacy challenges in IoT applications by enabling

secure, private data queries. This framework supports a secure and efficient exchange of sen-

sitive data, especially critical in edge-computing scenarios where data is often distributed

across less secure network components. The proposed model has demonstrated that secure,

privacy-focused solutions are feasible for IoT networks and suggests the need for further re-

search into lightweight and scalable privacy-preserving techniques adaptable to various IoT

use cases. In this context, future research works plan to formulate an optimized algorithm for

distributing Edge Servers at the network edge based on traffic load, communication require-

ments, heterogeneous processing, and user dynamics.

Chapter 4 explored advancements in PLS with a focus on RFF as an authentication method.

Through real-world experiments and the usage of SDRs, this chapter demonstrated the ro-

bustness of RFF-based device authentication, even when devices operate across multiple fre-

quencies or experience interference. This investigation into PLS highlights the potential of

physical-layer techniques as a complementary security layer in IoT networks, where authenti-

cation and privacy can be reinforced directly at the hardware level. This research also under-

scored the need for future studies on physical-layer methods, especially in environments with

high interference or complex multi-frequency operations.
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Finally, Chapter 5 addressed the balance between security and regulatory compliance by

proposing an end-to-end encryption framework tailored for LI within modern communica-

tion networks. Recognizing the growing demand for encrypted communication in applica-

tions such as VoIP and messaging, the proposed LI framework introduces a cryptographic

scheme that enables secure data exchanges while still meeting regulatory requirements for

authorized access. This approach offers a balanced solution that could guide the development

of LI-compliant systems as encryption becomes ubiquitous. Future research in this area will

investigate the application of this technology within multiple network slices and the employ-

ment of interception procedures at the edge of the network.

The findings presented in this thesis emphasize that the convergence of modern commu-

nication systems requires new security paradigms that go beyond traditional methods, encom-

passing both software and hardware layers to maintain privacy and trust. Moreover, as IoT

applications become more integrated into critical infrastructure, ensuring data privacy as well

as the capability of conducting lawful interception in modern communication systems will be

essential, especially within highly dynamic scenarios.
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Appendix A

Cryptographic description of the SE

algorithm presented in [94]

The technical details of the algorithm in [94] are described as follows.

Phase 1: system initialization. This attribute-based SE scheme considers two groups

of order p, G and GT , and a bilinear map e : G × G → GT . At first, the trusted Au-

thority randomly selects ³, µ ∈ Zp and g, h1, h2 ∈ G, and considers three hash functions

H1, H2, H3 : {0, 1} → {0, 1}logp . Then, it generates the master secret key, that is Mk, and

the public parameters, that are Pb, as in what follows:

{

Mk = (³, µ)

Pb = (g, g³, gµ , h1, h2).
(A.1)

The master secret key, which is used to create users’ secret keys, is kept private. The public

parameters, instead, are published by the Authority. Moreover, by exploiting an AND-gate

access structure based on n attributes and assuming that each attribute can assume differ-

ent values, the Authority generates data consumers attributes set and data producers policies

respectively denoted by: X = (x1, x2, ..., xn) and A = (a1, a2, ..., al).
After receiving a set of attributes from the users, the Authority produces the secret key

for that data consumer. Basically, a data consumer that joins the network sends its set of

attributes to the Authority. Then, the Authority chooses a random r ∈ Zp and implements the

key generation algorithm:







Ä1 = (h1g
−r)

1
α−

∑n
i=1

H1(xi)

Ä2 = (h2g
−r)

1
γ−

∑n
i=1

H1(xi) .

Accordingly, the secret key of the data consumer, Sk, is computed as:

Sk = (r, Ä1, Ä2),

and shared with the reference data consumer.

Phase 2: service subscription. During this phase, the data consumer generates the search

Trapdoor, that is tΦ. Specifically, starting from its secret key Sk, the set of k keywords Φ =
(ϕ1, ϕ2, ...,Φ) of its interest, and a random number zp ∈ Z

∗

p, the Trapdoor is calculated as:

tΦ = (td1, td2, td3), (A.2)

where td1 = Ä
zp·

∑k
i=1H2(ϕi)

2 , td2 = r · zp ·
∑k

i=1H2(ϕi), and td3 = h
zp
2 .

Then, the data consumer subscribes the Trapdoor to all the Edge Servers in the system.

Phase 3: data publication. Let M be the data to encrypt and to publish to the Edge
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Server. Ψ = (È1, È2, ..., Èz) denotes the list of z keywords associated with that data. More-

over, A = (a1, a2, ..., al) represents the list of attributes forming the access policy used to

protect the data against unauthorized users. The encryption algorithms consider in input the

public parameters Pb, the data M , the set of keywords Ψ, and the access policy A. Indeed,

by extracting a random s ∈ Z
∗

p, the ciphertext is obtained as:

ct = (C1, C2, C3, v, C4, C5, C6) , (A.3)

where:


















































C1 = g³s · g−s·
∑l

i=1H1(ai)

C2 = e(g, g)s

C3 =M · e(g, h1)
−s

v = H3(C1, C2, C3)

C4 = gµv · g−v·
∑l

i=1H1(ai)

C5 = e(g, g)v

C6 = gv·
∑z

i=1H2(Èi)

Phase 4: keyword search and data dissemination. This phase involves the POSE en-

tity, which performs the search algorithm to determine whether the published encrypted data

match one or more subscriptions stored in the Trapdoor table. In details, for each published

data and for each stored subscription, the Edge Server verifies that the following equation

holds:

e(C4, td1) · C
td2
5 = e(C6, td3). (A.4)

The validity of the equation proves that i) the set of keywords Ψ in ct contains the keywords

Φ retrieved from tΦ and ii) the set of attributesX belonging to the data consumer matches the

access policyA used to protect the considered data. In case of matching, the search algorithm

produces in output 0, otherwise it returns 1.

Phase 5: decryption. This phase allows the data consumer to decrypt the received

cyphertext ct, by using its sk = (r, Ä1, Ä2) :

M = C3 · e(C1, Ä1) · C
r
2 . (A.5)
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Cryptographic description of the SE

algorithm presented in [88]

The technical details of the algorithm in [88] are described as follows.

Phase 1: system initialization. This attribute-based SE scheme considers two groups

of order p, G and GT , and a bilinear map e : G × G → GT . Moreover, it takes g0 and g1
as G generators and U = {h1, . . . , hu} as the attribute set. At first, the trusted Authority

randomly selects ³, a ∈ Z
∗
p and g2, ĝ2, h1, h2, . . . , hu ∈ G, and considers an hash function

H1 : {0, 1} → Zp. Then, it generates the master secret key, that is Mk, and the public

parameters, that are Pb, as in what follows:

{

Mk = (g0
³, a)

Pb = (H1, g0, (g0
a, g2, , ĝ2, e(g0, g0)

³, e(g0, g0)
a, U,G,GT ).

(B.1)

The master secret key, which is used to create users’ secret keys, is kept private. The

public parameters, instead, are published by the Authority.

Moreover, lets consider n attributes and assuming that each attribute can assume differ-

ent values, the Authority generates data consumers attributes set and data producers policies

respectively denoted by: X = (x1, x2, ..., xn) and A = (a1, a2, ..., al).
After receiving a set of attributes from the users, the Authority produces the secret key for

that data consumer. Basically, a data consumer that joins the network sends its set of attributes

X = (x1, x2, ..., xn) to the Authority. Then, the Authority chooses a random k, v, z ∈ Zp and

implements the key generation algorithm:























K = g0
³g0

ak

A = g0
v

B = g2
aĝ2

v

Ax = hvx

Accordingly, the secret key of the data consumer, Sk, is computed as:

Sk = (K,A,B, {Ax}),

and shared with the reference data consumer.

Phase 2: service subscription. During this phase, the data consumer generates the search

Trapdoor, that is tΦ. Specifically, starting from its secret key Sk, the keyword Φ of its interest,

and a random number u ∈ Z
∗

p, the Trapdoor is calculated as:

tΦ = (td1, td2, td3), (B.2)

where td1 = Bĝ2
H1(Φ), td2 = Ag0

uH1(Φ), and td3,x = Ax ∗ h
uH1(Φ)
x .
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Then, the data consumer subscribes the Trapdoor to all the Edge Servers in the system.

Phase 3: data publication. Let M be the data to encrypt and to publish to the Edge

Server. Ψ = (È1, È2, ..., Èz) denotes the list of z keywords associated with that data. More-

over, A = (a1, a2, ..., al) represents the list of attributes forming the access policy used to

protect the data against unauthorized users. The encryption algorithms consider in input the

public parameters Pb, the data M , the keyword Ψ, and the access policy A. Indeed, by ran-

domly extracting d, f, ϵ ∈ Z
∗

p, the ciphertext is obtained as:

ct = (C1, C2, C3, C4, C5, C6, C7) , (B.3)

where:










































C1 = Fde(g0, g0)
³,d

C2 = gd0g
f
0

C3 = gd1g
f

C4 = gd0 C5 = e(ga0 , g2)
ϵ

C6 = gϵ0

C7 = g
H1(Φ)ϵ
0

Phase 4: keyword search and data dissemination. This phase involves the POSE en-

tity, which performs the search algorithm to determine whether the published encrypted data

match one or more subscriptions stored in the Trapdoor table. In details, for each published

data and for each stored subscription, the Edge Server verifies that the following equation

holds:
e(td1, C6)

C5
=

∏

x∈X

(e(C6x, td2)e(C7, td3)). (B.4)

The validity of the equation proves that i) the keyword Ψ in ct corresponds the keyword Φ
retrieved from tΦ and ii) the set of attributes U belonging to the data consumer matches the

access policyA used to protect the considered data. In case of matching, the search algorithm

produces in output 0, otherwise it returns 1.

Phase 5: decryption. This phase allows the data consumer to decrypt the received

cyphertext ct, by using its secret key:

M =
e(g0, g0)

³d · e(g0, g0)
kad

e(g³+ak0 , gd0)
. (B.5)



95

Appendix C

Detailed Description of the Key

Escrow Algorithm

This Section aims at technically presenting an in-depth description of the used IDBC Key

Escrow Algorithm designed and developed in [168]. Specifically, let’s suppose that UE A

is the under surveillance subscriber and that the LEA presents, via the interface HI1, the LI

warrant for intercepting a specific communication session between UE A and UE B to the

AUSF. Thus, the Key Negotiation Phase of the LI framework is detailed below.

Here, the TKA possesses a master secret key M ∈ Zp
∗ and computes public/private key

pairs for subscribers based on their unique identities. Assuming that UE A and UE B share

their unique identities, IDA and IDB with the TKA, it employs a hash function H : Z∗

p → G
to generate:

{

pA = H(IDA) UE A public key,

PA =MH(IDA) UE A private key,

and
{

pB = H(IDB) UE B public key,

PB =MH(IDB) UE B private key,

where, how specified into [168], retrieving M is computationally complex as solving the

Elliptic Curve Discrete Logarithm Problem (ECDLP) has proved in [172].

Furthermore, as the TKA functions as the ’Escrow Agency,’ there is no need for an addi-

tional Key Escrow process. Additionally, the initial sharing of the key kA between AUSF and

UE A, as well as the key kB between AUSF and UE B, is established.

Firstly, UE A sends µ1 to the AUSF using the equation:

µ1 = ekA(IDA||IDB||rA||signA(rA)),

where || denotes concatenation, ekA denotes the encryption function adopting the shared key

kA, rA is a random integer generated by the UE A, and signA(rA) is its corresponding sig-

nature.

Thus, the AUSF receives and decrypts µ1, verifies rA with the signature signA(rA), and

then constructs µ2 to be sent to UE B using the equation:

µ2 = ekB (IDA || IDB || rA || signA(rA)),

here ekB denotes the encryption function using the shared key kB , rA is the random integer

generated by the UE A, and signA(rA) is its corresponding signature.

Upon receiving µ2, UE B first decrypts and verifies rA with the signature signA(rA).
Subsequently, UE B forwards µ3 to the AUSF using the equation:

µ3 = ekB (IDB || IDA || rB || signB(rB)),
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Here, ekB represents the encryption function using the shared key kB , rB is a randomly

generated nonce by UE B, and signB(rB) is the corresponding signature.

Moreover, UE B is able now to compute ¸ = devf(rA, rB), where devf is a derivation

function from rA and rB .

Upon verifying µ3, the AUSF firstly calculates ¸ = devf(rA, rB) and then generates µ4
and sends to the UE A:

µ4 = ekA(IDB || IDA || rB || signB(rB)),

where ekB denotes the encryption function using the shared key kB , rB is a randomly

generated nonce by UE B, and signB(rB) is the corresponding signature.

Thus, the UE A is now able to verify the identity of UE B and then compute ¸ = devf(rA, rB).
Once the communication procedure among the subscribers is completed, the interception

procedures continue with the AUSF sending Ä1 (containing the LEA request) to the TKA:

Ä1 = ¸||IDA||LEA request .

Subsequently, the TKA sends Ä2 to the LEA via the HI2 interface:

Ä2 = ¸ ·MH(IDA),

where the "·" operator denotes the multiplication.

At this point, all entities possess the necessary cryptographic material to generate the

communication session key kAB through which the end-to-end communication session will

be encrypted.

Firstly, UE A computes kAB = e(¸ ·MH(IDA),H(IDB)). Secondly, UE B computes

kBA = e(H(IDA), ¸ ·MH(IDB)).
Here, the function e(·) defines the bilinear function operation, and using IDBC-based

model properties described in [168], the validity of the two equations is proven as follows:

kAB = e(¸ ·MH(IDA),H(IDB)) =

= e(H(IDA),H(IDB))
¸·M =

= e(H(IDA), ¸ ·MH(IDB)) = kBA .

While the LEA employs a public hash function H : Z → P to calculates H(IDA) and

H(IDB), it uses Ä2 to compute the communication session key kAB .
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